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Abstract—Colorectal cancer is one of the most common types
of cancer worldwide. Assuming increased or decreased gene
expression is the reason for abnormal cells work and processes
interference in the colorectal region, in our previous work
we used data from Illumina microarray technology to analyse
gene expression values. Once we have unveiled biomarker genes
and developed methodology for Bayesian posterior probabil-
ity classification, we proceeded with implementing the same
methodology on data obtained from Affymetrix microarray
technology. However, our research results showed that different
microarray technologies require different statistical approach
for classification analyses. In this paper we use colorectal data
probed with Affymetrix microarray technology, and propose a
new methodology that intends to eliminate the noise and produce
more robust preprocessed data appropriate for prior distribution
modelling. This allows us to construct an efficient Bayesian a
posteriori classificator. In order to test the procedure reliability
we used different set of carcinogenic and healthy patients.

Index Terms—Colorectal Cancer, Bayesian Classification,
Affymetrix, Illumina, Microarray Technology, Machine Learning

I. INTRODUCTION

The World Health Organization provided a research of the
cancer incidence, mortality and prevalence worldwide in 2008.
According to the GLOBOCAN project results, colorectal can-
cer is the third most common cancer in men, and the second
in women with a total incidence of 1,234,000 cases, of which,
608,000 deaths. The mortality results make this type of cancer
to be the fourth most common cause of death from cancer.
Prevalence results showed that almost 60% of the cases occur
in developed regions [1].

In this paper we consider the colorectal cancer problem
as tightly connected to the gene expression phenomena. We
believe that the reason for its occurrence lies in the increased
or decreased level of expression of particular genes which
intent to disrupt the biological processes they are associated
with. Gene expression profiling by microarrays should advance
the progress of personalized cancer treatment based on the
molecular classification of subtypes [2]. Therefore, in our pre-
vious work [3] we showed that using the Illumina microarray
technology data in combination with appropriate statistical
analysis can lead to unveiling a set of particular genes, referred
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to as biomarkers, that can be used in building an accurate
diagnostic system based on Bayesian a posteriori probability
computation.

Assuming platform independence as presented in [4], [5],
we proceeded our research in [6] using the same methodology
as in [3] on colorectal data probed with the Affymetrix Human
Genome U133 Plus 2.0 Array. However, the results showed
poor distinctive capability of the biomarker genes. In this
paper, we embraced another conclusion derived in [7] which
states that each platform requires different statistical treatment.

Hence, we confronted the challenge of inventing a new
methodology that leads to unveiling the Affymetrix colorectal
cancer biomarkers, eliminate the noise and produce more
robust data appropriate for prior distribution modelling that can
be used, and therefore, is appropriate for as a part of Bayesian
a posteriori classification. In order to obtain reliable results,
we used data from patients with different geographical distri-
bution, probed with Affymetrix Human Genome U133 Plus
2.0 Array. Data sets are retrieved from the Gene Expression
Omnibus biological database, [8], [9], [10], [11].

The rest of the paper is organized as follows. In Section II
we give a brief preview of the related work and the latest
results. The methodology used in this paper is described in
Section III. In Section IV we exhibit the experiments and the
results according to which we derive conclusion in Section V.

II. RELATED WORK

In this section we present some of the research related to the
problem of statistical preprocessing methods and classification.

Considering the preprocessing is crucial in pointing out
statistical and biological significance, the authors in [12]
present a comprehensive study of the effect that normalization,
gene selection, the number of selected genes and machine
learning method have on the predictive performance of result-
ing models. The best machine learning methods in this study
were Support Vector Machines with the three basic kernel
configurations in comparison to Artificial Neural Networks
and Decision Trees.

The authors in [13] state that at the moment there is no
commonly agreed gold standard pre-processing method and
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each researcher has the responsibility to choose one method,
incurring the risk of false positive and false negative features
arising from the particular method chosen. Therefore, they
aim at providing a method of analysis of a gene-expression
experiment that combines and synthesises the information
from several pre-processing methods, to obtain a better cal-
ibrated estimate of differential expression. We agree with the
necessity of combining several methods to confirm different
gene expression, but we additionally evaluate the efficiency of
the methods by including the differently expressed genes in
the process of patients classification.

Since we are interested in Affymetrix microarray experi-
ment noise, we present two studies of this kind. The authors
in [14] assume that a typical microarray experiment has many
sources of variation which can be attributed to biological
and technical causes. Their analysis showed that the greatest
source of variation at Affymetrix is biological variation, and
the variation due to labelling. Similarly, a research on the of
systematic noise in Affymetrix and Illumina gene-expression
microarray experiments is presented in [15]. The authors
suggest that it is not recommended to analyse individual test
samples (e.g. to try and classify), but instead to run several
experiments at the same time to get a better estimate of the
experimental variation.

Gene expression data sets used in this research have also
been used in other scientific researches. The authors in [16]
aimed to find a metastasis-prone signature for early stage
mismatch-repair proficient sporadic colorectal cancer (CRC)
patients for better prognosis and informed use of adjuvant
chemotherapy. A transcriptome profile of human colorectal
adenomas is given in [17] where they characterize the molecu-
lar processes underlying the transformation of normal colonic
epithelium. One of the data sets has been used in [18] to clarify
the difference between MSI and microsatellite stability (MSS)
cancers and, furthermore, to determine distinct characteristics
of proximal and distal MSI cancers. A similar research is
presented in [19] where the scientists showed cross-study
consistency of MSI-associated gene expression changes in
colorectal cancers.

III. THE METHODOLOGY

In this section we present the original methodology which
includes several steps to prepare the data for the classification
process.

A. Preprocessing

We used gene expression profiling of 32 colorectal tumors
and matched adjacent 32 non-tumor (healthy) colorectal tis-
sues probed with Affymetrix Human Genome U133 Plus 2.0
Array, which contains 54675 probes, but the unique genes
observed are 21050. All the statistical analysis presented below
aim to reduce the number of genes in order to distinguish the
genes with most biological information, the colorectal cancer
biomarkers.
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1) Normalization: Since our aim is to unveil the difference
in gene expression levels between the carcinogenic and healthy
tissues, choosing the appropriate normalization method is
essential. Our assumption states that only a small set of genes
are differently expressed compared to the biomarker genes,
i.e., most of the genes are not correlated to the colorectal
cancer. In such cases Quantile normalization (QN) is a suitable
normalization method, because it makes the distribution of
the gene expressions as similar as possible among each other
across all samples [20].

2) Filtering methods: Some genes may not be well dis-
tributed over their range of expression values, i.e. low expres-
sion values can be seen in all samples except one [21]. This can
lead to incorrect conclusion about gene behaviour. To remove
the genes of this kind, we used an entropy filter. Entropy
measures the amount of information (disorder) about the
variable. Higher entropy for a gene means that its expression
levels are more randomly distributed [22], while low entropy
for a gene means that there is a low variability in its expression
levels across the samples [23]. Therefore, we used low entropy
filter to remove the genes with almost ordered expression
levels.

3) Paired-sample T-test: Knowing the facts that both the
carcinogenic and healthy tissues are taken from the same
patients, and that the whole-genome gene expression follows
normal distribution [24], we used a paired-sample t-test.
Assuming that the most of the genes do not have different
expressions, the null hypothesis states that there is no statistical
difference between the carcinogenic and the healthy samples.
The rejection of the null hypothesis depends on the signifi-
cance level which we determine. In this paper we consider
the genes as statistically significant for a p-value less than
0.01, which means that the chances of wrong rejection of the
null hypothesis is less than 1 in 100.

4) False Discovery Rate: False Discovery Rate (FDR) is a
reduction method that usually follows the t-test. FDR solves
the problem of false positives, i.e., the genes which are
considered statistically significant when in reality there is not
any difference in their expression levels. For a threshold of
0.01 we expect 10 genes to be false positive in a set of 1000
positive genes. The significance in terms of FDR is measured
as a g-value. It is described as a proportion of significant genes
that turn out to be false positives [25].

5) Volcano Plot: Both the t-test and the FDR method
identify different expressions in accordance with statistical
significance values, and do not consider biological signifi-
cance. The biological significance is measured as a fold change
[26] which describes how much the expression level changed
starting from the initial value. Fold change is measured as
ratio between the two expression intensities and does not
take into account the variance of the expression levels. In
order to display both statistically and biologically significant
genes we used volcano plot visual tool. The genes that lie
in the area cut off by the horizontal threshold, i.e. the p-
value of 0.01 which implicates statistical significance, and
the vertical thresholds, i.e. the fold change of 1.68 which

MIPRO 2013/CIS



implicate biological significance, are the genes that are up or
down regulated depending on the right and the left corner
of the plot respectively. When plotting the genes a better
transformation procedure is to take the logarithm base 2 value
of the expression. This has the major advantage that it treats
different up-regulation and down-regulation equally, and also
has a continuous mapping space [27].

B. Modelling the a Priori Distribution

Once we have unveiled biomarker genes that discriminate
carcinogenic tissue from the healthy one, we proceeded with
another series of methods to model the a priori distribution
of these biomarkers. In our previous research [6] we showed
that the distribution of biomarker genes highly overlaps at
both tissues. Therefore, in this paper we used the modified
methods in III-A, and obtained another set of biomarker genes
that showed different statistical distribution, even visually.
However, few more steps are needed to generate more reliable
prior distributions.

1) Round-up threshold method: When observing gene ex-
pression values, we notice that a large percentage of the
data set values are negative. The authors in [28] explain
this phenomena within a few processing steps. At the be-
ginning, the background signal is estimated and then it is
subtracted from all expression values. The algorithms used in
Affymetrix, calculate gene expression values by comparing the
signals obtained with perfect-match and one-base-mismatch
hybridization oligonucleotides on the microarrays. Sometimes
the one-base-mismatch oligonucleotides hybridize to other
mRNAs, which does not always gives a good representation
for non-specific background signal, thus, negative expression
values for genes can result. Negative values might also be
results because of noise in the data. One way to remove
these genes is to transform all gene expression values below
some threshold cut-off value to that threshold value [29]. This
method is known as Round-up threshold method. In this paper
we used O as threshold cut-off value, and any expression
value below this threshold is mapped into the interval [0,2]. In
order to sustain the prior distribution shape, we want to avoid
eventual gene accumulation at one point. Thus, we chose a
whole interval instead of particular value.

2) Appropriate tissue selection: Instead of using the cross-
validation method for determining the training and the testing
set as we did in our previous work [3], [6], here we propose
different approach for choosing the training set. Considering
the visual representation of the distribution of both tissues, we
realized that the data have differently skewed distributions.
Therefore, in order to eliminate the possibility of randomly
picking up the tissues whose distributions overlap at some
genes, we choose the training set according to the skewness
factor. If the skewness factors are with opposite signs, then
these tissues are involved into the training process.

3) Hypothesis testing: Our generative model fits four types
of distributions: Normal, Lognormal, Gamma, and Extreme
Value. At first, the two sets of tissues are confirmed to be
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differently distributed using the Kolmogorov-Smirnov test. Af-
ter we have fulfilled our assumption for different distribution,
we proceed with appropriate hypothesis testing for all the
distribution mentioned above. The distribution parameters are
estimated using the Maximum Likelihood Estimation (MLE)
method, with a confidence level of &« = 0.01. Then we
perform the Chi-square goodness-of-fit test of the default null
hypothesis that the data in the tissue (vector) comes from
the particular distribution with mean and variance estimated
from the MLE method, again with significance level of 0.01.
Once we have obtained the probabilities from the testing
for each gene distinctively, we choose the distribution whose
probability is the highest and we assign it to the particular
gene.

Once we modelled the prior distributions, we can use them
to calculate the Bayesian a posteriori probability and correctly
classify the tissues.

C. Bayesian a Posteriori Classification

Using all the methods explained above, we eventually
reached our purpose of building an accurate Bayesian classifier
based on posterior probability computation. Modelling the
prior distributions, we are now able to compute the class-
conditional densities, p(Z|C;), which we calculate as the
product of the continuous probability distributions of each
gene distinctively:

p(@C) =[] fife-fn ()

For the prior probabilities P(C;), we defined two test cases:

o Test Case 1: Since we have equal number of tissues into
both of the classes, the prior probabilities are also equal
P(Cl) = P(CQ) = 0.5;

o Test Case 2: The prior probabilities are estimated accord-
ing to the statistics in [1], and P(C;) = 0.0002 and
P(C3) = 0.9998, where C; denotes carcinogenic class,
and C3 denotes healthy class.

Therefore, we calculate the posterior probability P(C;|Z), as:
p(Cifz) = LG * PG )
> p(Z|C;) = P(Cy)

1

The tissue & is classified according to the rule of maximizing
the a posteriori probability (MAP):

C; = max p(Cy|7) 3)

IV. EXPERIMENTS AND RESULTS

In this section we present the experiments and the obtained
results.

Our main goal is to construct an efficient Bayesian classifier
that can distinguish healthy from carcinogenic tissue when
gene expression levels from Affymetrix DNA chip are used.
For our research purpose we retrieved data sets from GEO
functional genomics data repository. The 32 colorectal tumors
and matched adjacent 32 non-tumor colorectal tissues have
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Fig. 1.

Biomarkers distribution at carcinogenic tissues

been probed with Affymetrix Human Genome U133 Plus 2.0
Array. This type of technology allows 54675 probes.

We intent to use as biomarkers only the genes which are
considered to be statistically and biologically significant. The
developed methodology presented in III-A will preprocess the
data in order to make the best model of the prior distributions.

After normalizing the gene expression values, we used
the low-entropy filter which reduced the number of genes
to 49,206. However, this number of gene is still inappropri-
ate to model the carcinogenic and the healthy distribution.
Furthermore, we proceed with the paired-sample t-test, the
FDR method, and eventually we applied the volcano plot.
The results are given in Table I. The final number of revealed
biomarkers is 138.

TABLE I
BIOMARKERS REVEALING

Statistical methods || Up expression | Down expression Sum

Paired-sample t-test 7630 10691 18321

FDR 7581 10539 18120
Volcano plot 29 109 138

The number of genes left to be biomarkers is appropriate
for modelling the prior distribution. Using a histogram tool we
presented the frequency of the genes within particular range
for each of the carcinogenic and healthy tissues distinctively.
Figure 1 and Figure 2 depict the prior distributions of the
carcinogenic and healthy tissues, respectively. Obviously, the
distributions differ from each other. Before we proceed with
hypothesis testing, we must cut-off the negative values, since
we assume they occurred as a result of a noise.

After the process of rounding up the negative values using
a predefined threshold value, both of the distributions depicted
in Figure 3 and Figure 4, suffered minor reshape.

Observing the two distributions, we can easily assume that
both of them are with opposite skewness. Therefore, to avoid
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Biomarkers distribution at healthy tissues
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Fig. 3. Biomarkers distribution at carcinogenic tissues after Round-up

the possible selection of tissues with the same skewness by
coincidence, we used the method of appropriate tissues selec-
tion. This method outcome determined 15 appropriate tissues
to be involved in the training process. The distribution of those
tissues is depicted in Figure 5 and Figure 6, respectively.

The testing of the biomarkers extracted from the carcino-
genic and healthy tissues respectively for equality in their
probability distribution, is done by the Kolmogorov-Smirnov
test. It confirmed that 135 out of 138 has declined the null
hypothesis “belong to the same distribution”. Hereupon, we
performed generative probability distribution fitting by using
appropriate hypothesis testing over the Normal, Lognormal,
Gamma and Extreme Value distribution. Once we assigned
the distribution which showed to be the most probable to
each gene, we proceeded to calculate the Bayesian posterior
probability as defined in III-C.

Moreover, to confirm the procedure reliability, we addition-
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Fig. 4. Biomarkers distribution at healthy tissues after Round-up
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Fig. 5. Biomarkers distribution of selected tissues at carcinogenic case

ally tested our trained classificator with new 239 carcinogenic
patients, as well as, with new 12 healthy patients. In order to
avoid any negative values, the new patients are also processed
with the Round-up threshold method.

The prior probabilities we used are those we defined earlier
as the two test cases in III-C. The results presented in Table II
are derived according to all three equations specified in III-C.

TABLE I
BAYESIAN A POSTERIORI CLASSIFICATION

Bayesian classification Test Case 1 | Test Case 2
32 carcinogenic tissues 100% 93.75%
32 healthy tissues 84.38% 100%
239 carcinogenic patients 97.5% 89.5%
12 healthy patients 91 % 100%

We evaluated the classificator performance through relative
trade-off between the true positives and the false positives.
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Fig. 6. Biomarkers distribution of selected tissues at healthy case

True positive rate (TPR), known as recall or sensitivity, is a
term that refers to the ability of the classificator to correctly
classify carcinogenic tissues. The ability of the classificator
to correctly classify healthy tissues is measured as specificity.
The results given in Table III show the ability of the classifi-
cator to correctly classify carcinogenic and healthy conditions
with high accuracy at both tissues and patients which we used
as a test sets.

TABLE III
SENSITIVITY AND SPECIFICITY

Performance Sensitivity | Specificity | Test Cases
Tissues 1 0.84 Test case 1
0.94 1 Test case 2

Patients 0.98 0.91 Test case 1
0.90 1 Test case 2

V. CONCLUSION

In this paper we showed how to construct an efficient
Bayesian classifier that distinguishes healthy from carcino-
genic tissue when gene expression levels from Affymetrix
DNA chip are used.

In order to make the best model of the prior distribu-
tions, which is essential for proper Bayesian classification,
we developed an original methodology presented in III-A that
preprocess the input data.

We focused on the genes whose expression clearly differs
in the carcinogenic opposed to the healthy tissue. As we
discovered a set of biomarkers, in the next few steps we
provided series of statistical analysis in order to produce a well
shaped distribution for both classes of tissues. Once we applied
our generative approach, we classified the tissues calculating
the Bayesian a posteriori probability.

This research follows two previous papers where we exam-
ined colorectal cancer using gene expression values obtained
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from Illumina microarray BeadChip [3] and performed plat-
form comparison between Illumina and Affymetrix [6]. Com-
paring the two platforms we realized that gene expressions
obtained from Affymetrix require different statistical approach.
The obtained results in this paper, confirmed that the
generative Bayesian approach gives excellent performance
when appropriate preprocessing methodology is used. In our
future research we will focus on distinguishing the different
colorectal cancer stages in the carcinogenic tissues.
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