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Abstract—In this paper we propose an intelligent modelling
of the students’ knowledge collected from the e-Learning and
e-Assessment processes of a particular course. The paper is
focused on proposing a methodology for extracting the students’
knowledge from the e-Learning activities, which we refer to
as Profiling, then modifying it in compliance with their e-
Assessment results and eventually, using it to model the proba-
bility distributions of the students Profiles that have passed and
of those that have failed the course. The probability distributions
of the students Profiles are then applied in the Bayes’ theorem
to perform binary classification analysis, i.e., to classify the
students, pass or fail. The purpose of the proposed methodology
is to simulate a real teacher, more precisely, to observe the
activities of the particular student during the whole course in
order to derive a decision of his or hers overall success.

Keywords— e-Learning, e-Assessment, Machine Learn-
ing, Bayes’ Theorem;

I. INTRODUCTION

E-Learning is the process when one uses sophisticated
information and communication technologies to obtain knowl-
edge, whereas, e-Assessment is the process when commu-
nication technology is used to assess the learner’s knowl-
edge. A clear distinction between assessment of learning
(assessment for the purposes of grading and reporting with
its own established procedures) and assessment for learning
(assessment whose purpose is to enable students, through
effective feedback, to fully understand their own learning and
the goals they are aiming for) is made by Vonderwell et al.
[1]. In our research the assessment for learning is referred to
as e-Learning and the assessment of learning is referred to
e-Assessment.

Recently, the design of e-Learning and e-Assessment tools
has been a challenge for many researchers [2], [3], especially
the introduction of intelligence in e-Learning services. A good
overview of e-Assessment systems is presented by Gusev and
Armenski [4].

The implementation of the e-Assessment systems at uni-
versities requires large amount of computational and storage
resources. Therefore, as an appropriate solution, the univer-
sities have been given a lot of advice to turn their interests
towards cloud computing, the paradigm that offers unlimited
flexibility and scalability in terms of storage, computation,
network access, reduced power consumption and lower costs
[5], [6], [7]. Ristov et al. [8] propose a SOA architecture of a

cloud hosted e-Assessment system which uses scalability and
elasticity in order to achieve sustainable performance with
minimal costs since it uses minimum resources utilised only
during the e-Assessment.

An e-Learning and e-Assessment system has been im-
plemented at our university since 2002 [9]. The years of
experiments provided new directions and proved established
strategies for use of the system. Main efforts address creation
of knowledge database capable to support the system and
this processes required strong commitment of the teachers in
building up the course. The knowledge database is organised
as a hierarchical structure, precisely, as a tree, in order to
enable a good realisation of a navigation algorithm. This
kind of organisation is also supported by Baumgartner and
Shankararaman [10].

The knowledge database [4] consists of the following items:

1) Course is the root of the tree and consists of several
lectures;

2) Lecture represents areas within the course and consists
of several parts;

3) Part represents parts of the lectures;
4) Set represents a set of basic learning objectives and
5) Learning objective (LO) is an essential knowledge item

to be learned which consists of a set of questions.

The idea of online learning introduced in [9] consisted
of asking the student questions form different LOs after
the lecture. The students were providing answers on the
specialised e-Testing system. A strategy was chosen to classify
the students knowledge about the particular LO after some
questions. If the student knowledge was classified as ”pass”
the navigation algorithm continued with a new LO.

Several analyses were performed to use different strategies
and navigation algorithms. The main idea when developing the
navigation algorithm was to simulate a real teacher that asks
the student several questions and makes a decision to continue
with questions in the same LO, or to move to the next LO.
Therefore, from a teaching perspective, a good strategy was
built on the following objectives:

• determining the minimal number of questions the sys-
tem should ask to get relevant assessment of student’s
knowledge; and

• determining the number of provided correct answers that



should classify the student knowledge as ”pass”.

The experiments showed that the strategy of providing
3 correct answers in consecutive questions [4] is the best
alternative for the given criteria. Finally, the system provided
the following features:

• Corrective measure - whenever the student gives a wrong
answer the system suggests corrections;

• Adaptive learning path - better students can move faster
towards the more complex LOs; and

• Clear objectives and goals - the navigation explains what
else has left to be learned.

The developed 3-in-a-row strategy confirms the student’s
knowledge of a particular LO; however, it cannot predict the
student’s overall success at the end of the course.

In this paper we aim to use the results from the developed 3-
in-a-row strategy for modelling the initial students’ knowledge
of the given LO during the e-Learning process. Afterwards,
considering all the results from the e-Assessment processes
during the course, we update and re-evaluate the initial model
of the students’ knowledge, thus, creating revised students’
Profiles. The students’ Profiles are then used in a Machine
Learning (ML) analysis to model the classes of passing, or
failing the course at the end of the semester.

In classification problems, the main idea is to model the
existing relationships between a set of multivariate data items
and a certain set of outcomes. Although there are many ML
techniques that can be used to analyse e-Learning data, we
propose an approach for building a classifier based on the
different probability distributions of the Profiles that have
passed and the Profiles that have failed the course. Once we
model the classes probability distributions, we use them in the
Bayes’ theorem to calculate the posterior probabilities of the
new Profiles.

The rest of the paper is organised as follows. Section II
presents the recent ML analyses and their application in e-
Learning. The new proposed methodology is presented in
Section III. The results from the experiments are presented
in Section IV and a conclusion is derived in Section V.

II. RELATED WORK

In this section we give a review of the recent ML applica-
tions in e-Learning.

Castro et al. [11] provide an up-to-date snapshot of the
current state of research and applications of Data Mining
methods in e-Learning. They provide a taxonomy of e-
Learning problems to which Data Mining techniques have
been applied, including: students’ classification based on
their learning performance, detection of irregular learning
behaviours, e-Learning system navigation and interaction op-
timisation, clustering according to similar e-Learning system
usage and systems’ adaptability to students’ requirements and
capacities.

Hanna and Tang [12], [13] present studies on how Data
Mining techniques could successfully be incorporated to e-
Learning environments and how they could improve the
learning tasks. Sison et al. [14] present an analysis on how
ML techniques have been used to automate the construction
and induction of student models, as well as the background
knowledge necessary for student modelling. Their paper sheds
light on the difficulty, suitability and potential of using ML
for student modelling processes, and, to a lesser extent, the
potential of using student modelling techniques in ML.

Minaei and Punch [15] present an approach for classifying
students in order to predict their final grade based on features
extracted from logged data in an education web-based system.
A combination of multiple classifiers leads to a significant
improvement in classification performance.

Fei et al. [16] describe exploring automatic question clas-
sification tests, which can be used in an e-Learning system.
These tests can take the form of multiple-choice testing, as
well as fill-in-the-blank and short-answer tests. They proposed
a text categorisation model using an artificial neural network
trained by the back-propagation learning algorithm as the text
classifier. Their test results showed that the system achieved
the performance of nearly 78%.

Chang et al. [17] state that with the growing demand in e-
Learning, much research indicated that adaptive learning is a
critical requirement for promoting the learning performance
of students. The first step for achieving adaptive learning
environments is to identify students’ learning styles. There-
fore, in their paper they propose a learning style classification
mechanism to classify and then identify students’ learning
styles. The proposed mechanism improves k-nearest neigh-
bour classification and combines it with genetic algorithms.
To demonstrate the viability of the proposed mechanism, the
proposed mechanism is implemented on an open-learning
management system. The experimental results indicate that
the proposed classification mechanism can effectively classify
and identify students’ learning styles.

III. METHODS AND METHODOLOGY

In this section we present the methods that we developed
to extract knowledge from the e-Learning processes, to pre-
process the data and build a classification model.

A. Modelling the Students’ Knowledge

To apply the results from the e-Learning processes onto a
classification procedure, we must extract the raw knowledge
results from the database and do some processing to create
each student an initial Profile of success.

Considering the knowledge database organisation, we can
perceive that for each course there are a lot of LOs, and each
LO consists of sets of questions. Each LO is an important
learning objective that each student should learn and be
evaluated with ”pass”, by such as using the three-in-a-row
strategy. After the student is evaluated with ”pass” for a given



LO, the system moves forward to the next LO, by using the
appropriate navigation algorithm.

The level of student’s knowledge about a particular LO can
be presented by

• the number of trials NT to be evaluated with ”pass”
for a given LO, and

• the number of questions NQ answered before the
decision making strategy (such as the three-in-a-row
pattern) classifies the student knowledge as a ”pass” in
the learning trial.

Considering that there are n different LOs in a particular
course, the knowledge from the e-Learning process can be
presented by a n-dimensional vector. Denote by N the number
of students. In the following analysis we will use indexes:

• i to present a particular student, where i = 1, . . . , N and
• j to present a particular LO, where j = 1, . . . , n.
To express the student’s efficiency assigned to each LO,

we propose a new metric IS to measure the student’s Initial
Success. The dimensionality of the IS vector is n, equal to
the number of all LOs in a particular course, calculated by
(1) for i = 1, . . . , N . In the beginning, the IS indicator for
every student enrolled in the course is a null vector.

ISi = (ISi1, ISi2, . . . , ISij , . . . , ISin) (1)

The knowledge level evaluated of the i-th student for the j-
th LO is calculated by (2), for i = 1, . . . , N and j = 1, . . . , n.
Considering the fact that the students are assigned each week
with questions from a new LO, the IS is calculated as a sum
of the number of trials (NT ) necessary for the student to
pass the given LO, and the weighted product of the number
of questions (NQ) with weight 0.01 in the last trial. The
minimum value of the variable NT is 1, since the student
can pass the given LO in at least one trial. Considering the
range of the variable NQ, we use the value 0.01 in order to
scale the number of questions so that it will always be lower
than 1. Therefore, it will vary in range 0.03 ≤ NQ < 1,
since the maximum number of answered questions per LO is
a double digit number.

Both the variables NT and NQ are determined by the
students themselves. Hereupon, the students can perform as
much trials and answer as much questions as needed until
they achieve three correct answers in a row, a passing manner
determined by the three-in-a-row strategy explained in Sec-
tion I.

The lower the IS score is, the more the student has learned
the LOs.

ISij = NTij + (0.01 ∗NQij), (2)

The information that we extracted from the database is
raw data depending only on the results from the e-Learning
processes. Therefore, it needs some revision prior to modelling
the probability distributions of the classes as ”pass” and ”fail”.

To get a real picture of how much the students have learned
during the course, we must take into account the results from
the e-Assessments processes. For this purpose, we propose an-
other metric, Revised Success (RS) to re-evaluate the students’
knowledge after the e-Assessments on the particular LOs.
Thus, the students’ success is revised every time the student
has taken an e-Assessment. By introducing this approach,
we simulate a real environment where the teacher evaluates
the students’ activities during the whole course to determine
their overall success. The following methodology is used to
calculate the Revised Success, RS, in (3) and (4), where
i = 1, . . . , N identifies the currently analysed student and
j = 1, . . . , n denotes a particular LO.

Punishment : RSij = ISij + 1 (3)

Reward : RSij = ISij − 1 (4)

The RS fully depends on the student’s result from answer-
ing the questions from the e-Assessment. If the student fails
to answer a question of a particular LO, then the student is
punished by adding one more trial on the corresponding IS.
When the student answers correctly a question of a particular
LO, the student is rewarded by reducing the number of trials
by 1 in the e-Learning history. That is how we use the e-
Assessment results to affect the student’s impression during
the semester.

B. Generative Modelling and Classification

To make a clear distinction between the knowledge of the
students that have passed or failed the course, we separated the
knowledge data into two classes. The first class C1 contains
151 Profiles of students that have passed the course exams
with average score of > 70, and the second class C2 contains
128 Profiles of students that have failed the course exams with
an average score of < 30.

Since the analysis is performed on students from different
periods, we realise that majority of the LOs are not commonly
elaborated in the two classes. Therefore, to achieve a more
realistic knowledge modelling, we analyse only the non-zero
values in both classes, and reduce the dimensionality of the
vectors from 1361 to 99 LOs.

Observing the probability distribution in Figure 1, where
the x-axis presents the values of the revised success, and the
y-axis present the number of Profiles that have the particular
value, we can see that the histograms for the both classes,
are equal. This is not an unexpected phenomena, since we
derived the histograms from the initial knowledge IS and we
know that initially all students should have more or less equal
knowledge due to the 3-in-a-row strategy discussed above.
Considering the Profiles that appear to have IS values less
than 1 in Figure 1, this phenomena is due to the large amount
of Profiles whose initial success values are 1.03 and it is
impossible to represent all of them in a single point.



Fig. 1. Distributions of IS at C1 and at C2

On the other hand, observing the distributions of the classes
in terms of the revised student knowledge RS discussed in
Section III-A, as presented in Figure 2, we can conclude
that the two classes have different distributions. Therefore,
we will proceed to perform further normalisation of the
revised students’ success in order to obtain data applicative
for Bayesian modelling.

In order to normalise the RS data, we did some data
preprocessing by calculating the z-score (5) to normalise the
LOs RS values across the Profiles in both the classes C1 and
C2.

NRSij =
RSij − µ(RSj)

σ(RSj)
(5)

Once we obtained the z-scores, we wanted to extend the
vectors and simulate the students have elaborated more LOs
in a same manner. Therefore, in order to achieve more accurate
distributions, we performed bootstrapping using the mode
values of the vectors and produced results of 200 LOs.
Then we smoothed the data and obtained the new, obviously
different, distributions of the classes presented on the left sides
of the 3 and 4.

In order to confirm our assumption of difference, we tested
the distributions using few hypothesis for few different types
of distribution. However, most of the Profiles in C1 showed
to have Lognormal distributions, whereas the Profiles in C2

showed to be Normally distributed. The distributions fitting
is performed by using the Chi-square goodness-of-fit test and
the results are presented in figures 3 and 4, respectively.

Once we determined the prior distributions of the two
classes, i.e., the class-conditional densities p(~x|Ci) for i =
1, 2, we can use them in the Bayes’ theorem (6) to calculate
the posterior probability P (Ci|~x).

p(Ci|~x) =
p(~x|Ci) ∗ P (Ci)
2∑
1
p(~x|Ci) ∗ P (Ci)

(6)

However, since the prior probabilities, P (Ci), for belonging
to one of the classes are equal, and the total probability,
2∑
1
p(~x|Ci) ∗ P (Ci), is used to scale the posterior probability

in range [0,1], the classification is deduced to the calculation
only of the class-conditional densities, p(~x|Ci). The class of
the new vector is determined by the maximisation of the
p(~x|Ci).

IV. EXPERIMENTS AND RESULTS

This section presents the results obtained by experiments
following the approach discussed in Section III. To test the
ability of our approach to classify the critical Profiles whose
average score is in interval [30,70], we defined the following
test cases:

• Test Case 1 (Training set):
C1 = Profiles(score > 70) = 151;
C2 = Profiles(score < 30) = 128.

• Test Case 2:
C1 = Profiles(score > 60) = 369;
C2 = Profiles(score < 40) = 312.

• Test Case 3:
C1 = Profiles(score > 50) = 644;
C2 = Profiles(score ≤ 50) = 629.

In Table I, we present the performance of the classifier in
terms of true positive rate, TP , and true negative rate, TN .
TP denotes the percentage of correctly classified Profiles that
have passed the exams, whereas the TN is the percentage of
correctly classified Profiles that have failed the exams.



Fig. 2. Distributions of RS at C1 and at C2

Fig. 3. Normalized Passed Profiles and their fitting to Lognormal distribution

TABLE I
CLASSIFICATION RESULTS

Test Cases TP TN
Case 1 96.68 % 96.09 %
Case 2 95.93 % 100 %
Case 3 95.80 % 97.93 %

TABLE II
POLYNOMIAL KERNEL CLASSIFICATION

Performance Polynomial kernel
TP 90 %
TN 75 %

According to the classification results in Table I we can
conclude that our classifier is able to correctly classify even
the Profiles that we defined as critical.

Compared to the results from our previous research [18]
where we followed a discriminative approach for modelling
the classifier, Table II presents the best results from the clas-
sification with Polynomial kernel (PK) which clearly shows
decreased accuracy when discriminating between the Profiles
that have passed from those that have failed the exams.

V. CONCLUSION AND FUTURE WORK

In this paper we focus on intelligent modelling of the
students’ results obtained from e-Learning and e-Assessment
processes of a particular course. The purpose of the proposed
research is to simulate a real teacher, who will be able to
observe the activities of a particular student during the whole
course in order to derive a decision of the overall success.

We propose a methodology for building students’ Profiles
based on their e-Learning activities, then we modify the
Profiles in compliance with their e-Assessment results and



Fig. 4. Normalized Failed Profiles and their fitting to Normal distribution

eventually, we model the probability distributions of the
students Profiles that have passed, and of those that have failed
the course. The model is then applied in the Bayes’ theorem
to perform a binary classification analysis, i.e., to classify the
students into one of the classes, pass or fail.

The classification analysis showed that our generative
model is capable of recognising the passing and the failing
Profiles and when compared to our previous discriminative
model for classification, shows high percentage of increased
accuracy.

Since the generative approach showed to be better option for
this kind of problem, in our future work we will go deeper into
the problem to apply our approach for modelling the students’
final grades.
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