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Abstract—The usage of unethical practices which does not
follow prescribed clinical standards and leads to the unnecessarily
high expenditure for health care (waste, abuse and fraud) is
increasing day by day in the Middle East countries. Reports show
that about 30% of health care companies expenditures are based
on a fraudulent medical claim. The rule-based approaches and
expert systems that are used traditionally for tackling the health
care waste, abuse and fraud (WAF) are very limited and require
experts with extensive knowledge of medicine and expertise in
the domain itself. The predictive analysis can be more flexible
and less susceptible to some of the problems encountered with
rules-based systems by focusing on the outcomes rather than the
entire decision making process. In this paper, we present how
simple predictive analysis and unsupervised learning on health
care claims data can be used for detecting waste, abuse, and fraud
threats in health care insurance in UAE. Our focus is to detect
abnormal behavior of the clinicians from different specialties
from different medical providers using the patterns made on the
diagnosis and activity level prescription. The results obtained
from the experiments performed on over 370K medical claims
showed that only 0.007% of the clinicians caused potentially over
10% of the WAF marked claims. 27 clinicians marked with the
analysis and scored as being most suspicious by the auditors
made total of 4.929 claims.

Index Terms—health care, waste, abuse, fraud, machine learn-
ing, unsupervised learning

I. INTRODUCTION

Health care insurance is a multifaceted industry that brings
together care providers, insurance companies and patients. As
the industry is expected to create social benefits, there is
constant pressure to contain costs while providing security and
improving the health of the general population.

Misuse of the health insurance is an ongoing issue. Mo-
tivated by the financial incentives, different stakeholders are
creating waste, abuse the market or even commit fraud. The
volume of waste, abuse and fraud (WAF) is estimated to be
in the range of 5-10% of the yearly health care expenditure
[1]. This makes WAF a significant contributor to the medical

inflation. Insurance claims are under continuous scrutiny by
the health care payers for being one of the key tools to control
health care spending.

Looking from an insurance fraud detection technique per-
spective, WAF is being generated by both health care providers
and insured members in the Middle East. In the worst cases,
a conspiracy-type of fraud involves several parties colluding
in the misuse. When looking at the complexity levels, we
can categorize WAF in seven levels. This starts with single
transaction as the simplest one and goes up all the way to
multi-party, criminal conspiracies [2].

The most prevalent types of fraud carried out by policy
holders are: gaining access to or being reimbursed for services
typically not covered by the policy. For clinicians and health
care providers, financial gain is the main motivation with
up-coding, service unbundling, and billing for unnecessary
or even not rendered services. Another problem behind the
seemingly rampant issue of health insurance fraud is that many
businesses and their employees do not know how it looks like
action. The truth is that this scam exists in many forms and
it is often horribly difficult to notice. According to a study by
D. Thortnton et. al. [3] some of the most common types of
frauds that are the most prevalent are:

Payment for more expensive treatments than necessary -
otherwise known as ’upcoding’. This includes hyperbolizing
the diagnosis in a much more serious condition, in order to
increase the cost of the claim.

Counterfeiting of the diagnosis: essentially examining mul-
tiple diagnoses, in order to collect procedures that are not
medically needed.

Refunds for services that have not been made: this type
of fraud can be achieved by falsifying claims by using real
patient information, creating a false claim from scratch or by
supplementing any of the actual claims with procedures that
are never happened.

Misrepresentation of unnecessary treatments: this is a
request for an unnecessary procedure, for example scanning



the brain with magnetic resonance, as part of a medically
necessary procedure for heart surgery.

Payment procedures: perhaps the most courageous form
of fraud in health insurance, whereby medical professionals
perform treatments over healthy patients exclusively for the
purpose of submitting a claim.

Upcoding is one of the most expensive and most sophisti-
cated types of waste, abuse and fraud in health care. Between
2002 and 2012, this method cost publicly funded medical
assistance programs around $11 billion. These are not victims
of crime because they put unnecessary efforts on the social
security network over which millions of citizens rely on their
basic medical needs.

The fraud itself is difficult to detect. Medical diagnoses,
length of work visits and complexity of treatment are left at
the discretion of the health care provider. Individual cases of
this criminal behavior, or even small groups of them, may
be almost impossible to find or prove. Scams may be even
more prestigious or harder to discover in large institutions,
such as laboratories or hospitals, which have a wide range of
procedural options and where insurance recovery tends to be
very loose.

In the United Arab Emirates currently premiums amount to
over $9 billion dollars, and with the introduction of compul-
sory health insurance for expatriates in Dubai (95 percent of
the workforce), that figure is constantly increasing. But there
is additional factor that influence the increase of insurance
premiums, the waste, abuse and fraud.

Insurance waste, abuse and fraud is nothing new, but levels
that are currently thought to be taking place globally are
shocking. The data from the Health Insurance Counter Fraud
Group, a group of 32 health insurance companies, with a
mandate to detect and prevent fraud in the health sector,
suggest that global losses as a result of fraudulent claims are
hundreds of billions of dollars.

In this paper, we show how simple predictive analysis and
unsupervised learning on health care claims data can be used
for detecting waste, abuse, and fraud threats in health care
insurance in UAE. Our focus is to detect abnormal behavior of
the clinicians from different specialties from different medical
providers using the patterns made on the diagnosis and activity
level prescription. In the following section, the most relevant
related work is reviewed first, and then the use case and the
health care insurance system of UAE is described. The analysis
that was performed on the obtained data for indicating the
potential threats of waste, abuse and fraud of the medical
personnel is presented in section 3. This section also provides
visualization of the obtained results and their interpretation.
The concluding remarks are given in section 4.

II. RELATED WORK AND PROBLEM STATEMENT

Traditionally, detection of health care waste, abuse and
fraud is based on archaic methods that is very limited and
requires experts with extensive knowledge of medicine and
expertise in the domain itself [4] [5]. It is based on the
work of auditors who need to manually review and identify

suspected medical claims, which is a very costly and time-
consuming process. They have quite limited time to process
each claim by following predefined rules and procedures on
certain characteristics of a claim without paying attention of
a provider’s behavior. This process is supported by the rule-
based engines and expert systems based on the information
disclosed from the past events and findings in the research.

But with the development of electronic health records and
advances in artificial intelligence, other opportunities for au-
tomatic dealing with fraud have been made. Machine learning
can help with the knowledge ex-traction process and create
models from thousands of medical claims that can identify a
much smaller subgroup for further assessment by the auditors,
which significantly increases the time that any expert can
dedicate to claims while he inspects. In turn, this leads to
a higher rate of detected fraud.

There are different data mining approaches that are used for
addressing the problem of healt care waste, abuse and fraud.
The most common and well-accepted categorization that is
used in this domain divides the approaches into ‘supervised’
and ‘unsupervised’ [6] [7].

Supervised approaches use samples of previously known
fraudulent and non-fraudulent records. They are quite success-
ful in detecting already known patterns of fraud and abuse.
Taking this into account, these models should be regularly
updated to reflect new types of fraudulent behaviors and
changes in the regulations and settings [4]. Examples of the
supervised methods that have been applied to health care fraud
and abuse detection include neural networks [8] [9], decision
tree [10] [8], and Support Vector Machine (SVM) [11].

Unsupervised methods typically compare claim’s attributes
to other claims and determine the level of difference by
measuring the distance from a concrete distribution of claims.
They are able to select anomaly records or group of similar
records. Examples of the unsupervised methods that have been
applied to health care fraud and abuse are clustering [12] and
outlier detection [13].

A. Shafafiya standard and data description

Abu Dhabi has implemented a standard for data exchange
within the health sector called Shafafiya. Any electronic trans-
action between 2 health care institutions must be structured
and exchanged according to the imposed standard. The pur-
pose of such provisions from ’Shafafiya’ is to establish a
national standard for improving the efficiency and effective-
ness of the health care system by simplifying the processes
themselves. The various definitions, formats and data that
health systems have used for decades are now united in one
standard format (Figure 1) and thus the electronic transfer of
information is far more efficient and reliable. This has im-
proved the overall quality of data and significantly reduced the
administrative burden. In this way, information management
methods are simplified, giving health care professionals more
opportunities to provide better care and reduce the costs of
patients themselves.

https://www.haad.ae/HAAD_Old/tabid/873/Default.aspx


Fig. 1. Entities defined by the Shafafiya standard © Property of Department
of Health (DOH)

The data that were used in this research satisfied the
Shafafiya standard. We received 368.541 unique claims ob-
tained from 1.567 medical providers for 2 years. The total
number of prescribed activities on all claims were 1.224.259.
The total number of investigated clinicians were 9.566 from
different specialties (not given by the stakeholder). On all
claims 12.384 diagnoses were detected. 35% of them were pri-
mary diagnoses, while the rest 65% were secondary diagnoses.
All diagnoses were coded according to the ICD10 standard.

III. ANALYSIS OF WASTE, ABUSE, AND FRAUD THREATS

Health care claims contain cleanly structured data elements
that can be used as input for predictive modeling. These
elements include information about the insured member with
their medical condition, the medical procedures and services
performed on the patient, the prescribed medications, time,
date and location of the services, and others.

One representation of the problem space for waste, abuse
and fraud in health insurance could be the multi-layer graph
representation (Figure 2). Each data element in the transaction
can be represented by one or more nodes in the graph. Nodes
are linked to one or more of the other nodes, from the same or
from a different type. Each edge in the graph has an assigned
weight based on the relationship of the specific nodes. After
determining the nodes and edges of the initial graph, additional
layers can be added that represent different abstractions for
the transactions. Once the problem is defined in this way,
one should represent the nodes and edges using descriptive
attributes and start the learning process of the machine learning
based approach.

This iterative process of knowledge discovery uses a combi-
nation of different data analysis and visualizations. Conveying
the information and the gained knowledge to an individual
during the analysis, even when working with highly skilled
actuaries, is one of the key tasks. Therefore, good data
visualization is just as important as the data analysis.

Fig. 2. Multi-layer graph representation of the entities and their interactions

Fig. 3. Comparison

Defining the baseline in behavior analysis mandates proper
analysis and definition of peer groups first. For example,
pharmaceutical transactions (eRX or PBM) have very different
features than inpatient visits (hospital stay). Depending on the
transaction types, this classification can be straightforward. In
absence of the elements containing the required information
(due to the private and personal data limitation), however, a
data-driven approach should be applied. Aggregations on a
clinician level is another case. Figure 3 indicates the impor-
tance of identification of peer groups among the clinicians. It
shows a comparison on all clinicians (represented as blue dots
on the figure) on the number of unique activities that they
have prescribed and the net amount on the claims that they
have made. The big bang approach for solving this problem
could lead us to many wrong assumptions and conclusions.
Identifying the correct peer group for comparison is a critical
step in the process. To address these kinds of problems,
we use unsupervised data-driven approaches that try to find
hidden patterns in the data based on a similarity measure using
unlabeled data.

A. Peer groups identification using unsupervised learning

One of the most common methods for unsupervised learning
is cluster analysis, which is used to analyze data previews
to find hidden patterns or groupings in the data. Clusters
are modeled using a similarity measure that is defined on
a metric, such as Euclidean distance, probable distance, etc.
Therefore, clustering can be formulated as a multi-objective
optimization problem. The appropriate clustering algorithm
and parameter settings depend on the individual set of data
and the intended use of the results. The cluster analysis as



Fig. 4. t-SNE visualization of the results obtained from data-driven clustering

such is not an automated task, but an iterative process of
knowledge discovery or interactive multi-target optimization
that involves trial and failure. It is often necessary to pre-
process the data and define the parameters of the model, until
we achieve the desired result. One of the most commonly
used clustering algorithms are: K-means and Hierarchical
Agglomerative Clustering.

In our context, the use of such groups avoids the problem
of comparing specialists in a medical field and doctors who
are less professional. Therefore, each doctor who appears in
the data set is represented as a rare vector of the frequency of
the diagnoses he has prescribed, that is, the columns in such
a vector are all unique diagnoses that occur in the set of data.

Then, the vectors from all doctors are concatenated into
a single matrix, over which the two clustering algorithms
applied. The best results are obtained using hierarchical clus-
tering, and they are presented on Figure 4 in two dimen-
sional space by reducing the dimensionality with t-distributed
stochastic neighbor embedding (t-SNE) [14].

B. Univariate analysis

Univariate models are one of the simplest forms of data
analysis. They don’t deal with causes or relationships and the
main goal is to describe the data. With the help of this type
of model, we want to answer one of the following questions:

• How many times did the doctor prescribe a certain
activity compared to other similar doctors?

• How much did a doctor earn by prescribing a particular
activity compared to other similar doctors?

• How much activity has been prescribed for a given
diagnosis compared to other prescribed activities?

• How much do the doctor prescribe for a diagnosis com-
pared to other similar doctors?

• How many doctors diagnose a diagnosis compared to
other similar doctors?

An example answer to some of these questions is presented
on the Figures 5 and 6, where it can be clearly seen which
doctors don’t follow the trend of their group.

C. Bivariate analysis

Bivariate analysis is a simultaneous analysis of two vari-
ables. Here, the concept of the relationship between these

Fig. 5. Box-plot visualizations of the univariate models. Each dot represents
a doctor and the amount of prescriptions he made on the 0042-114504-2481
activity

Fig. 6. Box-plot visualizations of the univariate models. Each dot represents
a doctor and the amount of prescriptions he made on the 0006-106601-0394
activity

variables is being investigated, regardless of whether there is
any association between them, as well as the strength of that
association, or whether there are differences between those
variables and their significance. It is important to note that in
our context, this type of analysis can detect a trend only if
the data are well grouped. Using these models, the trends in
3 types of models were analyzed:

• The number of prescribed activities against the quantity
of activities (Figure 7)

• The number of prescribed activities against the net
amount of claims (Figure 8)

• The number of claims against the net amount of claims
(Figure 9)

Then the relationship between these two variables is mod-
eled using a linear predictive function whose unknown param-
eters are estimated from the data. Finally, we define a metric
for the abnormality of the doctor according to this model as
the z-score of the distances of doctors from the linear function
Figure 10.

This predictive analysis leads us to over 36K suspicious
claims. 27 clinicians marked with the analysis and scored
as being most suspicious by the insurer made total of 4.929
claims. 0.007% of the clinicians caused potentially over 10%
of the WAF marked claims.



Fig. 7. Number of activities vs quantity of activities

Fig. 8. Number of activities vs net amount of claims

Fig. 9. Number of claims vs net amount of claims

Fig. 10. Modified z-score distribution per peer group

IV. CONCLUSION

Health fraud significantly affects the ability of insurance
companies to provide effective health care. Utilizing the power
of machine learning can help detect fraudulent events, reveal-
ing perpetrators and reducing health care costs.

In this paper, we investigated various methods of machine
learning to detect doctors who made claims for payment of
activities that were not needed in the particular case. The
results of the models applied in the practice of real data show
that the data-driven methodologies used are very successful in
dealing with this type of problem. They showed: over 36K
suspicious out of 370K evaluated medical claims; 0.007%
of the clinicians caused potentially over 10% of the WAF
marked claims; 27 clinicians marked with the analysis and
scored as being most suspicious by the insurer made total of
4.929 claims. It is also worth noting that predictive analysis
is a much more efficient strategy than analyzing individual
medical claims because it allows real-time detection over a
large number of data and does not require supervision from a
human auditor.

Current and further research will include improving the
performance of existing models by using a larger number of
data as well as using new methods based on supervised learn-
ing with a limited number of labels received by the auditors
themselves. In addition, future research will dive deeper into
assessing specific techniques for detection of anomalies based
on other types of fraud in order to achieve a more automatic
ranking and greater adaptability of the model. We hope this
research will advance the state-of-the-art detection of fraud in
health care and help address this important social challenge.
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