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Abstract. This paper analyses the virtualised entities migration process
implementation within the ETSI-compliant edge framework, consider-
ing the necessary multi-access edge computing (MEC) modules informa-
tion interchange required for instantiation, termination and migration of
MEC applications. Based on the variant of the MEC-NFV architecture
and the functions of each element of it, a communication process that
includes network function virtualisation (NFV) interfaces is provided,
as a step towards the unresolved challenge of modelling and develop-
ing a migration procedure that is aligned with the MEC standardisation
process.
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1 Introduction

Edge computing is devised as a promising technology that will boost the de-
velopment of latency sensitive and intensive computing mobile applications on
localised premises instead of transmitting them to remote servers in the cloud.
Extending virtualised compute and network resources from cloud infrastructures
to edge microdatacentres closer to end users’ mobile devices has the potential to
enable highly dynamic service provisioning that will guarantee the performance
of near real time heterogeneous services such as autonomous vehicles, industrial
automation or extended reality. Effective integration of edge computing with a
broad range of user equipment is expected to include Internet of Things (IoT)
devices, unmanned aerial vehicle (UAVs), autonomous cars, etc. However, a lot
more effort is needed in order to accomplish such expectations as edge comput-
ing requires the convergence of IT and telecommunications networking industry,
and there are still many issues on the table for reaching an industry consensus.



Meanwhile, the academia started working towards new initiatives that open
the door to providing intelligence to the edge infrastructure, directing its re-
search efforts toward solutions that lead to an Artificial Intelligence (AI)-assisted
edge [1]. Machine learning algorithms implemented at the edge of the network is
the next step to complete the technological set that will guarantee proactive be-
haviour and the best possible performance in resource management optimisation
at the edge layer.

Standardisation efforts are also being intensified during these last years from
the European Telecommunications Standards Institute (ETSI) Multi-access Edge
Computing (MEC) initiative Industry Specification Group (ISG), providing a
MEC reference framework documentation [2]. With the advantages provided
when coupling 5G with MEC, it becomes a necessity to align the 5G architecture
with the MEC reference framework architecture so that their joint implemen-
tation can be done in a compatible, effective manner. 5G is promoting services
such as telemedicine, smart cars, IoT or HD video that will be boosted when
all 5G specifications such as high reliability (99.999%), high data rates (greater
than 10Gbps) and ultra-low latency (less than 1ms) are resolved for heteroge-
neous devices and services. MEC FW provides a scenario where the computation
and network resources are closer to the end user and thus it achieves a very low
latency with the already available technology. Thus, the initial ETSI MEC refer-
ence architecture has recently been extended and aligned to the existing Network
Function Virtualisation (NFV) interfaces that provide the basis of the 5G core
implementation in order to achieve compliance with the reference documents
provided by the ETSI ISG NFV group. Although the major steps towards im-
plementing MEC with NFV have been defined, there are still a number of open
issues that need to be addressed with the implementation of smart relocation us-
ing MEC application migration [3]. Effective implementation of smart relocation
is essential for advanced MEC systems that are implemented in a highly mobile
environment such as 5G, where the benefits of MEC such as low latency can
be retained only if the MEC services continuously remain in the closest possible
vicinity of the users. In this paper, we focus on the MEC-NFV reference frame-
work to conceptually design the smart relocation migration problem following
the latest ETSI guidelines. Smart relocation is defined as the necessity to mi-
grate the MEC applications to adapt to the changing network performances for
mobile end-users. Namely, as the user enters a new service area, the virtualised
entities that provide MEC services to the user’s mobile user equipment need to
be moved to the closest MEC host in order to continue guaranteeing ultra-low
latency.

The remainder of this paper is organised as follows. In Section 2 we review
some of the latest contributions focusing on virtualised entities migration in
MEC-NFV environments. Section 3 introduces the MEC-NFV reference archi-
tecture and focuses on the description of the communication processes required
for instantiating, terminating and migrating virtualised entities. The paper ends
with a discussion and conclusions section4.



2 Related Work

Efficient resource management has been a very popular research topic ever since
the introduction of edge computing [4]. However, while lots of attention has
been given to the efficient initial placement of an application on a particular
edge host, the problem of efficient migration in mobile environments has re-
ceived less scrutiny [5]. Lately, the work on edge computing use cases such as
autonomic vehicles, where mobility is an intrinsic part of the scenario, has given
a tremendous rise to the approaches that aim to solve the problem of smart re-
location using optimised migration approaches [6]. A few examples include work
focusing on optimising resource allocation and migration in multi-cell scenarios
[7], delay and mobility-aware approaches based on probabilistic methods [8], as
well as on mobile agents [9], and Markov decision processes [10]. When it comes
to the implementation of these algorithms and strategies, the virtualisation in-
frastructure of MEC applications is mostly implemented using virtual machines.
Lately, there are several studies that explore containers as means to implement
MEC such as [11].

When considering NFV, there are some other initiatives that tackle the mi-
gration problem by taking advantage of the concept of Service Function Chains
(SFC) that is used to propose optimisation algorithms based on Dijkstra for en-
abling seamless migration through SFC reconfigurations [12]. Another example
is focusing on optimising resource allocation for VNF migrations using genetic
algorithms [13]. Recently, there are a number of studies that use AI to resolve
smart relocation problems such as [14] that uses deep reinforcement learning
strategies and [15] that introduces cognitive edge computing.

Recognising that the 5G and MEC integration can be achieved more easily
if NFV is used for both, implementations of this blended environment are also
being studied [16]. However, it is important to remark that the previously men-
tioned contributions do not consider the NFV-based MEC generic architecture
in their proposals and, therefore, their research is not specifically aligned to the
”smart relocation function” defined in [17] that provides details defining the pro-
cess of transferring an instance of a MEC application to maintain the quality of
service for the users. And while there is literature that addresses the MEC-NFV
implementation, very few papers discuss the implementation of smart relocation
in this setting. In these examples, such as [18], the authors do not consider the
existence of two separate orchestrators and the rest of the specific MEC compo-
nents that are identified in the ETSI MEC-NFV reference architecture. Thus,
these approaches can not be used as a standardised approach to implementing
smart relocation and more work is needed to define this process.

3 MEC-NFV Management flows

Having in mind that the underlying architecture that is used to build the core 5G
components is based on NFV elements, the MEC integration into the 5G system
can be done in a smoother fashion if the MEC components can be implemented



Fig. 1. NFV-based MEC generic architecture.

using NFV entities [16]. For this reason, ETSI has been working for years on
defining a framework and an architecture based on MEC-NFV [2].

The main idea of the MEC-NFV implementation is to implement MEC appli-
cations as Virtual Network Functions (VNFs), see Figure 1. In this setting, there
is a hierarchical setup of two separate orchestrators, the Mobile Edge Applica-
tion Orchestrator (MEAO) that decides when and where to instantiate, migrate
and terminate a MEC application, and the Network Function Virtualisation Or-
chestrator (NFVO) that takes over the responsibilities to create and manage the
MEC applications as VNFs. The management of each individual MEC host, i.e.
server hosting MEC applications, is done using the Mobile Edge Platform imple-
mented as a separate VNF. Each set of co-located MEC hosts are managed by
a virtualised implementation of the Mobile Edge Platform Manager (MEPM-V)
that is in charge of specifying the MEC applications rules and requirements. The
lifecycle management of each MEC application is delegated to the VNFM.

In an urban, dense 5G settings consider one or more base stations collocated
with microdatacenters made out of several MEC hosts making up a mobile edge
platform. Each service area has a MEPM-V that manages the grouped MEC



hosts providing virtual MEC resources for that area and the orchestrators are
used for a higher-level network-wide management.

Each element of the NFV-based MEC architecture uses a reference point
to communicate with another entity as represented in Figure 1. Initially, the
ETSI MEC document [2] defined the MEC reference points (in blue colour) for
the generic reference architecture, which can be divided into reference points
referring to the functionality of the MEC platform (Mp), management reference
points (Mm) and the reference points that connect to external entities (Mx). Later,
the reference points for the NFV-based MEC architecture variant (green color)
were also included and defined in the document and some more reference points
(red colour) were added to join the new entities of the MEC-NFV variant with
the entities of the general architecture (Mv2 and Mv3).

When analysing the migration process of VNFs, we find that there are spe-
cific details to be defined since they have not been subject to the standardisation
carried out by ETSI MEC ISG yet. The main issue is that NFV based compo-
nents do not include the explicit interfaces and processes for transparent VNF
migration since this has not been a requirement for the NFV architecture. Thus,
a series of open issues remain on how to implement the MEC application smart
relocation for mobile end user scenarios in an efficient and uniform manner.

Aiming to tackle this problem, we have decided to start by defining the
workflows that need to be implemented in order to instantiate, migrate and
terminate a MEC application using the definition of the standardised MEC-NFV
entities and the reference points between them. These workflows are intended
to make it easier to understand which entities are involved in the migration
process and what are their roles, as well as how all interfaces come together and
where we should focus our attention to be able to successfully implement smart
relocation.

3.1 MEC Application Instantiation

When we talk about a virtualised MEC-NFV environment, MEC applications
are implemented as VNFs reached via user accessible MEC services. We detail
out the steps taken during the instantiation process flow (see Figure 2) that is
activated when a new MEC application needs to be created.

1. A user, through an application that is running on his device (device app),
sends a request to his service provider to instantiate a new MEC applica-
tion via the Mx2 reference point, that connects with the user application
lifecycle management (LCM) proxy which authorises requests from device
application.

2. The user application LCM proxy exchanges, then, information with the
Operation Support System (OSS) and the Multi-access edge orchestrator
(MEAO) for the management of this instantiation request via the Mm8 in the
MEC system.

3. The OSS decides whether to grant the request based on the user subscription
information and service provider policies. OSS forwards approved requests
to the MEAO for further processing through the Mm1 reference point.
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Fig. 2. MEC application instantiation process flowchart.

4. The MEAO communicates with the MEC Platform manager-NFV (MEPM-
V) via Mm3 and obtains the application rules, requirements and defined traffic
rules, if any.

5. Since the MEAO is the centre of the MEC system at the management level, it
must have a global view of the MEC system’s free resources, available services
and topology. The MEAO decides on the optimal location for the new MEC
application based on this information. In case there are free resources, the
MEAO requests the Network Function Virtualisation Orchestrator (NFVO)
to configure one or more Network Services (NSs) to manage the VNFs of
the MEC application, generating and on-boarding an Network Service De-
scriptor (NSD), and requesting the instantiation of an NS. The descriptor is
a template used by the NFVO with information for the instantiation of the
NS, formed by one or more VNFs. In case there are no free resources, the
MEAO informs the OSS through Mm1 which, in turn, will inform the User
application LCM proxy through the Mm8 interface.

6. The next step is to reserve the necessary resources for deploying the requested
MEC service and then, the allocation of the application is requested. The
flow of this communication starts at the NFVO via Or-Vnfm to the Virtual
Network Function Manager (VNFM), since the NFVO manages all VNF
LCM operations with VNFM.

7. As the ME Platform VNF is considered as a network function, the VNFM
gets VNF configuration of the MEPM-V through the Ve-Vnfm-em interface.



8. Likewise, the VNFM via Vi-Vnfm exchanges information with the Virtual-
isation Infrastructure Manager (VIM) about resource allocation. The VIM
is responsible, among other functions, of allocating, managing and releasing
virtualised resources of the Virtualisation infrastructure.

9. Therefore, the VIM performs the allocation of specific resources for the VNF
in the Network Functions Virtualisation Infrastructure (NFVI), in response
to the request to allocate resources through Nf-Vi interface.

10. Finally, the MEC application is instantiated on the virtualisation infrastruc-
ture based on the requirements and configuration described in the NSD.

11. Once the MEC application is instantiated, the system is informed. First, the
NFVI reports the status of the virtualised resources to the VIM through the
Nf-Vi interface that connects them.

12. The next step, the VIM sends through Vi-Vnfm to the VNFM the configura-
tion of virtualised hardware resources and the exchange of state information
such as events.

13. Then, through the Mv3 reference point, the VNF Manager and the VNF
instance of the MEC application exchange data related to the initial config-
uration specified.

14. The MEC application instance is then registered in the list of services to
the MEC platform via the Mp1 reference point. Since, as it has been said
previously, VNF instances act in virtualised environments as another service
managed by the VNFM.

15. Through the Ve-Vnfm-vnf interface, the VNF manager coordinates with the
MEC LCM platform to manage the subscription on the LCM event.

16. Next, configuration and status information is exchanged between the MEC-
NFV platform manager and the VNFM for network service lifecycle man-
agement via two interfaces that are: Mv2 and Ve-Vnfm-em.

17. Then, the NFVO, as responsible for the management of the life cycle of the
network services, exchanges information with the VNFM about the VNF
status required for network service lifecycle management through O-Vnfm.

18. Through the Mv1 interface, the NFVO informs the MEAO about the ME
app VNF mapping and state as the NFVO is in charge of the orchestration
of the set of ME app VNFs as one or more NFV NSs.

19. Likewise, the MEAO informs the OSS through the Mm1 interface that the
requested instance has been carried out.

20. Finally, the OSS informs the user application LCM proxy that the request
has been accepted using the Mm8 interface and this, in turn, informs the
Device application via Mx2.

3.2 Migration

In case the MEC application has to be migrated to guarantee Quality of Service
(QoS) requirements such as low latency when changing service areas as the device
is moving, a clone of the MEC application must be instantiated on a more
optimal host with enough available resources. Therefore the information from
the old VNF must be copied to the new instance. Once the transfer is complete,
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Fig. 3. Migration process flowchart of a MEC application.

the old VNF must terminate. Figure 3 shows the flow of the migration process
based on the trigger from the location service [2] which provides location-related
information for authorised applications. This information is sent through the
Mp1 interface to the MEC platform (VNF) where one of its functions is to host
MEC services. Thus, the location of the MEC application will be updated.

In this way, the MEC platform is informed where are the users that use the
hosted MEC services. This location information travels through the Mm5 inter-
face from the MEC Platform (VNF) to the MEPM-V that manages the life cycle
of the MEC applications. To ensure QoS, the system must keep track of the per-
formances as the users interact with the MEC applications. For these purposes,
the VIM sends performance information about the virtualised resources to the
VNF Management via Vi-Vnfm. From there these performance updates are sent
to the MEPM-V via Ve-Vnfm-em. The performance status together with the lo-
cation information for all MEC applications are sent to the MEAO through the
Mm3 interface. The MEAO needs to have this information since it must have an
overview of the MEC system and must detect when it is necessary to migrate
a MEC application when its QoS requirements are not met. In case the QoS
requirements of a MEC application are not met, the MEAO must identify a new
target host where the MEC application is going to be migrated. To implement
the smart relocation feature the MEAO needs to start a new MEC application



on the target host, initiate relocation and then terminate the old application
instance on the original host.

Once an instance of the new MEC application has been created, the MEAO
starts relocating the application context and user state in coordination with the
MEPM-V via Mm3. At the same time, the current running application instance
status must be maintained as this process must be transparent to the user. The
MEPM-V with the information received from the MEAO, such as traffic rules,
manages the relocation of the MEC application through the Mm5 interface to-
gether with the MEC Platform (VNF). Next, the MEC Platform (VNF) through
Mp1 prepares the relocation of the user state. Once the user sessions have been
transferred, the MEC Platform (VNF) performs the relocation of the user state
to the new instance of the MEC application via Mp1. Next, the MEC platform
(VNF) informs the MEPM-V that the relocation has been completed through
the Mm5 interface. And the MEPM-V informs the MEAO via Mm3 that the relo-
cation process has been completed. Finally, the MEAO must terminate the old
MEC application. To do so it launches a termination process of the old instance
of the application.

3.3 Termination
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Fig. 4. Termination process flowchart of a MEC application.

The application instance termination process takes place in two steps (see
Figure 4): first, the ME platform configuration and data plane must be removed,
and the second step is to terminate the ME app VNF. To do this, the MEAO
communicates with the MEPM-V through Mm3 to request the termination of the



application instance. The request arrives at the MEC platform (VNF) through
the Mm5 interface. The MEC platform then sends an application level termina-
tion request to the old MEC application instance via Mp1. After the application
has been terminated, the MEPM-V asks the MEC platform (VNF) to remove
the platform configuration via Mm5. Once the confirmation is received, MEPM-V
informs the MEAO that the application instance termination process has been
completed by Mm3. The next step takes the MEAO to request the NFVO to termi-
nate the VNF of the application via Mv1. To do this, the NFVO communicates
with the VNFM by Or-Vnfm to request the release VNF allocated resources.
The VNFM requests the release of these resources to VIM through Vi-Vnfm.
Then the VIM, via Nf-Vi, requests the NFVI to release the visualised resources
and internal connectivity. The NFVI releases the virtualised resources and sends
status information back to the VIM, which forwards the confirmation that the
resources have been released to the VNFM through Vi-Vnfm, that sends the
confirmation that the termination of the VNF has been completed to the NFVO
via Or-Vnfm. The NFVO by Mv1 communicates it to the MEAO, which must be
aware of the status of the whole MEC system.

4 Discussion and Conclusions

The emergence of new generation devices with ultra low latency requirements
is increasing every day. There are many works that are committed to uniting
MEC NFV-based and 5G technologies but there are still some concepts to be
defined. With this work we want to provide a solution to the orchestration of
the migration process in order to further the work done by ETSI and tackle the
smart relocation issue in MEC-NFV implementations. The identification of the
roles of each MEC component and the activation of the defined interfaces needed
to implement smart relocation are a first step of the research. Our future work
will focus on bridging the gap of implementing smart relocation in MEC-NFV by
detailed analysis of the data exchanged via the identified interfaces and, finally,
a practical implementation of the outlined workflows.

The ETSI has not yet defined the smart relocation process in MEC NFV-
based environments, even though their documents indicate that the MEC system
that supports smart relocation must be able to perform relocation of a MEC ap-
plication instance from one MEC host to a different host within the system or
to cloud system outside the MEC system. Therefore, in this work we assign to
each of the involved components of the NFV-based MEC generic architecture a
specific part in the smart relocation process. We produce a mapping of functions
and blocks of the NFV-based MEC architecture, thus continuing the work ad-
dressed by the ETSI. As it can be seen in [2] this standardisation work continues
with a new variant of the general MEC-NFV reference architecture extending it
with federations. In a federated environment MEC services and applications are
shared with each federation having its own computing resources at the edge. In
this new variant of the MEC architecture a new element is added, MEC Fed-
erator (MEF), that allows the MEC system to communicate with other MEC



systems and other non-MEC systems. In this constellation, the smart relocation
function must allow the migration of the MEC application between MEC sys-
tems as well as between a MEC system and another non-MEC system, which
will be addressed in future works.
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