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Abstract—In the modern era of big data, one of the biggest
challenges is to find an efficient way of extracting information
from unstructured data and structuring it in a form that can
be interpreted and utilized by both humans and computers.
In this paper, we focus on the domain of food and nutrition
by introducing a Machine Learning (ML) based Named Entity
Recognition (NER) method, which is a crucial step in extracting
information from unstructured textual data. To the best of our
knowledge, this is the first corpus-based food NER method that
has been enabled by the recently published FoodBase corpus.
The method is based on Bidirectional Long Short-Term Memory
(BiLSTM) in conjunction with Conditional Random Fields (CRF)
and Representation Learning (RL). Our experiments show that,
despite the relatively small amount of annotated data, BuTTER
is able to successfully identify food entities from raw text, with
the best of the proposed models achieving an average macro F1
score of 0.946.

Index Terms—information extraction, named-entity recogni-
tion, food, Bidirectional Long Short-Term Memory, Conditional
Random Fields

I. INTRODUCTION

Information extraction (IE) from biomedical scientific liter-
ature is an extremely important task in order to follow newly
published knowledge in the form of unstructured text [1]–[3].
This extracted information can be used to improve decisions
taken by clinical Decision Support Systems that are supported
by predictive healthcare tools [4]. To this end, Question-
Answering (QA) systems related to healthcare are extremely
welcome [5], where underlying state-of-the-art models are
based on deep neural networks [6] trained on self-created
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datasets of healthcare-related questions or knowledge graphs
(KGs) describing the biomedical and health information [7].
KGs represent a collection of interlinked descriptions of enti-
ties – objects, events or concepts, by using semantic metadata,
and they provide frameworks for data integration, unification,
analytics and sharing [8], [9].

In most cases, KG creation is performed by literature mining
where Natural Language Processing (NLP) methods are used
to extract domain entities and the relations between them. To
do this, IE methods tackling the Named Entity Recognition
(NER) task can be applied to automatically detect and identify
text phrases that represent domain entities [10]. To support the
biomedical domain in this direction, a large amount of work
has been already done [10]–[16], where NER methods were
developed as a result of the existence of diverse biomedical
vocabularies and standards together with the collection of a
large amount of annotated biomedical data (e.g. in the do-
main of drugs, diseases and other treatments) from numerous
biomedical NLP workshops [17]–[24].

However, unlike the large amount of work that has been
done in the biomedical domain, the food and nutrition domain
is still low-resourced. Nonetheless, moving to the era of per-
sonalized medicine, food is one of the environmental factors
which affects the human health [25]. To understand the impact
of food on our health, detecting food entities from scientific
literature is crucial for several applications, such as food-drug
interactions and food-disease interactions. Considering these
demands, several NER methods have already been proposed
in the food domain, some based on computational linguistics
rules [26], [27] and others utilizing semantic information that
is a part of various semantic resources [28], [29]. Each NER
method is developed to fit some specific application. To this



end, there are still no ML-based NER methods, which are
proven to be more robust than the rule-based methods, since an
annotated corpus with food entities did not exist until recently.

At the end of 2019, to the best of our knowledge, the first an-
notated food corpus, known as FoodBase, was published [30].
It consists of food entities annotated with their corresponding
Hansard food semantic tags [31], extracted from 1,000 recipes.

Having an annotated corpus with food entities facilitates
the creation of Machine Learning (ML) based food NER
methods. These extracted entities can be further combined
with other health-related entities in order to create a more
complex heterogeneous KG. In this paper, we present the first
ML-based food NER method that utilizes the annotated food
concepts available in the FoodBase corpus.

In the remainder of the paper, we first present a general
overview of the types of NER methods, followed by the
proposed methodology for food NER. Then the results are
discussed, finalizing with the conclusions of the paper.

II. RELATED WORK

In this section, we provide an overview of various NER
methodologies that can be used for IE from different domains,
followed by a summary of word-based representations that can
be used to represent textual data before applying ML methods.

A. NER Methods

A comprehensive survey of different NER methods is pre-
sented in [32]. The first developed NER methods are known
as dictionary-based [33], which can extract only the entities
that are mentioned in a selected domain dictionary. They have
further been improved by proposing rule-based [26], [27], [34]
methods that use dictionaries in a combination with rules that
describe the characteristics of the domain entities. Significant
weaknesses of such approaches are the limited number of
entities that can be extracted (i.e. only those present in the
dictionary), as well as the time needed to manually create
the domain specific rules. However, they can still provide
promising results when annotated corpora required for training
ML-based method do not exist. Hence, such NER methods are
especially used for low-resourced domains.

More robust results can be achieved by training ML-based
methods [35], [36], which learn a supervised ML model by
using an annotated corpus. This is also known as the sequence
tagging task, where the most commonly used methods are
Hidden Markov Models (HMMs) [37], Maximum entropy
Markov models (MEMMs) [38], and Conditional Random
Fields (CRF) [39]. Recently, state-of-the-art results in se-
quence tagging have been achieved by utilizing deep neural
networks models, such as: long short-term memory (LSTM)
networks, bidirectional LSTM networks (BI-LSTM), LSTM
networks with a CRF layer (LSTM-CRF), and bidirectional
LSTM networks with a CRF layer (BILSTM-CRF) [40]–[42].
Their only weakness is that they require a large amount of
annotated data. However, when such data is unavailable, they
can be combined with active learning, where semi-supervised
learning is used to train a model that does not require a

large annotated corpus, but instead interacts with the user to
query for new annotations that are further used for iteratively
improving the model [43].

B. Representation Learning

Three word-based representation learning methods are ex-
plained below, which will further be used in our proposed
methodology.

1) GloVe: GloVe is an unsupervised algorithm for dis-
tributed word representation which is based on the assumption
that the ratios of the co-occurrence probabilities of words
can be used to obtain representative word mappings in the
form of a vector space where the distance between words is
based on their semantic similarity. The goal is to learn vector
representations of words such that their dot product is equal to
the logarithm of the probability of the words’ co-occurrence,
i.e. the idea is to associate the ratios of the co-occurrence
probabilities with the difference of the vector representations
in the vector space.

2) Word2Vec: Word2Vec is a two-layer neural network that
produces vectorized representations of words from a given
input corpus in such a manner that words with similar contexts
are grouped close to one another in the vector space. It
generates a vocabulary where each word is mapped to a
corresponding vector representation, which can be used to
find relationships between words or represent words in a
downstream ML task. Depending on the training objective and
the model architecture, two general variants are distinguished:
continuous bag-of-words (CBOW) and continuous skip-gram.
The CBOW model aims to predict target words from the
context they appear in, while the skip-gram model has the
opposite objective: predicting the context of a given target
word.

3) FastText: FastText is based on the premise that the mor-
phological structure of words carries important information
about their meaning. It extends the idea of the continuous skip-
gram model by additionally exploiting subword information to
construct word embeddings. The representation of each word
is obtained as a sum of the vectors of the character n-grams
it is composed of. By virtue of this, FastText can generate
embeddings for words that are not present in its vocabulary,
provided that at least one of the character n-grams was present
in its training data.

III. METHODOLOGY

Our proposed methodology is based on the evaluation of
the three aforementioned pre-trained representation models in
combination with a Neural Network architecture based on
BiLSTM and CRF. The first step involves representing the
textual data by using a representation method and then using
it to train a food NER method utilizing BiLSTMs and CRFs.
When representing the textual data we have also explored two
preprocessing steps: lemmatization and handling of out-of-
vocabulary (OOV) words.



A. Pre-processing

Due to the use of pre-trained word representation models
and the absence of some of the words in our dataset in the
vocabularies of Word2Vec, GloVe, and FastText, additional
preprocessing was applied in order to get representations for
the OOV words. As the first pre-processing step, each token
was converted to lowercase. Due to the fact that most of the
OOV words were either numbers or compound words, the
num2words library was used to transform arabic numerals
into their appropriate textual equivalent. Then, the OOV words
were split using the punctuation characters they contain, and
a representation for the whole word was generated using the
average of the embeddings of the obtained substrings. In
the cases when the vocabulary did not contain any of the
substrings, zero vectors were used instead.

In the case when custom word embeddings are trained
instead of using pre-trained representation models, we also
examine how lemmatization impacts the model performance.

B. Classification Models

We treat the task of identifying food entities in raw text as a
classification problem where the classes are the tags from the
Inside-outside-beginning (IOB) tagging scheme, i.e. the goal
is to determine whether each token in the text is outside (O),
inside (I) or at the beginning (B) of a food entity. Since the
technical implementation requires all sentences to be of equal
length, we also include an additional padding class (P). This
is due to the nature of LSTM models, where the input size is
always fixed.

As the joint use of BiLSTMs and CRFs has been shown to
outperform other recurrent neural networks in sequence tag-
ging tasks [44], we use this architecture in order to exploit the
benefits of BiLSTMs for capturing the sequential dependencies
of the input tokens in both directions, left-to-right and right-to-
left, and the CRF layer for capturing the relationships amongst
the labels, allowing an optimal joint prediction of all the labels
in the sentence.

Additionally, we examine the impact of supplementing the
word embeddings generated by each representation model
with character embeddings. The motivation behind this is to
generate a richer contextual embedding for each word, which
takes into account character-level features such as prefix and
postfix, and can aid in the representation of rarely occurring
words whose word embeddings might not be trained well.

Based on whether character embeddings are included in the
representation of each word, we distinguish two neural net-
work models: BiLSTM-CRF and Char-BiLSTM-CRF, which
differ only in their input layers.

The architecture of the BiLSTM-CRF model is presented
in Fig. 1. It has a single input layer which gets the ids of
the words in the vocabulary, followed by an embedding layer
which represents each word using the embeddings generated
by one of the representation models or by training to learn
custom weights to represent each word. We refer to the model
which learns custom weights for the word embedding layer
as a lexical model. The obtained word representations are

Fig. 1: Architecture of the BiLSTM-CRF model

delegated to a BiLSTM, a fully-connected, time-distributed
layer and a CRF layer, which outputs the probability of the
word belonging to each of the classes.

The Char-BiLSTM-CRF contains an additional stack of
input and embedding layers for creating the character em-
beddings. This stack of layers receives as input the indices
of the characters of each word in the character vocabulary,
which contains all of the unique characters in the dataset.
The weights of the time-distributed embedding layer for
generating the character embeddings are trained together with
the rest of the layers in the model, on the NER task. The
character embeddings are then processed by a time-distributed
LSTM layer, and concatenated with the word embeddings. The
concatenated embeddings are passed to the same sequence
of downstream layers as in the BiLSTM-CRF model, i.e. a
BiLSTM, a fully-connected, time-distributed layer and a CRF
layer. The complete architecture of the Char-BiLSTM-CRF
model is depicted in Fig. 2.

IV. EXPERIMENTAL DESIGN

The pre-trained language representation models GloVe,
Word2Vec, and FastText were borrowed from the gensim-data1

repository. The FastText model was trained on the Wikipedia
2017, UMBC web base corpus and the statmt news dataset,
the GloVe model was trained on the Wikipedia 2014 and
Gigaword 5 corpora, while the Word2Vec model was trained
on the Google News dataset. For the sake of fair model
comparison, all of the vectors produced by these models were
of dimension 300. The datasets on which these methods have
been trained are of substantial size, making bias unlikely to
have a notable effect and the texts in the datasets concern
various topics.

The custom-trained word embeddings used in the lexical
model are of dimension 300, while the character-based rep-
resentations of words were set to be of dimension 20. The
choice of 300 is to be consistent with the pre-trained word

1https://github.com/RaRe-Technologies/gensim-data



Fig. 2: Architecture of the Char-BiLSTM-CRF model

representation models, while the choice of 20 for the character-
based representations is such because of the nature of the set
of characters and its low cardinality.

The hyperparameters that define the architecture of the
model were chosen according to a paper on utilizing BiLSTM-
CRF [45]. Other hyperparameters which were not defined
in the architecture and regard technical details were chosen
to be the same for each model. For example, each model
used the same batch size, weight initialization, etc. Finally,
all stochasticity was eliminated by fixing the random seeds as
well as the hash seeds. With this, each run of the same model
produced identical results.

Before being passed as inputs to the model, the sentences
are converted to arrays of integers in the range [0, 3125], where
3125 is the length of the vocabulary, i.e. the number of unique
words in the dataset. Since the word embedding layer requires
arrays of equal length to be given as inputs, all sentence
representations are padded up in order to reach the length of
50, since the longest sentence in our dataset was of length 45.

Similarly, for the generation of character-based embeddings,
all words are represented as arrays of character indices in
the character vocabulary, and are padded up to contain 18
elements, which is in fact the length of the longest word in
the dataset.

The hidden dimensions of the fully connected time-
distributed layer and the LSTMs in the BiLSTM layer are set
to 50. The models are optimized using the rmsprop optimizer
with the smoothing term set to 10−7, the gradient moving
average decay factor set to 0.9 and the learning rate set to
0.001.

Each model was trained until the improvement in validation
loss of 5 consecutive epochs did not surpass 5 · 10−3. For
each fold, 10% of the training set was taken out and used as a
validation set. This is a common technique used to terminate

training in order to reduce overfitting and is referred to as
early stopping.

Finally, the total number of trained models is 16. This is
the result of combining 3 word representation models with
2 methods for pre-processing totaling 6 models, with two
additional models based on lexical features, one lemmatized
and one not. This means that there are 8 representation models,
each trained using the aforementioned BiLSTM-CRF and
Char-BiLSTM-CRF architectures, to produce a total of 16
models.

The full source code can be found on GitHub. 2

V. EVALUATION

The evaluation of the proposed methodology has been
done using the FoodBase corpus and stratified 5-fold cross
validation. The folds were generated using stratified sampling
since the FoodBase corpus consists of 5 classes of recipes. The
reported evaluation metric is the commonly used F1 Score,
which in this case is computed by using macro averaging,
meaning that the F1 Score is computed for each class sepa-
rately (I, O, B) and then averaged. The rationale behind this
is that the dataset is heavily unbalanced (The O class appears
much more compared to B and I due to the nature of the
task, i.e. NER). Then, for each model we report the average
of the macro averaged F1 Score for each fold. The final F1
Score lies in the range [0, 1], where a theoretically ideal NER
method would have an F1 Score of 1.

Next, a brief explanation of the corpus is presented, fol-
lowed by the experimental results and discussion.

A. FoodBase corpus

In 2019, the first annotated food corpus known as FoodBase
became available [30]. It consists of 1,000 recipes, from which
food entities are extracted and annotated with the Hansard food
semantic tags [31]. Its existence opens new directions in food
NER, by allowing development of ML-based NER.

B. Results and discussion

After performing 5-fold Cross Validation we obtain five
different macro F1 Scores for each model, which are then
averaged. These averaged F1 Scores are presented in Table I,
while their convergence time, i.e. average number of epoch
needed to satisfy the early stopping criterion, is presented in
Table II.

From the obtained results, it is obvious that the lexical
model outperforms the other models both in terms of the
achieved F1 macro score and the number of epochs needed
for convergence, regardless of whether additional character
embeddings are included. The model with the highest macro
F1 score is the lemmatized lexical model using the BiLSTM-
CRF architecture, achieving value of 0.94640. Regarding the
Char-BiLSTM-CRF architecture, the un-lemmatized lexical
model is once again with the highest macro F1 score, obtaining
a value of 0.94603.

2https://github.com/gjorgjinac/butter
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Lemmatization has a positive impact on the performance
of the BiLSTM-CRF model, but a slightly negative impact to
the Char-BiLSTM-CRF model. This may be attributed to the
fact that lemmatization would decrease the amount of postfix
information that is given to the model through the character
embeddings.

Out of the models that use pretrained word representations,
GloVe achieves the highest F1 macro scores (0.91573 and
0.93123 for the BiLSTM-CRF and Char-BiLSTM-CRF mod-
els respectively), while Word2Vec converges in the lowest
amount of epochs. While the difference in the F1 macro
scores of the Word2Vec and FastText models is small, the
convergence of the FastText model requires a considerably
larger number of epochs.

The proposed handling of OOV words also results in a
small, but consistent increase of the F1 macro scores of both
the BiLSTM-CRF and the Char-BiLSTM-CRF model. By
applying the additional preprocessing step, the percentage of
words being represented as zero vectors was reduced from
11.35% to 1.67% for the Word2Vec model, from 4.02% to
0.75% for the FastText model, and from 6.01% to 1.14%
for the GloVe model. It is therefore unsurprising that this
preprocessing has the greatest impact on the Word2Vec model,
where the difference of the F1 macro scores of the model
where the OOV words are handled and the model where they
are simply represented as zero vectors, is roughly twice as
high as that of the GloVe and FastText models.

The inclusion of character embeddings in the Char-
BiLSTM-CRF model brings in a consistent improvement over
the BiLSTM-CRF model, observed through the increase in the
F1 macro scores and the decrease in the number of epochs
needed for convergence.

Finally, it is important to note that all the evaluated models
achieve a macro F1 score of at least 0.89.

In Figure 3, boxplots of the macro F1 score for all folds are
shown. From it we can note that the two most robust models
with the BiLSTM-CRF architecture are word2vec with OOV
handling, and the un-lemmatized lexical model. Similarly, for
the Char-BiLSTM-CRF architecture, the word2vec with OOV
handling, as well as the lemmatized lexical model, are the
most robust.

VI. CONCLUSIONS

In this paper, we present BuTTER, a Machine Learning
(ML) based Named-Entity Recognition (NER) method trained
by using recently published FoodBase corpus, that leverages
Bidirectional Long Short-Term Memory (BiLSTM) and Con-
ditional Random Fields (CRF) for the identification of food
entities from raw text. We explore and evaluate the use of
the pretrained word representation models GloVe, Word2Vec,
FastText, as well as training our own embeddings. We also
consider the performance impact of complementing them
with different preprocessing techniques and character embed-
dings. The experimental results indicate that the additional
use of character embeddings is beneficial for the model’s
performance, and that the lexical model which trains custom

Fig. 3: Macro F1 boxplots. The suffix F denotes that the
OOV words are not handled, while T denotes that the missing
values are handled.

(a) Boxplot for the models using the BiLSTM-CRF architecture
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Macro F1 boxplot for BiLSTM-CRF models

(b) Boxplot for the models using the Char-BiLSTM-CRF architecture
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embeddings on our own dataset gives the best results, with an
F1 Score of 0.94640.

The fact that BuTTER is, to the best of our knowledge,
the first corpus-based NER method and the obtained results
are very promising, once again emphasizes the importance of
generating new resources which will enable the development
of similar methods that are incredibly essential, and yet, are
lacking in the food domain.

Our future efforts will be dedicated towards the application
of BuTTER for the generation of KG and unification of
concepts from the food and biomedical domains, which will



TABLE I: Macro F1 scores for each model, using 300D word embeddings. Each macro F1 score is obtained by using stratified
K-fold Cross-Validation (k=5). (underlined values are best per subtable, while the bold value is the best from the whole table.)

(a) Macro F1 scores referring to the BiLSTM-CRF model.

OOV words handled
model ⊥ >
GloVe 0.90976 0.91573

Word2Vec 0.89985 0.911225
FastText 0.89944 0.906811

lemmatized
⊥ >

lexical 0.94401 0.94640

(b) Macro F1 scores referring to the Char-BiLSTM-CRF model.

OOV words handled
model ⊥ >
GloVe 0.92264 0.93123

Word2Vec 0.91383 0.92568
FastText 0.91978 0.92392

lemmatized
⊥ >

lexical 0.94603 0.94125

TABLE II: Average number of epochs required to reach the early stopping criteria for each model. The reported numbers are
averages over the number of epochs across the 5 folds. (The underlined values represent the best results per subtable, while
the bold value is the best from the whole table.)

(a) Average number of epochs required for convergence of the BiLSTM-CRF model.

OOV words handled
model ⊥ >
GloVe 155.2 158.4

Word2Vec 146.0 147.4
FastText 233.0 199.8

lemmatized
⊥ >

lexical 130.4 137.8

(b) Average number of epochs required for convergence of the Char-BiLSTM-CRF model.

OOV words handled
model ⊥ >
GloVe 125.2 149.0

Word2Vec 131.2 140.8
FastText 185.4 186.0

lemmatized
⊥ >

lexical 118.8 134.4

aid the analysis of the effects of food on human health.
Additionally, more state-of-the-art and sophisticated word and
character Representation Learning (RL) methods can be uti-
lized to further improve the results.
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