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Abstract— Dimensionality of a dataset refers to the number 

of attributes present in the dataset. At times, the number of 

attributes is greater than the number of observations, this gives 

rise to high dimensional data. In high dimensional data, the 

dimensions are so high that calculations become extremely 

difficult and this in turn increases the processing and training 

time. Thus, it is vital to reduce the dimensionality of data [1]. 

Dimensionality reduction means to simplify the data without 

affecting data integrity. For this study, we have taken the 

Dorothea dataset [10] from UC Irvine Machine Learning 

Repository. Dorothea is a drug discovery dataset. Drugs are 

organic molecules that bind to a target on a receptor, they are 

classified as active or inactive based on their ability to bind. New 

drugs are formed usually by identifying and isolating the 

receptor to which the chemical compounds have to bind. Then 

many small molecules are tested for their ability to bind to this 

receptor. The class label shows whether the molecule will bind 

to the drug or not. In this paper, we investigate the dimensional 

reduction achieved by applying three Feature Selection 

algorithms [2]- Filter, Wrapper and Hybrid with no loss in the 

integrity of the dataset. We evaluated the accuracy of the 

obtained data using a C4.5 Classification algorithm [6]. It is used 

to predict categorical class label of the dataset after training it 

using the training dataset. The results of each algorithm [1] have 

been compared and analyzed in order to arrive at the best suited 

algorithm. 
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I. INTRODUCTION  

A data is said to have high dimensionality when the 
number of attributes is greater than the number of observations 
in a dataset. Such data is hard to handle and hence it is 
important to reduce the dimensionality of the dataset without 
any drop in the accuracy with which the class label is 
predicted. If the reduction in the dimensionality of data results 
in decrease in accuracy, then the decreased accuracy 
counterweights the reduction. “Curse of dimensionality” [8] 
means that large data doesn’t necessarily have to have a good 
accuracy in the prediction of the class label of the dataset. The 
dataset used in the project is from the UC Irvine Dorothea drug 
testing dataset [10]. There were a significant number of 
missing values in the dataset.  

A raw dataset has dirty data [3] -that is, the data contains 
missing values and noise- in it. These anomalies make the data 
inconsistent, harder to process and give us inaccurate results 
upon processing. To avoid this, data preprocessing is 
performed to obtain a clean dataset- a dataset with little noise 
in it. The obtained dataset with reduced number of features 
after feature selection gives more accurate results than the 
original dataset, consequently reducing the run time. On a 

clean dataset, the various feature selection algorithms are 
applied to obtain a dataset with reduced number of attributes. 
To this dimensionally reduced dataset, the classification 
algorithm is applied to check the accuracy with which the 
class label of the dataset is predicted. 

The dataset used in the project is from the UC Irvine 
Dorothea drug testing dataset [10]. There were a significant 
number of missing values in the dataset. The preprocessing 
techniques were applied to this dataset. 

Data processing [7] is first begun by removing the missing 
values from the dataset. There are a few methods through 
which this can be achieved. This fully filled dataset is 
subjected to further processing to smoothen out the noise in 
the data. Here, the binning method [8] has been employed to 
smoothen out the noise in the data. The data that results from 
the preprocessing stage is complete and consistent. Next, the 
Feature Selection is applied to obtain a reduced feature subset. 
Here the three methods of feature selection that have been 
applied are- the Filter Method, the Wrapper Method and the 
Hybrid Method ([1], [2], [8]).The preprocessing techniques 
were applied to this dataset. A Classification algorithm [6] is 
employed to find the accuracy with which the class label is 
predicted in the dataset. After obtaining each reduced dataset, 
the accuracy with which the class label of this dataset is 
predicted is calculated and compared with that of the original 
dataset.  

A Classification algorithm [6] is employed to find the 
accuracy with which the class label is predicted in the dataset. 
After obtaining each reduced dataset, the accuracy with which 
the class label of this dataset is predicted is calculated and 
compared with that of the original dataset.  

The paper is organized as follows. Section II, discusses the 
preprocessing steps performed on the dataset. In Section III, 
the Feature Selection algorithms are explained. Section IV, 
where the classification algorithm has been used. Section V 
displays the results obtained from each of the Feature 
Selection Algorithm on the dataset. Finally, we conclude the 
paper and discuss future work.  

II. DATA PREPROCESSING 

The dataset chosen initially contained dirty data -meaning 
incomplete, noisy and inconsistent data. The dataset had 
missing values: lacking attribute values or certain attributes of 
interest or/and noisy and inconsistent data: containing errors, 
discrepancies or outliers.  

Missing values maybe due to 

• Equipment malfunctioning  
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• Inconsistent with other recorded data and thus 
deleted  

• Data not entered due to misunderstanding  

• Certain data may not be considered important at 
the time of entry 

In case of missing values, we can do any one of the 
following 

1) Manually enter the value 

By manually entering the missing values in the data, we 
are giving way to data discrepancies in   the data. This doesn’t 
necessarily ensure a good accuracy of data. 

2) Assign a constant value 

      The global constant of the attribute in the data is 
chosen to fill the missing values. 

3) Eliminate rows with missing values 

This method is not preferred as a high number of attributes 
may be lost thus resulting in a very much reduced feature 
subset. 

4) Fill the missing values with the mean of the column 

      The mean value of the non-missing values of an 
attribute is calculated and the missing values are filled with 
the mean value of that attribute. To find the mean of the 
attribute, an inbuilt mean function is used. 

5) Fill the missing values with the median of the column 

     The median value of the non-missing values of an 
attribute is calculated and the missing values are filled with 
the median value of that attribute. To find the median of the 
attribute, an inbuilt median function is used. 

6) Fill the missing values with the mode of the column 

      The mode value of the non-missing values of an 
attribute is calculated and the missing values   are filled with 
the mode value of that attribute. To find the mode of the 
attribute, a mode function was coded and used to find the 
mode value of an attribute. 

Noisy and inconsistent data [9] maybe due to 

• faulty data collection instruments  

• data entry problems    

• data transmission problems  

• technology limitation 

For reducing the noise in the dataset binning method [8] is 
used. In binning method, the data values are placed into equal 
width bins.  The bins are set to accept data values between two 
limits. The limit is decided depending upon the range of the 
values in that attribute. 

The limits of the bins are to be set such that the lowest and 
the highest limit are also taken into consideration. The noisy 
data is then smoothened by applying the mean, median or 
boundary of the bins to the data values in the bin. 

1. Binning by mean 

Here the mean of the bin limits is applied to the data values 
in the bin to smoothen out the noise. 

2. Binning by median 

Here the median of the bin limits is applied to the data 
values in the bin to smoothen out the noise. 

3. Binning by boundary 

Here the upper or the lower boundary of the bin limits is 
applied to the data values in the bin to smoothen out the noise. 

The missing values in the Dorothea dataset were handled 
by filling them with binning by median value in the column. 
This ensured that the extreme noises observed in some 
features didn’t decrease the integrity of the dataset, as it would 
have happened with using the mean of a feature. 

III. FEATURE SELECTION ALGORITHMS 

Feature Selection [5] is the process of selecting a subset of 
relevant features for further processing. The main concern 
when using a feature selection technique is that the data 
contains some features that are either redundant or irrelevant, 
and can thus be removed without incurring much loss of 
information. 

A. Filter method 

Filter feature selection methods apply a statistical measure 
to assign a score to each feature. The features are ranked by 
the score and either selected to be kept or removed from the 
dataset. The methods are often univariate and consider the 
feature independently, or with regard to the dependent 
variable. 

Here, the Relief Filter Algorithm [1] is applied to the 
dataset. Filter method selects the feature subset on the basis of 
the intrinsic characters of the data, independent of the machine 
learning algorithm. Among that, the Relief algorithm is 
considered one of the most successful algorithms used for 
assessing the quality of features due to its simplicity and 
effectiveness. The key idea of Relief Algorithm [1] is to 
iteratively estimate the feature weights according to their 
ability to discriminate between neighboring patterns. In this 
algorithm, a random object is selected from the dataset and the 
nearest neighboring sample with the same class label (nearHit) 
and different class label (nearMiss) are identified. The nearest 
neighboring sample of an object means the object with the 
greatest number of features having same value. The weight of 
each feature is updated by:   

Wj = Wj + |x(i) – nM(i)(x) | - |x(i) – nH(i)(x) |         (1) 

After running the for loop for the number of iterations, the 
weight threshold value is calculated by taking the mean of 
weight of all the features. Then select the features which are 
having the weight greater than the threshold value. 

 

Fig. 1. Flow of the Relief Filter Algorithm 



 

Features of Filter Method: 

1) Relief method considers all attributes into 
consideration. 

2) It doesn’t consider the relationship between two 
attributes. 

3) Eliminates attributes by comparing with threshold 
value. 

4) The subset selection is done only a single time. 

B. Wrapper Method 

Wrapper methods [2] consider the selection of a set of 
features as a search problem, where different combinations are 
prepared, evaluated and compared to other combinations. A 
predictive model is used to evaluate a combination of features 
and assign a score based on model accuracy. As wrapper 
methods train a new model for each subset, they are very 
computationally intensive, but usually provide the best 
performing feature set for that particular type of model. At 
times, Filter methods have been used as a preprocessing step 
for wrapper methods, allowing a wrapper to be used on larger 
problems. Here, the Las Vegas Wrapper Algorithm ([1], [2]) 
is applied to the dataset. 

The Las Vegas Wrapper algorithm uses random subset 
creation that guarantees given enough time, the optimal 
solution will be found. It produces intermediate solutions 
while working towards better ones that result in a lower 
classification error.  

 

Fig. 2. Flow of the Las Vegas Wrapper Algorithm 

 

In this algorithm, initially the full set of conditional 
features is taken as the best subset. The algorithm then 
generates a random feature subset and evaluates the error 
threshold ɛt using an inductive learning algorithm, here C4.5 
[6] is used. It compares ɛt with ɛ,  

• if ɛt < ɛ or ɛt == ɛ and |T| < |R|, then ɛt becomes the 
new ɛ, T becomes the new R and k becomes 0 and then the 
algorithm continues to generate random subsets. 

• if ɛt > ɛ or ɛt == ɛ and |T| > |R|, the algorithm 
continues to generate random subsets until K times. 

This algorithm requires two threshold values to be 
supplied: ɛ, the classification error threshold and the value K, 
used to determine when to exit the algorithm due to there 
being no recent updates to the best subset encountered so far.  

Features of Wrapper Method: 

1) Not all attributes are considered. 

2) A varying number of attributes are randomly chosen 
and the mean absolute error is compared for the different 
subsets. 

3) The relationship between attributes is considered 
here.   

4) The subset is selected a number of times as per 
requirement. 

C. Hybrid Method  

The Hybrid Algorithm [1] is defined as a combination of 
both Iterative Relief Filter method [2] and Las Vegas Wrapper 
method [2]. The complete and consistent dataset is considered 
and the Iterative filter method algorithm is applied to it. With 
the feature subset obtained thus, we apply the Las Vegas 
Wrapper method [2] to it to get a further reduced feature 
subset. Thus, with the now doubly reduced feature set, we test 
its accuracy by applying the C4.5 Classification algorithm [6] 
and the results are recorded. 

 

Fig. 3. Flow of the Hybrid Algorithm 



IV. CLASSIFICATION ALGORITHM 

A Classifier [6] is a tool in Data Mining that takes a bunch 
of data representing things we want to classify and attempts to 
predict which Class Label the test data belongs to. 
Classification is used to find out in which group each data 
instance is related within a given dataset. It is used for 
classifying data into different classes according to some 
constraints. Classification techniques in data mining are 
capable of processing a large amount of data. It can be used to 
predict categorical class labels and classifies data based on 
training set and class labels and it can be used for classifying 
newly available data. Several major kinds of classification 
algorithms include C4.5, ID3, K-nearest neighbor classifier, 
Naive Bayes, SVM, ANN etc. Here, C4.5 [6] was used as the 
Classification algorithm. C4.5 is used because of its quick 
classification and high precision. C4.5 is a Classification 
algorithm that is used to produce a decision tree which is an 
expansion of prior ID3 calculation. It enhances the ID3 
algorithm. C4.5 creates decision trees from a set of a training 
data same way as an ID3 algorithm. Decision tree learning 
creates something similar to a flowchart to classify new data. 
C4.5 uses greedy (non-backtracking) approach in which 
decision trees are constructed in top – down recursive divide 
and conquer manner.  C4.5 algorithm is a supervised learning 
algorithm as it cannot learn on its own. For this it was trained 
by using the Training dataset. The algorithm analyzes the 
training set and builds a decision tree and now it uses the 
decision tree to classify. As the decision tree is being built, the 
goal of each node is to decide the split attribute (feature) and 
the split point that best divides the training instances 
belonging to that leaf. 

V. ANALYSIS 

       The accuracy of the preprocessed high-dimensional 

dataset was observed to be at 94.25% with 6061 features. The 

feature algorithms were applied on this dataset and results are 

analysed.   

A. Iterative Relief Filter Algorithm 

 

Fig. 4.  Iterative Relief Filter Algorithm for varying “its” 

From the Fig. 4. - (i) we infer that, after applying the Relief 
Filter algorithm where the number of iterations is 5, the 
number of attributes has reduced from 6061 to 852 and the 
percentage of correctly classified attributes thus obtained is 
91.25%. Therefore with 852 attributes we can obtain an 
accuracy of 91.25%. Hence dimensionality reduction is 
achieved. 

From the Fig. 4. - (ii) we infer that, after applying the 
Relief Filter algorithm where the number of iterations is 10, 
the number of attributes has reduced from 6061 to 1112 and 

the percentage of correctly classified attributes thus obtained 
is 93.375%. Therefore with 1112 attributes we can obtain an 
accuracy of 93.375%. Hence dimensionality reduction is 
achieved. 

From the Fig. 4. - (iii) we infer that, after applying the 
Relief Filter algorithm where the number of iterations is 20, 
the number of attributes has reduced from 6061 to 1436 and 
the percentage of correctly classified attributes thus obtained 
is 91.25%. Therefore with 1436 attributes we can obtain an 
accuracy of 91.25%. Hence dimensionality reduction is 
achieved. 

B. Las Vegas Wrapper Algorithm 

 
Fig. 5. Las Vegas Wrapper Algorithm for varying “k” 

From the Fig. 5. - (i) we infer that, after applying the 

Las Vegas Wrapper algorithm where K=10, the percentage of 

correctly classified attributes has increased from 94.25% to 

98.625% and the number of attributes has reduced from 6061 

to 3034. Therefore with 3034 attributes we can obtain an 

accuracy of 98.625%which is higher than the accuracy of the 

clean dataset. Hence dimensionality reduction is achieved. 

From the Fig. 5. - (ii) we infer that, after applying the Las 

Vegas Wrapper algorithm where K=50, the percentage of 

correctly classified attributes has increased from 94.25% to 

98.75% and the number of attributes has reduced from 6061 

to 4349. Therefore with 4349 attributes we can obtain an 

accuracy of 98.75% which is higher than the accuracy of the 

clean dataset. Hence dimensionality reduction is achieved. 

From the Fig. 5. - (iii) we infer that, after applying the Las 

Vegas Wrapper algorithm where K=100, the percentage of 

correctly classified attributes has increased from 94.25% to 

98.875% and the number of attributes has reduced from 6061 

to 3427.Therefore with 3427 attributes we can obtain an 

accuracy of 98.875% which is higher than the accuracy of the 

clean dataset. Hence dimensionality reduction is achieved. 

C. Hybrid Algorithm 

 

Fig. 6. Hybrid Algorithm for k=10, and varying “its” 



From the Fig. 6 - (i) we infer that, after applying the 
Hybrid algorithm where the number of iterations is 5 and K= 
5, the number of attributes has reduced from 6061 to 132 and 
the percentage of correctly classified attributes thus obtained 
is 91.25%. Therefore with 132 attributes we can obtain an 
accuracy of 91.25%. Hence dimensionality reduction is 
achieved. 

From the Fig. 6. - (ii) we infer that, after applying the 
Hybrid algorithm where the number of iterations is 10 and K= 
5, the number of attributes has reduced from 6061 to 1102 and 
the percentage of correctly classified attributes thus obtained 
is 93.375%. Therefore with 1102 attributes we can obtain an 
accuracy of 93.375%. Hence dimensionality reduction is 
achieved. 

From the Fig. 6 - (iii) we infer that, after applying the 
Hybrid algorithm where the number of iterations is 20 and K= 
5, the number of attributes has reduced from 6061 to 1436 and 
the percentage of correctly classified attributes thus obtained 
is 95.375%. Therefore with 1436 attributes we can obtain an 
accuracy of 95.375%. Hence dimensionality reduction is 
achieved. 

VI. CONCLUSION 

 

 

Fig.7. Comparing no. of reduced features obtained after applying the 
algorithms 

From the Fig. 7. it is observed that although the Iterative Relief 
Algorithm achieves a high reduction in the number of features 
considered from 6061 to 852, it also results in a slight drop in 
the accuracy of the reduced dataset to 91.25% from 94.25%. 
The Hybrid algorithm achieves dimensionality reduction from 
6061 features at accuracy of 94.25% to 136 with accuracy of 
91.25%. The Las Vegas Wrapper Algorithm performs by 
reducing the number of the features to almost half with an 
increase in the accuracy of the dataset from 94.25% to 
98.625%. 

VII. FUTURE WORKS 

The algorithms involved in this research and the results 

obtained can be used for various applications. These 

algorithms can be applied to reduce the dimensionality of 

dynamic data, consequently reducing the processing/run 

time. They can also aid in the reduction of bands in satellite 

imagery obtained through multispectral or hyperspectral 

sensors. In combination with these algorithms, different 

classifiers can be used to test the accuracy for different 

applications. The number of iterations for each algorithm can 

be varied and based on the resulting accuracy further analysis 

can be made. 
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