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Abstract: Semantic segmentation of remote sensing imagery stands as a fundamental task within the
domains of both remote sensing and computer vision. Its objective is to generate a comprehensive
pixel-wise segmentation map of an image, assigning a specific label to each pixel. This facilitates
in-depth analysis and comprehension of the Earth’s surface. In this paper, we propose an approach
for enhancing semantic segmentation performance by employing an ensemble of U-Net models with
three different backbone networks: Multi-Axis Vision Transformer, ConvFormer, and EfficientNet.
The final segmentation maps are generated through a geometric mean ensemble method, leveraging
the diverse representations learned by each backbone network. The effectiveness of the base U-Net
models and the proposed ensemble is evaluated on multiple datasets commonly used for semantic
segmentation tasks in remote sensing imagery, including LandCover.ai, LoveDA, INRIA, UAVid, and
ISPRS Potsdam datasets. Our experimental results demonstrate that the proposed approach achieves
state-of-the-art performance, showcasing its effectiveness and robustness in accurately capturing the
semantic information embedded within remote sensing images.

Keywords: remote sensing imagery; U-Net; ensemble learning; semantic segmentation; land cover

1. Introduction

Remote sensing images encompass imagery captured from a distance by sensors or
instruments mounted on various platforms such as satellites, aircraft, drones, and other
vehicles. These images serve to gather information about the Earth’s surface, atmosphere,
and other objects or phenomena without requiring direct physical contact [1]. There are
two main types of remote sensing images: aerial and satellite. Both aerial and satellite
images are valuable sources of data, but they differ in how they collect data and their
characteristics [2]. Satellites travel around Earth, collecting data from large areas at regular
intervals. This provides a broad view of the entire planet. Aerial images are captured from
airplanes or drones flying closer to the ground. They cover smaller areas but with much
finer detail, making them ideal for studying specific locations. The choice between aerial
and satellite imagery depends on the specific needs of the application at hand, such as the
level of detail required and the availability of data [3].

The recent surge in sophisticated machine learning techniques, coupled with the
ever-growing availability of remote sensing data, has significantly empowered image
analysis and interpretation [4–7]. Semantic segmentation, a technique that assigns a specific
class/annotation/label to each pixel in an image, has become a major research focus for
remote sensing imagery [3]. This approach allows for a highly detailed analysis of ground
objects and their spatial relationships. Unlike object detection, which focuses on identifying
and roughly locating objects, semantic segmentation provides fine-grained pixel-level
identification, enabling a deeper understanding of the image’s content [8–10]. Semantic
segmentation in remote sensing has far-reaching implications across various domains, such
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as urban planning [11–13], disaster management [14–16], environmental monitoring, and
precision agriculture [17–20].

The emergence of deep learning, particularly convolutional neural networks (CNNs)
and fully convolutional networks (FCNs), revolutionized the field of semantic segmen-
tation by enabling the automatic learning of hierarchical representations from data [21].
Methods based on FCNs in combination with encoder–decoder architectures have become
the dominant approach for semantic segmentation. Early methods utilized a series of
successive convolutions followed by spatial pooling to achieve dense predictions [22].
Subsequent approaches, for example, U-Net [23] and SegNet [24], employed upsampling
of high-level feature maps combined with low-level ones during decoding, aiming to
capture global context and restore precise object boundaries. To enhance the receptive
field of convolutions in initial layers, various techniques such as DeepLab [25] introduced
dilated or atrous convolutions. Subsequent advancements integrated spatial pyramid
pooling to capture multiscale contextual details in higher layers, as seen in models like
PSPNet [26] and UperNet [27]. Incorporating these advancements, including atrous spatial
pyramid pooling, DeepLabV3+ introduced a straightforward yet efficient encoder–decoder
FCN architecture [28]. Subsequent developments, such as those seen in PSANet [29] and
DRANet [30], replaced traditional pooling with attention mechanisms atop encoder feature
maps to better grasp long-range dependencies.

Most recently, the adoption of transformer architectures, which utilize self-attention
mechanisms and capture long-range dependencies, has marked additional advancement in
semantic segmentation [31]. Transformer encoder–decoder architectures like Segmenter [32],
SegFormer [33], and MaskFormer [34] harness transformers to enhance performance. Seg-
menter, a transformer encoder–decoder architecture designed for semantic image seg-
mentation, utilizes a vision transformer (ViT) backbone and incorporates a mask decoder.
SegFormer is a semantic segmentation framework that combines mix transformer encoders
with lightweight multilayer perceptron (MLP) decoders, offering a simple, efficient, yet
powerful solution. MaskFormer is a versatile semantic segmentation architecture inspired
by DEtection TRansformer (DETR) [35]. It employs a transformer decoder to generate
masks for individual objects in an image, utilizing a single decoder for various segmenta-
tion tasks. In response to the constraints of MaskFormer, Mask2Former was developed,
featuring a multiscale decoder and a masked attention mechanism [36].

Despite the advancements in deep learning and semantic segmentation techniques,
accurately segmenting remote sensing images remains a challenging task due to factors
like complex spatial structures, diverse object sizes, data imbalance, and high background
complexity [3]. Remote sensing images can have a wide range of resolutions and object
orientations, posing challenges for consistent segmentation. Objects within a single image
can vary dramatically in size. Buildings might stand tall next to tiny patches of vegetation.
Effective models need to handle this wide spectrum of scales and accurately segment
objects regardless of their relative size. Densely packed objects (like urban buildings) or
very small objects (like individual trees) can be difficult for models to identify and segment
accurately. Certain classes within a remote sensing image might be under-represented
compared to others. For example, rare land cover types might have far fewer pixels
compared to common vegetation classes. This data imbalance can make it difficult for
models to learn accurate representations of all classes and lead to biased segmentation
results. The foreground (objects of interest) might occupy a much smaller area compared
to the background, making segmentation lopsided. Moreover, backgrounds in aerial
images can be intricate and cluttered (e.g., urban environments), further complicating
object segmentation [37].

In the context of semantic segmentation of remote sensing images, several approaches
were proposed to overcome these challenges [38–40]. AerialFormer utilizes a hierarchical
structure, in which a transformer encoder generates multiscale features, while a multidi-
lated convolutional neural network (MD-CNN) decoder aggregates information from these
diverse inputs [38]. The UNetFormer model incorporates a global–local transformer block
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(GLTB) within its decoder to construct the output [39]. Additionally, it utilizes a feature
refinement head (FRH) for optimizing the extracted global–local context. For efficiency,
the transformer decoder is combined with a lightweight CNN-based encoder. Uncertainty-
Aware Network (UANet) introduces the concept of uncertainty and proposes a novel
network that leverages this concept [40]. UANet improves the accuracy of distinguishing
building footprints from the complex distribution of surrounding ground objects. These
advancements demonstrate the ongoing efforts to improve the semantic segmentation of
remote sensing images through innovative deep learning architectures.

This paper examines the impact of incorporating powerful backbones into the U-Net
architecture to potentially improve the semantic segmentation of remote sensing imagery.
We leverage three such backbone networks: Multi-Axis Vision Transformer (MaxViT), Con-
vFormer, and EfficientNet. MaxViT is a hybrid vision transformer architecture, ConvFormer
utilizes convolutional layers within a transformer framework, and EfficientNet is a CNN
architecture known for its balance between accuracy and computational cost. We further
enhance the performance by employing an ensemble learning approach. The diverse
backbones within the ensemble extract complementary features from the images, leading
to a richer and more comprehensive understanding of the scene. The ensemble benefits
from the unique representations learned by each backbone within the U-Net architecture,
leading to more robust and accurate segmentation results. To combine the base predictions,
we employ a geometric mean ensemble strategy. To this end, we investigate the poten-
tial of combining backbones with different strengths to improve U-Net’s performance for
remote sensing semantic segmentation tasks. By exploiting the diversity and utilizing a
geometric mean ensemble strategy, we managed to achieve state-of-the-art performance
over several semantic segmentation datasets for remote sensing imagery. Our research can
be summarized by the following primary contributions:

• Integration of three strong backbone networks within U-Net: the Multi-Axis Vision
Transformer (MaxViT), ConvFormer, and EfficientNet. These models exhibit excep-
tionally high performance, surpassing previous models with similar model sizes.

• Introduction of an ensemble learning approach that leverages the complementary
strengths of each backbone, tailored to enhance semantic segmentation of remote
sensing imagery. Limiting the ensemble to three base models provides a good balance
between performance gains and computational cost.

• Conducting of a comprehensive comparison of our approach with existing methods
on various remote sensing image datasets. The experimental results show the superior
performance of our models. Visual results further validate the effectiveness of our
approach by showcasing accurate segmentation maps in remote sensing images.

The subsequent sections of this paper are organized as follows: In Section 2, we
introduce the evaluation datasets, outlining their main characteristics and preprocessing
steps. This section also provides insights into the selected backbones and how they are
integrated into the ensemble. Additionally, Section 2 elaborates on the experimental
setup employed for conducting the experiments. Moving on to Section 3, we present and
summarize the obtained results, with detailed analyses and discussions provided. Finally,
Section 4 offers concluding remarks.

2. Materials and Methods
2.1. Data Description

Remote sensing has become a powerful tool for analyzing and understanding the
Earth’s surface. Semantic segmentation datasets play a crucial role in this field, providing
high-resolution satellite and aerial imagery alongside detailed pixel-level annotations [41].
By leveraging these datasets, researchers can train machine learning models to automati-
cally extract meaningful information from vast amounts of remote sensing imagery. In our
experimental study, we consider five datasets for semantic segmentation of remote sensing
images: LoveDA [42], LandCover.ai [12], UAVid [43], INRIA [11], and ISPRS Potsdam,
https://www.isprs.org/education/benchmarks/UrbanSemLab/semantic-labeling.aspx

https://www.isprs.org/education/benchmarks/UrbanSemLab/semantic-labeling.aspx
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(accessed on 5 June 2024). These datasets present a diverse landscape, with variations in
the amount of imagery, types of scenes captured, image resolution, and file formats. This
diversity can be both an advantage and a challenge for researchers.

The LoveDA (Land-cOVEr Domain Adaptive) semantic segmentation dataset, ht
tps://github.com/Junjue-Wang/LoveDA (accessed on 5 June 2024), consists of 5987
high-resolution images sourced from Google Earth at 0.3 m spatial resolution and a pixel
resolution of 1024 × 1024 divided into training, validation, and test sets by the creators [42].
Each pixel is annotated with one of the following labels: background, building, road,
water, barren, forest, and agriculture. Training and validation images and ground-truth
masks are downloadable, while for the test set, masks are withheld, prompting participants
to submit predictions to the LoveDA Semantic Segmentation Challenge on CodaLab,
https://codalab.lisn.upsaclay.fr/competitions/421 (accessed on 5 June 2024).

The UAVid dataset, https://uavid.nl (accessed on 5 June 2024), contains 420 high-
resolution images captured by unmanned aerial vehicles (UAVs), each measuring 4096 ×
2160 or 3840 × 2160 pixels [43], with 200 images for training, 70 for validation, and the rest
for testing. UAVid features eight classes, including buildings, roads, static and moving cars,
trees, low vegetation, humans, and background clutter. The large original images in the
UAVid dataset were preprocessed using 512-pixel clips with a 256-pixel stride, ensuring
full coverage. This resulted in 8000 training images and 2800 validation images, all at
512 × 512 pixels resolution. Test images remained unchanged.

The LandCover.ai (Land Cover from Aerial Imagery) dataset, https://landcover.ai
.linuxpolska.com/download/landcover.ai.v1.zip (accessed on 5 June 2024), supports
automated mapping of land features like buildings, woodlands, water, and roads using
aerial imagery from Poland [12]. It includes 41 orthophoto tiles covering 216.27 km2 with
25–50 cm per-pixel resolution. The dataset is divided into 512 × 512 pixel tiles and split
into 70% for training, 15% for validation, and 15% for testing. The label distribution is
skewed, with background and woodlands dominating.

The Potsdam dataset features high-resolution aerial images spanning Potsdam City,
Germany. With 38 images, each 6000 × 6000 pixels at 5 cm per pixel, it classifies land
cover into six categories: impervious surface, building, low vegetation, tree, car, and clut-
ter/background. Annotations are either eroded (without boundaries) or non-eroded (with
boundaries), with eroded used for evaluation. The dataset is split into 24 training and
14 testing images. The original image tiles were cropped into smaller images (512 × 512
pixels) with an overlap of 256 pixels, resulting in 3456 training images (2790 training, 666
validation) and 2016 test images. Performance metrics are provided for two scenarios: with
and without clutter, aligning with previous studies [38,39].

The INRIA Aerial Image Labeling (INRIA) dataset is crafted for semantic segmentation
tasks with aerial imagery, providing annotations for buildings and non-buildings [11].
The dataset comprises 180 training images with corresponding masks. About 16% of the
pixels are labeled as buildings, while the rest are labeled as background. Each image
in the dataset measures 5000 × 5000 pixels at a resolution of 30 cm. Test set images
match the training set in size but lack publicly available ground-truth labels. However,
predictions for the test set can be submitted for evaluation via the dataset creators’ contest
platform, https://project.inria.fr/aerialimagelabeling/contest/ (accessed on 5 June
2024), with results displayed on a public leaderboard. To manage the large images in the
INRIA dataset, we preprocessed them into 512-pixel clips with a 256-pixel stride, ensuring
full coverage. This process generated 18,000 images from the training set, with 15,500
for training and 2500 for validation, all at 512 × 512 resolution. Test images remained
unchanged. The statistics for each dataset, including the number of images per training,
validation, and test sets, image size, and number of labels present in each dataset, are given
in Table 1.

https://github.com/Junjue-Wang/LoveDA
https://github.com/Junjue-Wang/LoveDA
https://codalab.lisn.upsaclay.fr/competitions/421
https://uavid.nl
https://landcover.ai.linuxpolska.com/download/landcover.ai.v1.zip
https://landcover.ai.linuxpolska.com/download/landcover.ai.v1.zip
https://project.inria.fr/aerialimagelabeling/contest/
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Table 1. Statistics for each dataset including the number of images per set, image size, and number of
labels present in each dataset.

Dataset LoveDA LandCover.ai UAVid Inria Potsdam

No. of images train 2522 7470 8000 15,500 2790
val 1669 1602 2800 2500 666
test 1796 1602 150 180 2016

image size train 1024 × 1024 512 × 512 512 × 512 512 × 512 512 × 512
val 1024 × 1024 512 × 512 512 × 512 512 × 512 512 × 512
test 1024 × 1024 512 × 512 4096 (3840) × 2160 5000 × 5000 512 × 512

No. of labels 7 5 8 2 6

2.2. Model Architecture

U-Net is a convolutional neural network architecture designed for semantic segmenta-
tion tasks, particularly in medical image analysis [23]. U-Net is characterized by a U-shaped
architecture that consists of a contracting path for feature extraction (encoder) followed by
an expansive path for precise localization (decoder) as depicted in Figure 1.

Encoder Decoder

Convolution Layer

Pooling Layer

Up-convolution Layer

Input/Output Layer

Concatenate

Figure 1. Illustration of the U-Net architecture. The displayed U-Net is an encoder–decoder network
with a contracting path (encoding part, left side) that reduces the height and width of the input
images and an expansive path (decoding part, right side) that recovers the original dimensions of the
input images.

The encoder processes the input image and extracts features by using repeated stacks
of convolutional layers with pooling operations (like max pooling). Pooling operations
reduce the spatial resolution of the image while capturing higher-level features. Each
stack typically increases the number of filters, allowing for learning more complex features.
The decoder aims to recover the spatial resolution while preserving the extracted features
by using upsampling operations (like transposed convolution) to increase the resolution.
Each upsampling step combines the upsampled feature map with a corresponding feature
map from the contracting path (via skip connections). Skip connections directly provide
detailed information from the earlier stages, helping the decoder accurately localize features.
The decoder culminates in a final convolutional layer with several filters equivalent to
the predefined number of segmentation classes. This layer effectively acts as a classifier,
generating a probability map as its output. Each pixel value within this map represents the
probability of that specific pixel belonging to a particular class.

The combination of contracting and expanding paths with skip connections allows
U-Net to learn both high-level semantic features and low-level spatial details crucial for
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accurate segmentation. U-Net architecture is known to perform well even with limited
training data compared to other segmentation models [23]. This is partly due to the effective
use of skip connections. U-Net can be adapted to various segmentation tasks by changing
the number of classes and the final layer configuration. Overall, U-Net’s U-shaped structure
with its contracting and expanding paths makes it a powerful and widely used architecture
for semantic segmentation tasks.

The U-Net architecture is flexible and allows for the incorporation of different encoders
as feature extractors/backbones. One of the strengths of U-Net is its adaptability to various
encoder structures. The original U-Net architecture is often modified by replacing the
default encoder with pretrained models like VGG and ResNet, depending on the specific
requirements of the tasks or datasets at hand. In this study, three distinct backbone
networks are utilized: Multi-Axis Vision Transformer (MaxViT) [44], ConvFormer [45],
and EfficientNet [46].

2.2.1. Multi-Axis Vision Transformer

MaxViT is a recent advancement in vision transformer architectures that addresses
the challenge of capturing both local and global information within an image [44]. MaxViT
utilizes a hierarchical architecture where each stage in the hierarchy consists of a MaxViT
block, which combines a multi-axis self-attention (Max-SA) block with a convolutional
layer. This combination leverages the strengths of both approaches: Max-SA for global
context and convolutions for efficient local feature extraction. The use of Max-SA makes
MaxViT computationally efficient compared to full self-attention in standard ViTs [47].

The architecture of the MaxViT network is illustrated in Figure 2. The network begins
by downsampling the input through Conv3x3 layers in the stem stage (S0). The body of
the network contains four stages (S1–S4), with each stage having half the resolution of the
previous one with a doubled number of channels (hidden dimensions). The MaxViT model
can be scaled up by increasing the number of blocks per stage and the channel dimension.
There are several MaxViT variants including MaxViT-T, MaxViT-S, MaxViT-B, MaxViT-L,
and MaxViT-XL. These variants progressively increase in complexity (number of blocks
and channels) and likely performance, potentially reaching a trade-off between accuracy
and efficiency [44]. In this study, we use MaxViT-S as an encoder in the U-Net architecture.
MaxViT’s architecture allows for easy scaling to handle large datasets and complex tasks.
By combining efficient global attention with the ability to capture local details, MaxViT
offers a promising approach for various computer vision applications, including the task of
semantic segmentation explored in this work.
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Figure 2. MaxViT architecture with hierarchical design and basic building block that unifies MBConv,
block, and grid attention layers.

2.2.2. ConvFormer

The MetaFormer concept is not tied to a particular model; rather, it is a generalized
architecture abstracted from the transformer, omitting the specification of token mixers [48].
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The instantiation of MetaFormer into specific models occurs by specifying concrete token
mixers as modules. One way to instantiate the token mixer within the MetaFormer is by
using separable depthwise convolutions. This specific implementation results in a model
called ConvFormer [45]. ConvFormer leverages the MetaFormer structure for efficient fea-
ture processing but relies solely on convolutional operations, making it functionally a type
of CNN. ConvFormer adopts a hierarchical architecture of 4 stages [49], as illustrated in
Figure 3. Based on the number of channels and the number of blocks, several model configu-
rations of different sizes are defined: ConvFormer-S12, ConvFormer-S24, ConvFormer-S36,
ConvFormer-M36, and ConvFormer-M48. In this study, we adopt the ConvFormer-M36 as
an encoder in the U-Net architecture. The notation “M36” means the model is of medium
size of embedding dimensions (the total number of channels in all four stages) with 36 Con-
vFormer blocks in total. ConvFormer demonstrates superior performance compared to the
robust CNN model ConvNeXt [50] and achieves comparable accuracy to another powerful
CNN model, EfficientNetV2-L [51]. Additionally, ConvFormer surpasses several strong
attention-based or hybrid models. Notably, ConvFormer-M36 outperforms Swin-B [52]
and CoAtNet-2 [53] while utilizing fewer parameters.

L1 ×
ConvFormer 

block

L2 ×
ConvFormer 

block

L3 ×
ConvFormer 

block

Down sampling

Down sampling

Down sampling

Down sampling

L4 ×
ConvFormer 

block

Separable 
Convolution

Norm

Channel 
MLP

Norm+ +

Figure 3. Overall framework of ConvFormer and architecture of the ConvFormer block, which has a
token mixer of separable depthwise convolutions.

2.2.3. EfficientNet

EfficientNet is a family of convolutional neural network (CNN) architectures designed
to achieve state-of-the-art accuracy while maintaining computational efficiency [46]. It
addresses the challenge of finding an optimal balance between three key factors influencing
model capacity and performance: depth, width, and resolution. EfficientNet proposes a
novel scaling method that systematically balances these three factors. It utilizes a compound
coefficient that uniformly scales depth, width, and resolution in a principled way. This
approach ensures efficient resource allocation and avoids overemphasizing any single factor.
EfficientNet models have achieved remarkable accuracy on various image classification
tasks, often surpassing previous CNN architectures [5]. Several EfficientNet models can be
scaled from the baseline EfficientNet-B0 model using different compound coefficients [46],
offering a good trade-off between accuracy and resource consumption. Variants like B1 to
B7 progressively increase in complexity. The EfficientNet architecture relies on the MBConv
layer, which is an inverted residual block. Figure 4 illustrates the basic building blocks of
EfficientNet-B0, highlighting the MBConv layers.

The specific choice of the EfficientNet variant depends on the task at hand and the
available computational resources. By offering a spectrum of complexity levels, Efficient-
Net provides a versatile set of CNN architectures for various image recognition applica-
tions [5,46]. In this study, we adopt EfficientNet-B7 as an encoder in the U-Net architecture.
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Figure 4. Architecture of EfficientNet-B0 with MBConv as basic building blocks.

2.2.4. Ensemble Method

Ensemble learning is a powerful technique in machine learning that involves combin-
ing the predictions of multiple models to achieve better performance than any single model
could on its own [54]. Ensemble methods can help reduce the variance of the predictions,
making the model less prone to overfitting or poor performance on unseen data. Ensembles
are also less susceptible to errors or biases present in any single base model. Ensemble
learning offers a valuable approach to enhancing the performance and robustness of deep
learning models. Strategically combining multiple models has the potential to yield supe-
rior results across a range of deep learning tasks, such as image classification [55], semantic
segmentation [56,57], and object detection [58,59]. The ensemble approach in the context of
deep learning starts by training multiple deep learning models, often referred to as base
models. These base models can have identical architectures trained with different initial
weights or hyperparameters to promote diversity in the learning process, or they may have
different architectures altogether to leverage the strengths of diverse approaches to feature
extraction and representation. Once trained, the predictions from each base model are
combined in some way to generate the final ensemble predictions. Common combination
strategies are averaging, weighted averaging, and voting [60].

This paper investigates the potential of ensemble learning for semantic segmentation
tasks in remote sensing imagery. We built the ensemble by combining base models as
diversely as possible. The key strength lies in the diversity of the employed backbones
in the base models. The ensemble utilizes U-Net architecture with three distinct back-
bone networks: Multi-Axis Vision Transformer (MaxViT), ConvFormer, and EfficientNet.
The full setup is illustrated in Figure 5. Each backbone network possesses unique ad-
vantages. For example, MaxViT is a hybrid vision transformer architecture, ConvFormer
utilizes convolutional layers within a transformer framework, and EfficientNet is a CNN
architecture known for its balance between accuracy and efficiency. This diversity in the
feature extraction process allows the ensemble to capture a richer and more comprehensive
understanding of the image, potentially leading to improved segmentation performance
and more robust and accurate segmentation results.

To generate the final segmentation maps, we employ a geometric mean ensemble
strategy, assuming the ensemble has k (in our experiments, k = 3) base models, denoted
by [M1(x), ..., Mk(x)], where x is the input image. Each model outputs a raw score vector,
denoted as [z1, ..., zk]. We apply the so f tmax function to each raw score vector zi to convert
them into probability distributions (typically between 0 and 1) over the class labels as
expressed in Formula (1).

pi(x) = so f tmax(zi) =
ezi

∑k
j=1 ezj

(1)

where pi(x) represents the probability vector for the i-th base model given the input image
x. The final probability scores, E(x), are obtained by combining the probability scores for
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each base model using the geometric mean function as in Formula (2). The segmentation
map is calculated by applying the argmax function on the ensemble probability scores E(x).
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Figure 5. Geometric mean ensemble training and testing strategy of three base models: MaxViT-S,
ConvFormer-M36, and EfficientNet-B7.

E(x) =

(
k

∏
i=1

pi(x)

) 1
k

(2)

In essence, this work explores the potential of ensemble learning to enhance the capa-
bilities of U-Net architecture for semantic segmentation tasks in remote sensing imagery.
By utilizing a diverse set of backbones and a geometric mean ensemble strategy, we aim to
achieve superior segmentation performance compared to existing/published methods.

2.3. Experimental Setup

This study investigates the performance of three U-Net variations for semantic seg-
mentation of remote sensing images. Each variant utilizes different pretrained encoders:
MaxViT-S, ConvFormer-M36, and EfficientNet-B7. The encoders are pretrained on the
ImageNet-1K dataset, which helps to learn general visual features that can be beneficial
for semantic segmentation tasks. Additionally, we assess the effectiveness of an ensemble
approach, where the predictions from base models are combined for improved performance.
In this ensemble, the final prediction for each pixel is derived by calculating the geometric
mean of the probabilities predicted by each U-Net variant.

The models were trained using the training set, with parameter selection/search
performed using the validation set. To overcome overfitting, we performed early stopping
on the validation set if no improvements in the validation loss were observed over 20 epochs.
The best checkpoint/model found (with the highest evaluation metric) was saved and then
applied to the original test set to obtain the final assessment of the predictive performance.
The maximum number of epochs was set to 100.

In our experiments, we used a fixed value for the batch size, set to 12. For optimization,
we employed the AdamW optimizer and a learning rate set to 0.0001 [61]. Next, we
used a learning rate scheduler that used a polynomial decay schedule. It is commonly
observed that a monotonically decreasing learning rate, whose degree of change is carefully
chosen, results in a better performing model. This schedule applied a polynomial decay
function to an optimizer step, given a provided initial_learning_rate (1 × 10−4), to reach an
end_learning_rate (1 × 10−7) in the given decay_steps. We used a combination of cross-
entropy loss and dice loss to achieve a more balanced approach to semantic segmentation.
Cross-entropy loss measures the pixel-wise similarity between the predicted and ground-
truth masks, while the dice loss ensures accurate boundary localization. The combination
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of these loss functions is effective in achieving both accurate object localization and overall
segmentation accuracy.

To further enhance the model’s robustness, we incorporated data augmentation tech-
niques during training. The process involved random horizontal and vertical flips, followed
by random rotation and random changes in the brightness and contrast. Additionally, we
randomly selected one of the following transformations to apply: contrast limited adap-
tive histogram equalization to the input image, grid distortion, or optical distortion [62].
Finally, normalization was applied using the mean and standard deviation derived from
the ImageNet-1k dataset. The augmentation strategy for the UAVid dataset differed, as it
excluded vertical flipping and random rotation techniques. For the LoveDA dataset, we
first utilized the RandomCrop transformation to randomly extract smaller image patches
from the original images [62]. Specifically, we cropped 512 × 512 pixel regions from the
original LoveDA images, which have a larger dimension of 1024 × 1024 pixels. We ensured
that all datasets had a consistent input resolution of 512 × 512 pixels for training the
models. However, during the evaluation of validation or test data, the input images were
only normalized.

The inference approach used depends on the image size of the test set within each
dataset. The inference for the LoveDA, LandCover.ai, and ISPRS Potsdam datasets was
directly applied to the entire image due to their relatively small resolution. For the INRIA
and UAVid datasets, because of the larger test images, we employed a sliding-window
inference technique [63]. This method partitions the image into smaller overlapping
patches, processes each patch with the model, and then assembles the predictions to create
the final segmentation map. The sliding window was configured with dimensions of
1024 pixels, and the overlap was set to 128 pixels. For areas covered by multiple sliding
windows, the final prediction was determined by averaging the predictions from each
window. This distinction ensured efficient processing for smaller images while effectively
handling larger ones with overlapping patches to capture the entire scene. Moreover,
we implemented test-time augmentation (TTA) through horizontal flipping and rotation.
The final prediction was computed as the mean of predictions obtained from both the
original and augmented images.

In terms of evaluation measures for predictive performance, we report the label-wise
intersection over union (IoU) as an evaluation measure, which denotes the area of the
overlap between the ground truth and predicted label divided by the total area. We also
report the mean intersection over union (mIoU) averaged across the different labels. All
models were trained on NVIDIA A100-PCIe GPUs with 40 GB of memory running CUDA
version 11.5. We configured and ran the experiments using the deep learning framework
PyTorch Lightning [64].

3. Results and Discussion

The summarized results of the base U-Net models and the ensemble models across the
different evaluation datasets are shown in Table 2. We report the mean intersection over
union (%) and also report the rank of the models, averaged over the respective datasets.
For the INRIA dataset, the provided metric is the intersection over union (%) specifically
for the building label, which is a common practice in building extraction [40]. Notably,
the U-Net ensemble models ranked the best overall and achieved the best performance on
six (out of the six) tasks/datasets. Among the base models, those utilizing MaxViT-S as a
backbone ranked second, closely followed by the U-Net models with EfficientNet-B7 as a
backbone. While the U-Net models featuring the ConvFormer-M36 backbone ranked last,
they demonstrated comparable performance across all datasets.
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Table 2. Mean intersection over union (mIoU %) of the U-Net models across the different semantic
segmentation datasets. For the INRIA dataset, the provided metric is the intersection over union
(IoU) specifically for the building label. Bold indicates the best-performing model and underline
second-best model for a given dataset. We report the average rank of a model (lower is better), ranked
based on the performance and averaged across the datasets.

Dataset\Model U-Net (MaxViT-S) U-Net (ConvFormer-M36) U-Net (EfficientNet-B7) U-Net Ensemble

LoveDA 56.16 54.80 55.07 57.36
UAVid 71.88 70.79 71.42 73.34
LandCover.ai 87.41 87.64 87.06 88.02
Potsdam (without clutter) 88.17 89.45 88.59 89.9
Potsdam (with clutter) 79.7 79.77 79.84 80.82
INRIA 80.84 79.89 80.6 81.43

Avg. Rank 2.83 3.17 3.00 1.00

The ensemble models consistently outperform across all datasets. For the LoveDA
dataset, the achieved mIoU stands at 57.36%, marking the best result and securing the
top rank on the publicly available leaderboard of the LoveDA semantic segmentation
challenge. Similarly, for the UAVid dataset, the mIoU reaches 73.34%, which also represents
the best reported result to date for this dataset. For the LandCover.ai datasets, the ensemble
surpasses all previously reported results, achieving mIoU values of 88.02%. We analyzed
the segmentation performance on the Potsdam dataset in two cases, with and without
clutter (background). The label clutter is the most challenging as it can contain anything
except for the five main labels defined for this dataset. Our U-Net ensemble stands out as a
robust segmentation model, achieving top performance in both scenarios, with and without
clutter, boasting mIoU values of 80.82% and 89.9%, respectively. Moreover, the obtained
IoU value of 81.43% for the INRIA dataset aligns with the best-performing methods and
reported results observed on the contest platform hosted by the dataset creators. These
results strongly validate the effectiveness of our proposed ensemble approach in enhancing
semantic segmentation performance on remote sensing imagery. Table 3 presents the
performance of various backbone combinations on the selected semantic segmentation
datasets. While all combinations outperform the base models, the ensemble utilizing all
three backbones (MaxViT, ConvFormer, EfficientNet) consistently achieves the best results.

Table 3. Mean intersection over union (mIoU %) for various combinations of backbones across differ-
ent semantic segmentation datasets. For the INRIA dataset, the provided metric is the intersection
over union (IoU) specifically for the building label.

Dataset\Model MaxViT-S+ConvFormer-M36 MaxViT-S+EfficientNet-B7 ConvFormer-M36+EfficientNet-B7

LoveDA 56.98 57.19 56.11
UAVid 72.91 72.0 72.61
LandCover.ai 88.01 87.76 87.83
Potsdam (without clutter) 89.72 89.44 89.72
Potsdam (with clutter) 80.49 80.57 80.55
INRIA 81.15 81.4 80.96

Having established the overall effectiveness of U-Net models, both base models and
ensemble models, we now examine how well they perform on each dataset. This analysis
aims to identify the potential strengths and weaknesses of the models across different
types of remote sensing imagery and segmentation tasks. Subsequently, we explore any
notable observations or patterns based on the performance of each specific dataset. Our
analysis includes per-label IoU values, confusion matrices, and sample inference masks
for each dataset. These insights will aid in understanding performance fluctuations across
different labels or regions within the images (e.g., urban versus rural areas) and pinpoint
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potential challenges such as data imbalances or complex object shapes. We also present a
detailed comparison of our models performance against established methods/models for
all considered remote sensing image datasets.

In Table 4, we report performance comparisons with existing methods on the test set
of the LoveDA dataset. This comparison is based on the IoU metric calculated for each
semantic class/label. Our models (base and ensemble) consistently outperform existing
state-of-the-art methods. Notably, this includes competitive approaches like AerialFormer-
B [38], DC-Swin [65], multitask pretraining using the InternImage-XL model [66], UperNet
(Swin small) [27], and the foundation model trained with UperNet and a vision transformer
as a backbone [67]. To explore the impact of encoder selection on performance, we compared
our trained U-Net models to a variant equipped with a ResNet50 encoder. The U-Net
model with a ResNet50 encoder achieves an mIoU value of 47.84%. Our U-Net models
demonstrate significant improvements: the MaxViT backbone outperforms this result by
8.32% in mIoU, the ConvFormer by 6.96%, and EfficientNet by 7.23%. This demonstrates
the effectiveness of our backbone selection.

The top-performing model is the U-Net ensemble, achieving an mIoU value of 57.36%,
marking a substantial improvement of 2.81% over existing state-of-the-art methods. This
result also secures the highest rank on the publicly available leaderboard of the LoveDA
semantic segmentation challenge. Notably, the U-Net ensemble outperforms the existing
methods by 2.33% IoU for the road label, 2.26% IoU for the barren label, 1.39% IoU for the
forest label, 1.82% IoU for the agriculture label, 0.11% IoU for the water label, and 1.29%
IoU for the background label. The U-Net ensemble model exhibits a lower IoU value only
for the building label, with a decrease of 1.48% compared to existing methods.

Table 4. Performance comparison on LoveDA dataset between our U-Net models and other existing
semantic segmentation approaches. We report the mean intersection over union (mIoU %) and
intersection over union (IoU %) for each label. Bold indicates the best-performing model and
underline the second-best model for a specific label.

Model
IoU per Label

mIoU
Background Building Road Water Barren Forest Agriculture

U-Net (ResNet50) [42] 43.06 52.74 52.78 73.08 10.33 43.05 59.87 47.84
HRNet (W32) [42] 44.61 55.34 57.42 73.96 11.07 45.25 60.88 49.79

DeepLabV3+ (ResNet50) [42] 42.97 50.88 52.02 74.36 10.4 44.21 58.53 47.62
AerialFormer-B [38] 47.8 60.7 59.3 81.5 17.9 47.9 64.0 54.1
SegFormer-B5 [33] 46.54 57.46 58.91 80.09 27.89 46.14 61.0 54.01
DC-Swin small [65] 45.9 57.97 61.38 80.64 24.15 46.59 60.33 53.85

UperNet (Swin small) [27] 46.18 59.97 57.4 81.2 26.71 47.21 63.18 54.55
UperNet (ViT-G12×4) [67] 47.57 61.6 59.91 81.79 18.6 47.3 64.0 54.4

UNetFormer (ResNet18) [39] 44.7 58.8 54.9 79.6 20.1 46.0 62.5 52.4
MTP (InternImage-XL) [66] 46.8 62.6 58.96 82.25 17.49 47.63 63.44 54.17

U-Net (MaxViT-S) 48.59 60.47 63.4 81.17 27.02 48.1 64.4 56.16
U-Net (ConvFormer-M36) 45.17 60.81 58.0 81.48 28.27 46.9 62.96 54.8

U-Net (EfficientNet-B7) 45.88 57.57 58.92 80.69 28.24 47.88 66.31 55.07
U-Net Ensemble 49.09 61.12 63.71 82.36 30.15 49.29 65.82 57.36

A confusion matrix was not calculated for this dataset as the ground-truth masks for
the test images are not publicly accessible. Figure 6 displays sample images alongside the
inference masks generated by the U-Net ensemble, the best-performing model, and other
models for comparison. The mIoU value of 57.36% for this dataset indicates its high level
of difficulty. The regions labeled as background exhibit significant intraclass variance due
to the complexity of the scenes, leading to substantial false alarms. Identifying small-scale
objects like buildings and scattered trees poses challenges. Additionally, distinguishing
between forest and agricultural labels is difficult due to their similar spectra. However,
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the water label achieves the highest IoU value, suggesting good recognition performance
for this label.

Images

U-Net Ensemble

SegFormer-B5

DC-Swin small

UperNet (Swin small)

background
building

road
water

barren
forest

agriculture

Figure 6. Example images and inference masks from LoveDA dataset. The first row displays example
images. Each subsequent row shows the segmentation masks generated by a different model for the
corresponding image in the first row.

Table 5 presents a performance comparison of the UAVid dataset test set, evaluated
using the intersection over union (IoU) metric for each semantic class/label. Our ensemble
model surpasses existing state-of-the-art methods such as EMNet [68], DCDNet [69], and
UperNet (Swin small) [27], while our base U-Net models achieve competitive results. We
investigated the influence of encoder selection on performance by comparing our U-Net
models to a variant equipped with a ResNet50 encoder. This baseline U-Net achieved an
mIoU value of 67.22%. However, even stronger results were obtained by employing more
powerful backbones within the U-Net architecture. The MaxViT backbone significantly
outperformed the ResNet50 by 4.66% in mIoU, while ConvFormer and EfficientNet also
achieved improvements of 3.57% and 4.2%, respectively. These findings demonstrate the
effectiveness of our backbone selection strategy in boosting U-Net’s performance for remote
sensing semantic segmentation tasks. Our top-performing U-Net ensemble achieves a state-
of-the-art mIoU of 73.34%, exceeding the methods presented in Table 5 and the best results
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of 73.21% mIoU from the public UAVid competition, https://competitions.codalab.org/c
ompetitions/25224 (accessed on 5 June 2024).

Table 5. Performance comparison on UAVId dataset between our U-Net models and other existing
semantic segmentation approaches. We report the mean intersection over union (mIoU %) and
intersection over union (IoU %) for each label. Bold indicates the best-performing model and
underline the second-best model for a specific label.

Model
IoU per Label

mIoU
Clutter Building Road Tree Vegetation Mov. Car Sta. Car Human

U-Net (ResNet50) [23] 67.69 87.28 80.2 79.69 63.46 70.72 58.11 30.62 67.22
DeepLabV3+ (ResNet50) [25] 67.86 87.87 80.23 79.74 62.03 71.51 62.99 29.5 67.72

SegFormer-B5 [33] 70.21 88.41 82.54 80.81 64.54 76.38 66.31 32.61 70.23
EMNet [68] 73.27 92.03 85.13 81.05 64.73 73.32 67.01 35.12 71.46

CAGNet [70] 69.8 88.4 82.7 80.6 64.6 76.0 57.8 32.1 69.0
UNetFormer (ResNet18) [39] 68.4 87.4 81.5 80.2 63.5 73.6 56.4 31.0 67.8

DC-Swin small [65] 70.72 89.66 83.42 80.75 65.23 74.97 59.77 32.02 69.57
UperNet (Swin small) [27] 71.23 89.54 83.44 81.27 65.59 77.08 69.86 30.95 71.12

DCDNet [69] 72.11 90.56 83.63 82.15 66.52 77.68 74.7 31.69 72.38

U-Net (MaxViT-S) 71.45 89.44 81.93 81.52 66.39 77.6 73.33 33.4 71.88
U-Net (ConvFormer-M36) 71.34 89.65 82.33 81.1 64.71 75.16 69.88 32.1 70.79

U-Net (EfficientNet-B7) 71.15 90.19 81.80 81.75 66.17 77.25 71.22 31.84 71.42
U-Net Ensemble 73.8 91.05 84.05 82.58 67.74 79.02 74.98 33.49 73.34

Examining the IoU values, it becomes evident that the most accurate predictions are
achieved for the building label. Moreover, satisfactory results are obtained for the road, tree,
and moving car labels. The label human exhibits the lowest performance. The confusion
matrix calculated for the U-Net ensemble as the best-performing model is visualized in
Figure 7. The confusion matrix reveals the frequent misclassifications by the model. Notably,
it tends to confuse the labels moving car and static car, as well as tree and low vegetation.
This is rather expected given the semantic similarity between these labels. Additionally,
there is a tendency to misclassify the human label as the low vegetation label, likely a result
of pixel overlap between these two labels. There are misclassifications with the background
clutter label for nearly all labels, as expected. This is because diverse objects and regions
not belonging to any specific label are designated with the background clutter label.

Figure 8 shows example images and ground-truth masks from the UAVid dataset.
Additionally, it presents the inference masks generated by the U-Net ensemble model.
Despite the high scene complexity, characterized by the number of objects and varied
object configurations in the UAVid dataset, the U-Net ensemble model demonstrates
excellent performance. Figure 9 showcases a cropped region of an example image along
with its corresponding ground-truth mask, featuring the labels human and moving cars.
The predicted mask, shown as the last image in Figure 9, is generated by the U-Net
ensemble model. A comparison between the ground-truth mask and the predicted mask
reveals segments where the model misclassifies moving cars as static cars. In this particular
scenario, distinguishing between these two labels is challenging because, for instance,
the cars are stationary, waiting at the pedestrian crossing. Additionally, there is a lack of fine-
grained segmentation for the human label due to overlapping and dense objects/segments
marked with this label in the ground-truth mask.

https://competitions.codalab.org/competitions/25224
https://competitions.codalab.org/competitions/25224
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Figure 7. Confusion matrix for the U-Net ensemble model on the UAVid dataset.
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Figure 8. Example images, ground-truth masks, and inference masks from UAVid dataset. First row
shows example images. Second row shows the corresponding ground-truth masks. Third row shows
the prediction results of U-Net ensemble model as in Table 2.
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Road
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Low vegetation
Moving car
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Human

Figure 9. Cropped image, ground-truth mask, and predicted mask from the U-Net ensemble model,
as outlined in Table 2. The images highlight a predominant region containing the labels human and
moving cars from the UAVid dataset.
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In Table 6, we report performance comparisons with existing methods on the test
set of the LandCover.ai dataset. This comparison is based on the IoU metric calculated
for each semantic class/label. Our models (base and ensemble) consistently outperform
existing state-of-the-art methods. Notably, this includes competitive approaches like DC-
Swin small [65], UperNet (Swin small), and SegFormer-B5 [33]. In the comparison for this
dataset, we also included a U-Net model with ResNet50 as the backbone, achieving an mIoU
value of 85.66%. Compared to this result, our U-Net models show notable improvements
with different backbones: a 1.75% mIoU gain for MaxViT, a 1.98% gain for ConvFormer,
and a 1.4% gain for EfficientNet. These results underscore the advantages of our chosen
backbones. Our top-performing model is the U-Net ensemble, achieving an mIoU value of
88.02%, marking an improvement of 0.64% over existing state-of-the-art methods.

Table 6. Performance comparison on LandCover.ai dataset between our U-Net models and other
existing semantic segmentation approaches. We report the mean intersection over union (mIoU %)
and intersection over union (IoU %) for each label. Bold indicates the best-performing model and
underline the second-best model for a specific label.

Model
IoU per Label

mIoU
Background Buildings Woodlands Water Road

U-Net (ResNet50) [23] 93.35 81.71 91.23 94.54 67.45 85.66
DeepLabV3+ (ResNet50) [25] 93.81 81.84 91.79 95.24 69.41 86.42

HRNet (W32) [71] 93.9 84.28 91.93 94.95 70.68 87.15
SegFormer-B5 [33] 94.08 83.58 92.1 95.56 70.9 87.24

UperNet (Swin small) [27] 94.12 83.68 92.13 95.51 71.44 87.38
UNetFormer (ResNet18) [39] 93.24 80.67 91.12 94.64 67.51 85.43

DC-Swin small [65] 94.19 82.47 92.31 95.52 70.91 87.08

U-Net (MaxViT-S) 93.93 84.51 91.89 95.13 71.6 87.41
U-Net (ConvFormer-M36) 94.18 84.51 92.22 95.33 71.93 87.64

U-Net (EfficientNet-B7) 93.7 84.11 91.66 94.94 70.9 87.06
U-Net Ensemble 94.3 85.33 92.43 95.42 72.62 88.02

The IoU values for the labels road and building are lower compared to the other labels.
These labels are more challenging in the context of semantic segmentation because they are
usually narrow, in the case of roads, or often small, in the case of buildings. Additionally,
they are sometimes obscured by other objects, such as trees. Figure 10 illustrates the
confusion matrix for the LandCover.ai dataset calculated for the U-Net ensemble model.
The confusion matrix further supports this observation, indicating that the road label is
frequently misclassified as woodlands, and in general, all labels exhibit confusion with the
background label, as expected due to its diverse composition, which may include fields,
grass, or pavement.

ba
ckg

rou
nd

bu
ildi

ng
s

woo
dla

nd
s

wate
r

roa
d

background

buildings

woodlands

water

road

0.97 0.00 0.02 0.00 0.00

0.08 0.91 0.00 0.00 0.00

0.03 0.00 0.97 0.00 0.00

0.03 0.00 0.00 0.97 0.00

0.14 0.00 0.05 0.00 0.81
0.0

0.2

0.4

0.6

0.8

Figure 10. Confusion matrix for the U-Net ensemble model applied on the LandCover.ai dataset.
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Figure 11 shows example images and ground-truth masks from the LandCover.ai
dataset. Additionally, it displays the inference masks generated by the U-Net ensemble,
the best-performing model, and other models for comparison. The identified regions
within the inference masks typically exhibit smoother boundaries, aligning well with
reality, particularly in the context of woodlands and water. However, this smoothness can
lead to inaccuracies for buildings, potentially omitting smaller structures and producing
slightly less defined/precise building edges/boundaries. Conversely, the model excels at
identifying individual trees that might have been missed by human annotators.

Images

Ground truth masks

U-Net Ensemble

SegFormer-B5

DC-Swin small

UperNet (Swin small)

background
buildings

woodlands water road

Figure 11. Example images, ground-truth masks, and inference masks from LandCover.ai dataset.
The first row shows example images. The second row shows the corresponding ground-truth
masks. Each subsequent row shows the segmentation masks generated by a different model for the
corresponding image in the first row.



Remote Sens. 2024, 16, 2077 18 of 24

We evaluate the segmentation performance on the Potsdam dataset under two con-
ditions: with and without clutter. For this dataset, we report per-label F1 scores, mean F1
scores, and mean intersection over union (IoU). We include F1 scores in this comparison
because previous studies on this dataset utilized this metric to assess predictive perfor-
mance. The results for the two evaluation scenarios are presented in Tables 7 and 8. In this
experimental setup, the analysis indicates that U-Net (ConvFormer-M36) and the U-Net
ensemble achieved the highest scores in mIoU and mF1 metrics when the clutter label
was excluded from consideration. However, when the clutter label was included, U-Net
(EfficientNet-B7) and the U-Net ensemble emerge as the top performers. Interestingly,
the exclusion of clutter seems to reduce ambiguity among the remaining labels.

Table 7. Performance comparison on Potsdam dataset (without clutter) between our U-Net models
and other existing semantic segmentation approaches. We report the mean intersection over union
(mIoU %), mean F1 score (mF1 %), and F1 score (%) for each label. Bold indicates the best-performing
model and underline the second-best model for a specific label.

Model
F1 per Label

mF1 mIoU
Imp. Surf. Car Tree Low Veg. Building

U-Net (ResNet50) [23] 95.13 97.2 88.97 89.2 97.92 93.69 88.37
DeepLabV3+ (ResNet50) [25] 95.09 97.41 88.75 88.64 97.57 93.49 88.04

SegFormer-B5 [33] 95.26 97.4 89.21 89.39 98.01 93.85 88.66
UperNet (Swin small) [27] 95.35 97.65 89.51 89.54 98.01 94.01 88.94

AerialFormer-B [38] 95.4 97.4 89.7 89.6 98.0 94.0 89.0
UNetFormer (ResNet18) [39] 95.04 97.39 89.09 88.99 97.68 93.64 88.28

DC-Swin small [65] 95.28 97.57 89.67 89.61 98.1 94.05 88.99

U-Net (MaxViT-S) 94.55 97.44 89.51 89.18 97.26 93.59 88.17
U-Net (ConvFormer-M36) 95.46 97.85 90.14 90.0 98.11 94.31 89.45

U-Net (EfficientNet-B7) 95.16 97.38 89.29 89.21 98.02 93.81 88.59
U-Net Ensemble 95.78 97.96 90.27 90.46 98.34 94.56 89.9

Table 8. Performance comparison on Potsdam dataset (with clutter) between our U-Net models and
other existing semantic segmentation approaches. We report the mean intersection over union (mIoU
%), mean F1 score (mF1 %), and F1 score (%) for each label. Bold indicates the best-performing model
and underline the second-best model for a specific label.

Model
F1 per Label

mF1 mIoU
Imp. Surf. Clutter Car Tree Low Veg. Building

U-Net (ResNet50) [23] 93.31 57.7 96.52 88.94 87.47 96.78 86.79 78.81
DeepLabV3+ (ResNet50) [25] 93.3 59.91 96.45 88.86 87.37 96.83 87.12 79.12

SegFormer-B5 [33] 93.52 58.66 96.5 89.12 87.63 96.84 87.04 79.13
UperNet (Swin small) [27] 93.54 56.87 96.08 88.59 87.35 97.02 86.57 78.55

AerialFormer-B [38] 93.5 61.9 95.7 89.3 88.1 97.2 87.6 79.7
UNetFormer (ResNet18) [39] 93.29 57.8 96.32 88.64 87.18 96.7 86.65 78.58

DC-Swin small [65] 93.36 53.84 96.09 88.86 87.5 97.08 86.12 78.15

U-Net (MaxViT-S) 93.56 60.74 96.66 89.27 87.8 97.06 87.51 79.7
U-Net (ConvFormer-M36) 93.8 59.41 96.71 89.57 88.01 97.27 87.46 79.77

U-Net (EfficientNet-B7) 93.53 61.97 96.35 89.42 87.78 97.04 87.68 79.84
U-Net Ensemble 94.1 62.08 96.95 90.12 88.81 97.48 88.26 80.82

Figure 12 shows example images and ground-truth masks from the Potsdam dataset.
Additionally, it displays the inference masks generated by the U-Net ensemble, the best-
performing model, and other models for comparison. The U-Net ensemble model exhibits
remarkable resilience, achieving excellent performance despite the high scene complexity
of the Potsdam dataset. The confusion matrices for the Potsdam dataset (with and without
clutter) are visualized in Figure 13. The clutter label in the Potsdam dataset presents
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a unique challenge as it encompasses anything outside the five main categories. This
ambiguity can lead to confusion with labels like impervious_surface, low_vegetation,
and building. Excluding the clutter label significantly reduces ambiguity among the
remaining labels. This is evident in the F1 values exceeding 90% for all the labels when
clutter is ignored. As expected, some confusion persists between tree and low_vegetation
labels, likely due to their inherent similarities.

Images

Ground truth masks

U-Net Ensemble

SegFormer-B5

DC-Swin small

UperNet (Swin small)

impervious_surface
car

tree low_vegetation building

Figure 12. Example images, ground-truth masks, and inference masks from the Potsdam dataset.
The first row shows example images. The second row shows the corresponding ground-truth
masks. Each subsequent row shows the segmentation masks generated by a different model for the
corresponding image in the first row.
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Figure 13. Confusion matrix for the U-Net ensemble model on the Potsdam dataset, with clutter (left)
and without clutter (right).

For the INRIA dataset, the provided metric is the intersection over union (%) specifi-
cally for the building label, which is a common practice in building extraction [40]. Our
model achieves a competitive IoU value of 81.43% on the building extraction task, even
without incorporating postprocessing techniques for boundary refinement. While this
aligns with current state-of-the-art results (the highest reported on the contest platform
being 81.91%), there is room for further improvement. For instance, the UANet method [40]
achieves an IoU of 83.08% by introducing uncertainty awareness into the network. This
allows UANet to maintain high confidence in predictions across diverse scales, complex
backgrounds, and various building appearances. As future work, we plan to explore simi-
lar uncertainty-handling techniques to potentially boost the performance of our models.
Figure 14 showcases close-ups of the segmentation outcomes on the test set. The U-Net en-
semble model adeptly identifies buildings across diverse images, showcasing its capability
to detect structures of varying sizes and shapes.

background building

Figure 14. Example images and inference masks for INRIA dataset. First row shows example images
and second row shows the prediction results of U-Net ensemble model as in Table 2.

Balancing Performance and Efficiency

Our approach leverages medium-sized backbones, MaxViT-S (∼69M parameters),
ConvFormer-M36 (∼57M parameters), and EfficientNet-B7 (∼66M parameters), within the
U-Net architecture. This choice strikes a balance between performance and computational
efficiency. Notably, the individual base models achieve competitive results on most datasets,
showcasing the effectiveness of these backbones. For instance, compared to state-of-the-art
methods like AerialFormer-B (∼114M parameters), SegFormer-B5 (∼84M parameters),
DC-Swin small (∼67M parameters), multitask pretraining using the InternImage-XL model
(∼335M), and UperNet with Swin (small variant) (∼81M parameters), our models achieve
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similar performance with a comparable number of parameters. This demonstrates that
our chosen medium-sized backbones offer a strong trade-off between accuracy and re-
source consumption.

To push the performance of the base U-Net models even further, we introduce a
three-model ensemble strategy. This approach capitalizes on the complementary strengths
of each backbone by combining their diverse feature representations, aiming to surpass
the capabilities of base models. Ensemble methods present a trade-off: they can boost
performance but come with a higher computational burden. Limiting the ensemble to
three models ensures a good balance between performance gains and computational cost.
This selection provides a diverse set of feature extraction capabilities while maintaining
computational tractability. To further improve efficiency, we can explore techniques for
optimizing the inference time of the base models. These techniques include pruning the
model architecture [72] and quantizing the network parameters [73].

4. Conclusions

In this paper, we explored the effectiveness of incorporating strong backbones within
the U-Net architecture to enhance the semantic segmentation of remote sensing imagery.
We investigated three distinct backbone networks—Multi-Axis Vision Transformer, Con-
vFormer, and EfficientNet. These backbones extract complementary features, leading to a
richer understanding of the scene. Further, we introduced an ensemble learning approach
that leverages the unique representations learned by each backbone, resulting in more
robust and accurate segmentation. We utilized a geometric mean ensemble strategy to
integrate the base predictions effectively. Through a comprehensive comparison with
existing methods on various remote sensing image datasets commonly used in semantic
segmentation tasks for remote sensing imagery, including LandCover.ai, LoveDA, INRIA,
UAVid, and ISPRS Potsdam datasets, our approach consistently achieved state-of-the-art
performance. Notably, the ensemble secured the top rank on the LoveDA leaderboard and
established new benchmarks for UAVid, LandCover.ai, and ISPRS Potsdam datasets.

To gain a more comprehensive understanding of the ensemble’s performance across
the various datasets, we analyzed per-label IoU values, confusion matrices, and sample
inference masks. This detailed analysis provided insights into the model’s performance
across different types of remote sensing imagery and segmentation tasks, highlighting its
strengths and areas for improvement. Overall, our study demonstrates the effectiveness and
robustness of the proposed U-Net ensemble approach in enhancing semantic segmentation
performance in remote sensing imagery.
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