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Abstract—In this paper, we conduct experiments to deploy a
scalable serverless computing solution for real-time monitoring
of thousands of patients with streaming electrocardiograms as an
example of embarrassingly parallel tasks originally executed on
two virtual machines. The research question is to find the speedup
of such solution versus classical virtual machine approaches with
sequential or parallel threads.

The challenge of migrating an existing service to a serverless
solution is to adapt and reconfigure the code for serverless
platform, to write the code to invoke the service in parallel
and asynchronously, and to use other services in the cloud that
are needed for the whole solution to be functional and scalable.
Evaluation of developing various solutions matching migration
challenges to Google Cloud Run, Google Cloud Compute Engine,
and Google Cloud Storage (customization of code, the configura-
tion of services) shows that greater speedups can be achieved
by dividing the Embarrassingly Parallel tasks into sub-tasks
executed as a serverless service. We achieved highest speedup
of almost 40 for Serverless solution compared to a sequential
execution on a virtual machine solution, and speedup of 23 for
Serverless solution compared to a Parallel execution using virtual
machines.

Index Terms—serverless, containers, parallel, async, cloud
migration, public cloud, cloud storage, cloud computing

I. INTRODUCTION

Our initial solution of a real-time remote heart monitoring
center was designed as a classical web application hosted on
two virtual machines in a cloud [1]. We were challenged to re-
alize several experiments aiming at an optimal computing en-
vironment that can provide real-time monitoring for thousands
of simultaneous electrocardiogram (ECG) streams within the
CardioHPC project [2]. In addition to the requirement to
process thousands of patients simultaneously, the management
insisted on a scalable platform providing sufficient quality
(short response time) without worrying about the resources.

This paper describes the migration process of a classical
cloud service to existing serverless services offered by the
public clouds. The final goal is to achieve a more significant
speedup for smaller costs.

Software migration is the process of switching from one
operating environment to another that is considered better for
software execution [3]. One type of software migration is
cloud migration. A set of migration activities to support an
end-to-end cloud migration is needed for the cloud migration
process. Cloud migration defines a comprehensive perspective,
capturing business, technical and scientific concerns with
stakeholders with different backgrounds [4].

The higher speedup can be achieved by exploiting par-
allelism, and we classify our motivation task as an embar-
rassingly parallel computation with huge potential to run
concurrently thousands of threads. Serverless is a platform that
offers a scalable platform without worrying about resources.
We specify 3 processing architecture types VM Seq as a
sequential solution on a classical Virtual Machine (VM) ar-
chitecture, VM Parallel executing parallel threads on a VM,
and Serverless Parallel solution as testing environments.

Our research question was to find the speedup achieved by
the serverless and VM Parallel compared to the VM Seq
solution. In addition, we discuss challenges solved to migrat-
ing an Embarrassingly Parallel Problem or a Nearly Embar-
rassingly Parallel Problem to a parallel serverless implemen-
tation.

The paper follows the next structure. Related work and anal-
ysis of the state-of-the-art are presented in Section II. System
architecture, Experiments, and Evaluation methodology are
described in Section III, illustrating the technical solution and
approach that will achieve system scalability and how system
speed and speedup will be measured. Results are evaluated
and discussed in Section IV. Finally, Section V presents the
Conclusions and future work directions.

II. RELATED WORK

The idea of dividing a big computation into multiple inde-
pendent tasks that can be invoked concurrently and executed
on serverless infrastructure was exploited by Bharti et al. [5],
proving that serverless platforms can be used cost-effectively
for large-scale parallel processing applications. They propose
a new approach to parallel serverless computing that has
the benefit of successfully terminating the execution of AWS
Lambda that will otherwise fail. The limiting factor of this
approach was found to be that it is not applicable to problems
that can not be divided into multiple independent tasks.

Nazari et al. [6] presented a literature review and state
of the art on the serverless, pointing out how developers
can run thousands of function instances concurrently for
embarrassingly parallel jobs and gives a review of some
limitations of serverless processing of embarrassingly parallel
jobs. The research has shown that embarrassingly parallel
problems are a good fit for serverless computing. A new way
of developing data analytics applications with PyWren [7] on
top of Serverless infrastructure gives benefits to PySpark [8],
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Fig. 1. Embarrassingly parallel (left) and Nearly embarrassingly parallel
processing (right)

Hadoop [9] and other server-based distributed data analytic
systems [6].

Ichnowski et al. [10] use multi-core serverless lambda com-
puting for motion planning algorithms, exploiting both multi-
core parallelism within the lambda functions and scalability
of lambdas running in parallel, and conclude that serverless
computing can effectively scale. Regarding the multi-core
parallelism of serverless services, the performance of a par-
allelized function is limited by the allocated vCPUs, and the
number of CPU cores available to the function/container does
not always equal the number of allocated vCPUs [11]. That
is a limiting factor in how much we can parallelize individual
tasks inside embarrassingly parallel problems.

III. METHODS AND TECHNICAL SOLUTIONS

“Ideal” computational task can be divided into several
completely independent parts to be executed by a separate pro-
cessor (serverless service), a computational paradigm known
as an embarrassingly parallel computation [12]. A truly em-
barrassingly parallel computation suggests no communication
between the separate processes and hence requires no special
techniques or algorithms to obtain a working solution. The left
part of Fig. 1 shows truly embarrassingly parallel computation.

This paper focuses on serverless services instead of process
or processor. An embarrassingly parallel computation requires
no or very little communication [13]. Serverless services can
execute the specified tasks without any interaction with other
serverless services. In this ideal case, each serverless service
receives independent raw data and generates results from
these inputs without waiting for results from other serverless
services.

Nearly embarrassingly parallel computations are those ar-
chitectures that require intermediate calculations and results
to be distributed, collected, and combined in some way
[14]. Single serverless service must operate alone initially
and finally. For smooth operation of embarrassingly parallel
computation, a master serverless service is required in addition
to slave serverless services (the right part of Fig. 1). The master
serverless service is used for controlling the computational
sequence, such as distributing the tasks among the slave
serverless services and waiting for a process to be completed
before assigning subsequent tasks. The available slave service
instances conduct the computationally intensive tasks [14].
The computational load for each of the slave serverless service

instances is about the same. Nearly embarrassingly parallel
computation is achieved.

The master serverless service can use a static or a dynamic
task assignment [13]. In static task assignment, each serverless
service instance does a fixed part of the problem, known as
a priori. Moreover, with a dynamic task assignment, a work-
pool is maintained that serverless service instances consult to
get more work [13]. The work pool is a collection of tasks to
be executed. Serverless service instances execute new tasks as
soon as they finish previously assigned tasks.

A. Migration challenges

The existing service to be migrated to a serverless imple-
mentation is presented in Fig. 2. Two Windows Server virtual
machines are used in the existing solution as VMWare Cloud
instances [15]. For this research, we focussed on the Beat
Detection and Classification (BDC) service [16] as a compute-
intensive module and realized experiments to migrate it to
a serverless implementation. This service is invoked with an
ECG file and runs signal processing algorithms that output
annotations of detected and classified heartbeats. An ECG file
to be processed is uploaded to a Web application deployed on
a Windows Server 2012 R2. The web application is developed
in .NET Core and Javascript. The Web application initiates the
processing of the ECG file by calling the BDC Tomcat Web
Server [17]. The BDC service processes the attached file, uses
additional information (customized thresholds), and returns a
processing status. The web application reads the processed
files if the processing is completed successfully. Otherwise, it
displays an error message that the BDC processing did not
complete successfully.

Our earlier experiments showed that serverless Google
Cloud offers more concurrent resources than Amazon Web
Services [18], [19], and in this paper, we present the de-
velopment of a serverless version of the BDC service on
Google Compute Engine (GCE), Google Cloud Run (GCR),
and Google Cloud Storage (GCS). GCE is an infrastructure
service provided as a part of the Google Cloud Platform,
providing three major components: virtual machines, persistent
disks, and networks [20]. GCR is a fully managed computing
environment to deploy and scale serverless HTTP containers
without worrying about provisioning machines, configuring
clusters, or autoscaling [21]. To implement the BDC service on
GCR, we created a Docker [22] image of the BDC service and
hosted it on Google Container Registry [23]. Corresponding
ECG files are stored on GCS [24].

B. Solution architecture

The BDC serverless solution is shown in Fig. 3. It includes
3 services from Google GCE, GCR, and GCS. The serverless
solution is an implementation of the Nearly Embarrassingly
Parallel Problem, which means that in the solution, we will
have one master serverless service and many slave serverless
service instances.

The ECG file is uploaded to the web application. The web
application in Fig. 2 is the same application in Fig. 3. The
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Fig. 2. BDC VM service architecture in cloud
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Fig. 3. BDC serverless service architecture in cloud

web application is deployed in a Google Compute Engine
VM. The virtual machine has Windows Server 2022 operating
system installed. All requests in the new solution work with
JSON data-interchange format. The Input Generator Module
IGM) represents a master serverless service and, BDC is a
slave serverless service. The IGM is a .NET Core Web API.
A docker image was created from the IGM and is pushed to
Google Container Registry. BDC is a Java service with the
same code as BDC from Fig. 2. A docker image was created
from BDC that is pushed to Google Container Registry. The
detailed configuration of the IGM and BDC in GCR is given
in Table. I.

The IGM receives the data from the ECG file and divides
it into equal time measurements of the ECG signal. Input-
FileChunks is a list of ECG signal chunks created by dividing
the initial ECG file attached to the web application into equal
time chunks. Then for each ECG signal chunk, BDC is called
asynchronously.

Waiting for all asynchronous results from the BDC Slave
service is synchronized using Task.WhenAll(tasks). That cre-
ates a task that will be finish when all of the supplied
tasks have been completed. The results are collected from all
BDCAPI results. The results are then written to a GCS bucket,
and a JSON with processing status is returned.

1 var tasks = inputFileChunks.Select(async file => {
2 BDCAPIResult = await callBDC(param); //public

static async Task<BDCModuleOutputParam> callBDC(
param)

3 File.APIResult = BDCAPIResult;
4 return file;
5 });
6 foreach (var file in await Task.WhenAll(tasks)){
7 collectResults(file);
8 }

Listing 1. IGM C# code

C. Experiments

The real-time scenario is based on processing the 30s or
60s ECG signal expecting a near real-time response (response

TABLE I
CONFIGURATION OF SERVERLESS SERVICES ON GOOGLE CLOUD RUN

IGM BDC
Memory 4Gib 512MiB
vCPUs 8 1
Max requests per container 1 1
Min number of container instances 0 0
Max number of container instances 1 1000

time ≤ 3s).
There are 3 types of processingVM Seq, VM Parallel,

and Serverless Parallel. VM Seq and VM Parallel are
executed in the BDC VM service architecture shown in Fig. 2.
A Serverless Parallel is executed in BDC serverless service
architecture shown in Fig. 3.

D. Evaluation methodology

Two experiment test cases are specified with various exe-
cution configurations for durations of ECG files in minutes D
and workloads of simultaneous W ECG streaming files, with
the same total time of 500 minutes ECG measurement:

• Test case 1: where D = 0.5 and W = 1000,
• Test case 2: where D = 1 and W = 500.
The total execution time Ttotal is measured for each exper-

iment, as average response time (latency) for 5 executions of
the experiment.

To evaluate the impact of introducing the serverless paral-
lelization, for each experiment we measure the response time
TS(W ) and TP (W ), respectively for the VM sequential and
serverless parallel version for a specific load W , and calculate
the speedup S(W ) of the serverless service implementation
with respect to the sequential VM version of the service,
calculated by (1).

S(W ) =
TS(W )

TP (W )
(1)

IV. RESULTS AND DISCUSSION

Fig. 4 presents the achieved results of the total re-
sponse time Ttotal and speedup S(W ) for a given configura-
tion and different processing types. (VMSeq VMParallel,
VMParallel Serverless and, VMSeq Serverless) Ttotal

is represented by a box and whisker plot where each Ttotal

is a set of 5 executions of the experiment. Fig. 5 presents the
speedup S(W ) obtained due to the introduction of paralleliza-
tion.

Sequential processing in the VM has the largest Ttotal.
We observe that the configuration with D=1 W=500 in
all types of processing outperforms D=0.5 W=1000. It is
better to have 500 ECG files of 1 minute measurement
rather than 1000 files of 30 seconds. The lowest S(W )
is achieved for VMSeq VMParallel and the highest for
VMSeq Serverless. In all three types of real-time scenario
processing, the most significant speedup S(W ) is for W=0.5
D=1000. Although for the experiment D=0.5 W=1000, we
achieve a worse Ttotal for all processing types, still more W
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will cause more service requests, which means more serverless
instances will process in parallel. The highest speedup S(W )
of almost 40 is achieved for VMSeq Serverless, and 23 for
VMParallel Serverless.

V. CONCLUSION

We conducted experiments for three processing architecture
types VM Seq, VM Parallel and, Serverless Parallel.
The evaluation confirmed maximum speedup of S(W ) = 40
conducting the real-time experiments. Better speedup for real-
time requires larger W with smaller D of ECG signal to spin
up a greater number of instances that will process in parallel.

Serverless computing model can bring significant speedup
for Embarrassingly parallel problems and Nearly Embarrass-
ingly parallel problems. The migration challenges are: dividing
the problem into sub-problems, fast and parallel sending of
requests to serverless platforms that will spin up a large
number of instances to process in parallel, incorporating other
services such as cloud storage for the whole solution to be
functional and elastic.
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