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Abstract
The Random Forest (RF) and K nearest neighbors (KNN) machine learning (ML) algorithms were evaluated for their abil-
ity to predict ophiolite occurrences, in the East Vardar Zone (EVZ) of central North Macedonia. A predictive map of the 
investigated area was created using three data sources: geophysical data (digital elevation model, gravity and geomagnetic), 
multispectral optical satellite images (Landsat 7 ETM + and their derivatives), and geological data (distance to fault map 
and ophiolite outcrops map). The research included a comparison and discussion on the statistical and geological findings 
derived from different training dataset class ratios in relation to a testing dataset characterized by significant class imbal-
ance. The results suggest that the precise selection of a suitable class balance for the training dataset is a critical factor in 
achieving accurate ophiolite prediction with RF and KNN algorithms. The analysis of feature importance revealed that the 
Bouguer gravity anomaly map, total intensity of the Earth’s magnetic field reduced to the pole map, distance to fault map, 
band ratio BR3 map obtained from multispectral satellite images, and digital elevation model are the most significant fea-
tures for predicting ophiolites within the EVZ. KNN showed poorer results compared to RF in terms of both the evaluation 
metrics and visual analysis of prediction maps. The methods applied in this research can be applied for predictive mapping 
of complex geo-tectonic units covered by dense vegetation, and may indicate the presence of these units even if they were 
not previously mapped, particularly when geophysical data are used as features.

Keywords  Random Forest · K nearest neighbors · Remote Sensing · Geophysical data · Predictive mapping · East Vardar 
Zone

Introduction

In machine learning algorithms (ML), the automatic induc-
tive approach was used to recognize patterns in data, and 
the learned pattern relationships were then applied to other 

similar data or the same datasets but in different domains 
to generate predictions for data-driven classification and 
regression problems (Cracknell and Reading 2014). In situ-
ations involving the prediction of spatially dispersed catego-
ries in extremely complex processes, these algorithms have 
proven to be immensely useful (Kanevski et al. 2009). The 
Random Forest (RF) algorithm is widely used for predictive 
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or geological mapping (Zuo and Carranza 2023). The min-
eral prospectivity mapping studies conducted in the Philip-
pines demonstrated that the RF model exhibited superior 
performance compared to other models in predicting the 
presence of gold deposits (Carranza and Laborte 2015a). 
This was also observed in cases where there were only a few 
occurrences of minerals, such as in the predictive mapping 
of porphyry Cu deposits (Carranza and Laborte 2015b). Fur-
thermore, the RF method offers a notable advantage in the 
form of feature importance quantification. This quantifica-
tion, as noted by Rodriguez-Galiano et al. (2014), provides 
crucial information that aligns with geological expectations. 
Machine learning methods have demonstrated their efficacy 
as a valuable tool in geological mapping, because of that, 
applications in ophiolite mapping could provide satisfactory 
results.

Remote sensing techniques and satellite imagery, char-
acterized by different spatial and spectral resolutions, have 
been extensively studied for their application in geologi-
cal mapping through the analysis and processing of digital 
images (Cracknell and Reading 2014). Multispectral satel-
lite data, such as Landsat 7 ETM + , Landsat 8, Landsat 9, 
or Sentinel-2, have been effectively employed for mapping 
lithology and geological structures in well-exposed geo-
logical areas where spectral analysis is optimal (Aliyu et al. 
2021; Lorenz 2004; Harris et al. 2005, 2008, 2009, 2014; 
Schetselaar and Ryan 2008; Leverington 2010; Leverington 
and Moon 2012; Behnia et al. 2012; Harris and Grunsky 
2015; Albert and Ammar 2021). While there were positive 
outcomes in the application of remote sensing for litho-
logical mapping of surface occurrences, challenges arise in 
characterizing geological materials in areas covered with 
dense vegetation or sediments (Leverington and Moon 2012; 
Harris and Grunsky 2015; Kuhn et al 2018; Ge et al. 2022).

In contrast to prior studies that focused on predicting 
land cover or vegetation classes using multispectral imagery 
and machine learning (ML) algorithms (Huang et al. 2002; 
Foody and Mathur 2004; Ham et al. 2005; Waske and Braun 
2009; Cracknell and Reading 2014), this study emphasizes 
the use of ML methods to map complex geological units, 
irrespective of whether they are exposed outcrops or not. 
The approach employed in this study involved utilizing dif-
ferent data sets, considering their level, resolution, and phys-
ical properties (Kuhn et al. 2018), including airborne mag-
netic data, terrestrial gravity data, and multispectral satellite 
data (Landsat 7 ETM +). These data sets underwent ML 
algorithm processing to generate continuous surface raster 
maps of ophiolite complex data, predicting and mapping the 
complex geological unit—the East Vardar ophiolite zone.

Geophysical data derived from measured values were 
utilized to assess the spatial distribution of properties, pri-
marily for phenomena not observable at the surface, as com-
monly done in geophysics (Cracknell and Reading 2014). 

Physical parameters in geophysics are typically associated 
with specific lithologies. The data used in this application 
included multiple remotely sensed data sets, encompassing 
airborne geophysics (magnetics and elevation), terrestrial 
geophysics (gravity data), and satellite multispectral data. 
The primary task involved a high-dimensional input space 
and a complex, variable set of data relationships. All data 
were represented as raster data and used in the ML algo-
rithm, regardless of the values they represented.

The evaluated algorithms include RF and K nearest 
neighbors (KNN). According to Cracknell and Reading 
(2014) and their cited sources, the architecture of ML algo-
rithms and the statistical distributions of data guide the 
training of classification models (typically by minimizing 
a loss function), which are then applied to the same input 
variables to predict classes present in the training data. The 
emphasis was on comparing the categorical lithology pre-
dictions that were generated by the ML algorithms RF and 
KNN with various data. In this study, both RF and KNN 
were used to combine satellite multispectral data with geo-
physical airborne and terrestrial data, as well as the distance 
to fault map, as features. Incorporating these data, particu-
larly geophysical data (airborne and terrestrial), into ML 
predictions has not yet been realized, particularly for map-
ping complex lithological units as single areas of interest 
(Cracknell and Reading 2014). This research was focused 
on the improvement of a set of features (widely accessible 
remote sensing data supplemented with geophysical data and 
tectonic settings; distance to fault map) with the RF and 
KNN algorithms in areas with dense vegetation and complex 
geological units below the surface. An added element of this 
study pertains to the utilization of legacy geological maps as 
the basis for ophiolite test data (Pendžerkovski et al. 1963; 
Rakikevik et al. 1965, 1969, 1973; Ivanovski and Rakicević 
1970; Hristov et al. 1965, 1973; Karajovanovic and Hristov 
1976; Dumurdzanov et al. 1981; Karajovanovik and Hadži-
Mitrova 1982), which were created using conventional geo-
logical mapping methods i.e., surface mapping techniques. 
The utilization of RF and KNN algorithms presents the 
potential for predicting ophiolites that may not be noticeable 
at the terrain surface, specifically those which are situated 
in the subsurface and that cannot be mapped using conven-
tional geological mapping methods. The study presented a 
ML task that involved binary classification, which entails 
the prediction of one of two classes: the non-ophiolite class 
(designated as 0) and the ophiolite class (designated as 1).

Study area

The study area is in the central part of North Macedonia, 
spans 5270 km2 from north to south (Fig. 1), and contains 
the East Vardar Zone (EVZ). In general, the EVZ traverses 
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Romania, Serbia, North Macedonia, Greece, and Turkey 
(from north to south) (Petrović et al. 2015) and represents 
the easternmost part of the extremely complex tectonic unit 
in the central Balkan Peninsula, namely the Vardar Zone 
(VZ).

As one of several subparallel and NNW- SSE stretch-
ing belts that resulted from Mesozoic convergence and 
subsequent collision, the Vardar Zone is located between 
the Drina- Ivanjica Unit and the Serbo-Macedonian Massif 
(SMM). As an NNW- SSE extending belt, EVZ is generally 
situated between Kopaonik Unit (to the west) and SMM (to 
the east) (Fig. 2). The presence of the ophiolite complex is 
a defining feature of EVZ. Ophiolites are portions of the 
oceanic crust with middle ocean ridge (MOR) or supra-sub-
duction zone (SSZ) affinity that were tectonically deposited 
on the continental margin during the closure of the ocean 
or the exhumation process. According to Moore’s (1982) 
classification, EVZ ophiolites belong to the Cordilleran type 
of ophiolite, which are spatially and temporally associated 
with island and volcanic arches, pyroclastic rocks, subduc-
tion mechanism, and the accretionary mechanism (Petrović 
et al. 2015). EVZ ophiolites are a complex unit, composed of 
ingenious rocks (gabbro-dolerites, dolerites, dolerite dykes, 

and rare basaltic pillow lavas) with geochemical and tectonic 
affinity to "island arc tholeiite" and MOR. Occasionally, 
serpentinized harzburgites are found in small numbers at 
the EVZ margins. All ophiolitic rocks are found in associa-
tion with intermediate and acid-calcalkaline granitic rocks 
(Resimić-Šarić et al. 2006). Overlying ophiolites in the study 
region are Tithonian limestone overstep sequence and/or 
Cretaceous sedimentary rocks (Dimitrijević 1997).

The western part of the study area corresponds to 
Kopaonik Unit (KU), also known as Paikon Unit in Greece 
(Đurić, 2023). The primary lithological components of the 
KU are shales, phyllites with quartzite, limestone, spilite, 
and carbonates from the upper Triassic. Part of the eastern 
portion of the KU is covered by unaltered Lower Cretaceous 
para-flysch (Schefer et al. 2007; Zelić et al. 2010). The east-
ern part of the study area consists of SMM metamorphic 
rocks, which are typically the oldest units in the study area: 
Precambrian and Paleozoic metamorphites. To obtain a 
comprehensive synthesis of the geological evolution of the 
EVZ, it is recommended to refer to the work of Boev et al. 
(2018).

To simplify the geological analysis and produce a con-
tinuous raster, the data used in this study were obtained 

Fig. 1    a) Digital elevation 
model (DEM) of study area 
with highlighted testing and 
training area; (b) Geographical 
position of study area (red poly-
gon) within North Macedonia; 
(c) The geographical position of 
North Macedonia
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from basic geological maps. The study grouped dolerite, 
gabbro, gabbro-dolerite, basaltic pillow lavas, and serpen-
tinized harzburgites as a single ophiolite unit (as shown in 
Fig. 2), while all other geological units were grouped as 
non-ophiolite units.

Materials and methods

The materials and methods chapter, and the results and dis-
cussion chapter, follow Fig. 3, which displays the research 
workflow. Data sources, including multispectral satel-
lite imaging, geophysical data, and geological data, are 
described in the materials and methods chapter. Data pre-
processing is an essential step in preparing data for ML 
tasks, and it is considered a distinct result as it involves 

transforming the original data into data sets for specific pur-
poses in ML modelling (in this case displaying the different 
results with different class balances) and it is presented in 
the results section.

Data sources

A predictive map was generated for ophiolites in the study 
area by utilizing three distinct data sources. These sources 
include multispectral optical satellite images (Landsat 7 
ETM + and their derivatives), geophysical data (including 
gravity, geomagnetic, and digital elevation model), and 
geological data (such as the distance to fault map and field 
mapped ophiolite localities obtained from legacy geologi-
cal maps).

Fig. 2    a) Simplified geotectonic map of part of the Balkan Peninsula 
(modified from Robertson et al. 2009); b) Simplified getectonic-geo-
logical map of the study area with testing and training areas outlined; 
Tectonic units: ED-External Dinaric Unit, WVZ- west Vardar Zone, 

KU- Kopaonik Unit (Kopaonik Block and Ridge Unit), EVZ- East 
Vardar Zone, JU- Jadar Unit, SMM- Serbo-Macedonian Massif, RM- 
Rhodope Massif, GU- Getic Units, PB- Pannonian Block
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Multispectral satellite imaging data

The Landsat 7 ETM + satellite images of the investigated 
area (30 m resolution), bands 1, 2, 3, 4, 5 and 7 were used 
to predict distinct classes in according due to their estab-
lished track record of delivering reliable and robust results 
in similar applications, as evidenced by previous studies (Al-
Rawashdeh et al. 2006). The Landsat 7 satellite image under-
went essential preprocessing steps, including geometric 
correction, atmospheric correction, and noise elimination. 
Additionally, basic processing procedures such as filtering, 
illumination enhancement, and contrast improvement were 
applied to enhance the overall quality and interpretability 
of the image. Band ratios, which are widely used for litho-
logical mapping (Bolt and Bruggenwert 1976; Sposito 1989; 

Farrand 1997; Longhi et al. 2001; Akhavi et al. 2001; Nev-
ille et al. 2003; Al-Rawashdeh et al. 2006), was also derived 
from Landsat 7 images using the previously mentioned ratios 
3/1 (BR1), 5/4 (BR2), and 5/7 (BR3), chosen based on the 
spectral characteristics of the ophiolite complex. Table 1 
provides the corresponding wavelengths for each band of 
the Landsat 7 ETM + satellite.

Geophysical data

In addition to the DEM (Fig. 1c) that was obtained from 
the ASTER mission (30 m resolution), the Bouguer i.e., 
gravity anomaly map (BAM) and the total intensity of the 
Earth’s magnetic field anomaly map, reduced to the pole 

Fig. 3   Data acquisition, prepa-
ration, machine learning model-
ling and evaluation workflow
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(RTP), were selected as geophysical input parameters i.e., 
features for predictive lithological mapping.

Gravity data (Bilibajkić et al. 1979) were obtained by 
detailed gravimetric surveys conducted between 1952 
and 1984 by the Geophysical Institute in Serbia and 
Macedonia. The Cassinis Formula (1930) was utilized 
to calculate normal gravity values. Bullard A, a simple 
Bouguer correction, and free-air corrections of the first 
order were applied. The Bouguer anomaly map (Fig. 4a) 
was generated utilizing a density of 2.67 g/cm3, whereas 
the measurement density was approximately 1 point/km2.

From geomagnetic data (surveys in Serbia and North 
Macedonia), the total intensity of the Earth’s magnetic 
field anomaly map (Fig. 4b) was calculated. The normal 
magnetic field was computed using the Geomagnetic 
Institute’s (Grocka) formula for the epoch 1960.0. RTP 
was applied to these data, resulting in the Total Intensity 
EMF Anomaly Map being reduced to the pole, consider-
ing the Koenigsberger ratio (Q ratio) within the study area 
(29 localities shown on Fig. 2), which does not exceed the 
value of 0.001, indicating that the effects of the remanent 
magnetization can be disregarded (Petrović 2015; Cvet-
kov et al. 2016).

Geologic data

The published 1:100,000 SFR Yugoslavia Basic Geologic 
Maps (Pendžerkovski et al. 1963; Rakikevik et al. 1965, 
1969, 1973; Ivanovski and Rakicević 1966; Hristov et al. 
1965, 1973; Karajovanovic and Hristov 1976; Dumurdzanov 
et al. 1981; Dimitrijević, 1978; Karajovanovik and Hadži-
Mitrova 1982) were used to obtain labelled samples (manu-
ally annotated i.e., classified instances of ophiolites) repre-
senting ophiolite classes for training and evaluation of RF 
and KNN predictions.

The strategic placement of ophiolite is intricately linked 
to the Mesozoic tectonic settings of the region. Moreo-
ver, the discernible regional fault pattern plays a pivotal 
role in this geological context, underscoring its profound 
significance. Using the same geological map sheets, data 
obtained by fieldwork, all faults were digitized and subse-
quently interpreted. Employing a well-established common 
criterion (Brockmann et al. 1977; Novak and Soulakellis 
2000) based on satellite images (Fig. 5a), we determined 
these faults as regional faults that could be responsible for 
ophiolite emplacement within the area. The distance-to-fault 
raster is a map that shows the distance of each pixel in the 
study area to the nearest fault. In this case, it was created 
using a fault map and the Euclidian Distance tool (ArcGIS® 
10.1). The fault map provides information about the location 

Fig. 4   Geophysical maps; a) Bouguer Anomaly Map; b) Total Intensity EMF Anomaly Map reduced to the pole; Black outline- testing area
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and extent of known faults in the area, while the Euclidian 
Distance tool calculates the straight-line distance from each 
pixel to the nearest fault. The resulting raster map can be 
used as a feature in ML algorithms to help predict the distri-
bution of geological units or other phenomena in the study 
area, considering the influence of nearby faults.

All the obtained data was transformed to the MGI Bal-
kans Zone 7 projected coordinate system. The target varia-
ble, namely the ophiolite map, was characterized as a binary 
categorical class with two distinct values (0 for non-ophi-
olites and 1 for ophiolites). Table 1 provides a brief overview 
of the data utilized in this study, including the corresponding 

Fig. 5   a) Fault map; b) Distance to fault map; Black outline- testing area

Table 1   Utilized data, 
abbreviations, groups, and types 
used in this research

Parameter Symbol Data group Data type Usage Other

Landsat 7 ETM + channel 1 C1 Satellite Integer Feature 0.45–0.52 μm
Landsat 7 ETM + channel 2 C2 Satellite Integer Feature 0.52–0.60 μm
Landsat 7 ETM + channel 3 C3 Satellite Integer Feature 0.63–0.69 μm
Landsat 7 ETM + channel 4 C4 Satellite Integer Feature 0.77–0.90 μm
Landsat 7 ETM + channel 5 C5 Satellite Integer Feature 1.55–1.75 μm
Landsat 7 ETM + channel 7 C7 Satellite Integer Feature 2.09–2.35 μm
Band ratio 1 BR1 Satellite Float Feature C3/C1
Band ratio 2 BR2 Satellite Float Feature C5/C4
Band ratio 3 BR3 Satellite Float Feature C5/C7
Digital elevation model DEM Geophysics Integer Feature /
Bouguer anomaly map BAM Geophysics Float Feature /
Total intensity of the EMF 

reduced to the pole
RTP Geophysics Float Feature /

Distance to fault map DF Geology Float Feature /
Ophiolite map Ophiolites Geology Categorical Target /
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abbreviations i.e., symbols, data groupings, and data types 
employed throughout the research.

Machine learning algorithms

The random forest algorithm

Breiman (2001) proposed and developed the Random Forest 
(RF) ML algorithm for regression and classification, which 
has widespread applications and popularity. It has been uti-
lized by numerous environmentalists and geoscientists over 
the past two decades to predict classes and generate spatial 
data maps. It is a meta-classifier (estimator) that fits several 
user-defined decision tree classifiers on various subsamples 
of the training dataset. RF uses averaging to enhance predic-
tive accuracy and prevent overfitting (Kuncheva 2004; Cutler 
et al. 2007; Youssef et al. 2016).

RF has gained popularity among researchers in various 
fields both including science and industry for classification 
and regression tasks. According to Puissant et al. (2014), 
when compared to other ML techniques, only a few param-
eters (the number of variables per node and the number of 
random trees) must be set by the end user, making data prep-
aration easier and saving time during data processing. Since 
it is a non-parametric method, the data is less dependent on 
regular statistical (grid) distribution. According to Breiman 
(2001), it is not susceptible to noise or overfitting (unlike 
standard random trees) and is relatively fast in comparison to 
other classification methods, such as boosting techniques. In 
addition, the RF algorithm is available as a package within 
most of the popular open-source statistical software pack-
ages (R, Weka or JASP). According to Cracknell (2014), 
RF should be considered a first-choice algorithm for the 
prediction of classes that represent lithologies (in this case, 
ophiolite) using commonly available geological and geo-
physical data, and this was the primary reason for using this 
algorithm to predict ophiolite.

Tuning and validation are essential components of all 
ML-based models, including the RF algorithm. According to 
previous research (Breiman 2001; Catani et al. 2013; Harris 
and Grunsky 2015), the most effective method for determin-
ing the optimal range of the number of trees (n°T) for an 
algorithm, is to run a certain (user-defined) number of model 
performance tests with sequentially increasing n°T, until the 
Out-of-bag (OOB) error stops decreasing and stabilizes at a 
near value. The number of trees was incrementally increased 
from 50 to 250 with a step of 50 trees. Subsequently, all 
results were graphed on the test area and, alongside the eval-
uation metrics, were interpreted and discussed. The process 
of conducting ML classification on spatial data involves a 
crucial step of visual analysis. In this study, the occurrence 
of false positive predictions may suggest the existence of 
ophiolites that were not detected using traditional surface 

mapping methodologies due to their subsurface location. 
For the false positive values to possess geological plausi-
bility, it is crucial that they are situated in a region that is 
consistent with existing geological features, such as a previ-
ously identified and mapped ophiolite belt. Moreover, the 
EVZ ophiolites exhibit lithological and tectonic complexity, 
resulting in spatially varying compositions. All models were 
plotted and compared to a digitized ophiolite map derived 
from legacy geologic maps to validate the models visually.

K nearest neighbors

The K nearest neighbors (KNN) algorithm was developed in 
the middle of the twentieth century (Fix and Hodges 1951; 
Cover and Hart 1967). Since then, it has become a popular 
and simple ML algorithm that has been implemented in clas-
sification problems across many research domains.

The KNN classification algorithm is a non-parametric 
algorithm (Ge et al. 2018) that finds the K closest objects 
in the train data from which it predicts the test data label 
(Steinbach and Tan 2009). The choice of the K parameter 
has a significant impact on the KNN classification (James 
et al. 2013), and a high K value can result in overfitting 
(Cracknell and Reading 2014). For this study, the JASP soft-
ware was utilized for both RF and KNN modelling.

Comparative studies employing both RF and KNN on 
remotely sensed geo-spatial data demonstrate that the RF 
algorithm outperforms the KNN algorithm (Cracknell and 
Reading 2014; Ge et al. 2020; Shayeganpour et al. 2021; 
Bachri et al. 2022).

The classification evaluation metrics used in this study 
encompassed standard ML classification evaluation met-
rics, such as accuracy, precision, F1-Score, area under the 
receiver operating characteristic curve (AUC), rates derived 
from the confusion matrix (true positive rate—TP, false pos-
itive rate—FP, true negative rate—TN, and false negative 
rate—FN), and statistical parity. Metrics such as accuracy 
and precision are used to measure the proportion of correctly 
classified instances out of the total number of instances 
(accuracy) or the proportion of correct positive predictions 
out of the total number of positive predictions (precision). 
The F1-Score is a metric used to evaluate classification per-
formance and it is calculated as the harmonic mean between 
the true positive rate and precision. The F1-Score is consid-
ered a better metric than accuracy in imbalanced ML tasks 
(Joshi 2002; Hossin and Sulaiman 2015). The AUC value 
quantifies the model’s capacity to differentiate between the 
classes in a classification ML task, such as its ability to dif-
ferentiate between the ophiolite and non-ophiolite classes 
in this research. The statistical parity parameter indicates 
the distribution of predicted instances. The previously men-
tioned evaluation metrics (accuracy, precision and F1 score) 
should for a better model be represented by higher values, 
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as for the statistical parity metric it should closely resem-
ble the original class distribution in the testing dataset. All 
the aforementioned evaluation metrics were used individu-
ally for each class to meet specific requirements in model 
evaluation.

The computational cost of the employed algorithms is an 
additional factor to be considered in classification modeling. 
Cracknell and Reading (2014) demonstrated that among 
the five algorithms presented, the support vector machine 
(SVM) algorithm exhibited the highest computational time, 
while the RF and artificial neural networks (ANN) algo-
rithms shared the second position. A prevalent strategy for 
reducing computational time involves the reduction of the 
number of features utilized, with the least informative ones 
being disregarded. The present study yields feature selection 
tables through RF modeling, which are distinguished by two 
parameters: the mean decrease in node accuracy (MDNA) 
and the total increase in node purity (TINP). The results of 
the feature selection process i.e., feature importance analysis 
can possibly suggest that it is beneficial to construct an alter-
native RF model that employs a reduced number of features. 
This approach would yield a decrease in computational time 
and a comparison of the two models with different number 
of features utilized.

Data pre‑ processing

The research area was partitioned into two distinct areas, 
namely the training and testing areas. The training area 
spanned 3270 km2 and encompassed a total of 328 560 sam-
pling data points. On the other hand, the testing area covered 
2000 km2 and comprised 201 254 sampling data points, as 
indicated in Table 2. Three distinct sets, each comprising 
different proportions of training samples, were chosen for 
analysis. These sets were labeled as A (comprising the entire 
data sample), B (comprising two-thirds of the 0-class sam-
ple), and C (comprising an equal number of samples from 
both the 0 and 1 ophiolite classes). The primary objective 
was to assess whether a reduction in the quantity of sampling 
data points, coupled with an increase in the proportion of 
ophiolites and non-ophiolites in the training dataset, would 
yield improved predictions in the testing dataset. It is worth 
noting that the testing dataset is significantly imbalanced, as 
evidenced by Table 2.

Results

Random forest

The RF algorithm was applied to all three datasets (A, B, 
and C) with varying numbers of data points and distinct 
ratios of the two binary categorical classes pertaining to 

ophiolites. The RF modeling process encompassed five dis-
tinct models per dataset, each with varying numbers of trees 
that ranged from 50 to 250, with increments of 50. The RF 
modelling yielded both evaluation metrics and the predictive 
maps of ophiolites.

Figure 6 presents a set of ten evaluation metrics that 
have been chosen to assess the performance of the model 
across various training data sets and different numbers of 
trees in the RF model. Regarding accuracy, the models that 
employed the A dataset exhibit marginally better accuracy 
for both categories compared to RF models utilizing B 
or C datasets. However, the difference is negligible, with 
only a 1.3% variance between the model that demonstrated 
the highest accuracy (RF_A_100) and the model with the 
lowest accuracy (RF_C_100). The precision metric per-
taining to the non-ophiolite class is analogous to the accu-
racy metric, as the disparity between the two is negligible. 
However, for the ophiolite class, the difference is consider-
ably more obvious, with two distinct outliers exhibiting an 
overall higher precision. Specifically, the RF models that 
employ the A dataset with 100 and 250 trees demonstrate 
this trend. The F1 score is a crucial evaluation metric for 
assessing the overall performance of a model and is on par 
with the AUC (Area Under the Receiver Operating Char-
acteristic Curve) metric. It displays a categorization of the 
values that are associated with different datasets for the 
ophiolite class. The F1 score exhibits the highest values 
for the balanced dataset (dataset C), reaching up to 0.174. 
Conversely, dataset A displays the lowest F1 score values, 
descending as low as 0.02 (RF_A_250). The AUC values 
demonstrate a distinction in values across various datasets, 

Table 2   Datasets A, B and C with number of points and ratios for 
training and testing area

-non ophiolite class; 1—ophiolite class;
Sum—total number of points per dataset

Dataset A

0 1 Sum 0 [%] 1 [%]

Training 273 106 55 454 328 560 83 17
Testing 189 116 12 138 201 254 93 7
Sum 462 222 67 592 529 814 87.2 12.8
Dataset B

0 1 Sum 0 [%] 1 [%]
Training 100 000 55 454 155 454 64.3 35.7
Testing 189 116 12 138 201 254 93 7
Sum 289 116 67 592 356 708 81 19
Dataset C

0 1 Sum 0 [%] 1 [%]
Training 55 454 55 454 110 908 50 50
Testing 189 116 12 138 201 254 93 7
Sum 244 570 67 592 312 162 78 22
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with dataset C exhibiting higher values and dataset A 
exhibiting lower values. The true positive (TP) rate of the 
ophiolite class indicates that dataset C exhibits the highest 
rates, while conversely, the dataset C category displays 
the lowest rates of the true positive rate. The statistical 
parity, specifically, for dataset C, exhibits peak values of 
approximately 0.028. This indicates that when the number 
of data points decreases and the proportion of ophiolites to 
non-ophiolites approaches equilibrium, the trained model 
improves in its ability to predict the ophiolite class.

The results of the statistical analysis conducted on the 
evaluation metrics of the 15 RF models indicate that the 
most optimal dataset is the C dataset, which is character-
ized by an even balance of ophiolites to non-ophiolites. In 
general, the ophiolite class exhibits the highest F1 scores 
in the C dataset, while the F1 scores for the non-ophiolite 
class are relatively similar across all three datasets. The 
dataset denoted as C exhibits the highest AUC values, 
albeit a slight variance is discernible when compared to 
other input datasets. Based on the statistical parity metric, 
it can be observed that the C dataset exhibits the highest 
likelihood of predicting the ophiolite class. Furthermore, 
the TP rate for the ophiolite class is also the highest for 
the C dataset. Overall, within the C dataset, the RF_C_100 
model, which employed 100 trees for modeling, was found 
to be the most optimal. The model exhibits a relatively 
good AUC of 0.853, with the ophiolite class achieving the 
highest F1 score of 0.172. Additionally, the model dem-
onstrates a statistical parity value of 0.028, which is also 
the highest among all models.

In addition to the statistical examination of evaluation 
metrics, an equally significant analysis pertains to the visual 
analysis of classification maps, i.e., predictive maps. The 
predictive maps of the chosen models for all three datasets 
are illustrated in Fig. 7. The chosen RF models comprise of 
50, 100, and 250 trees for every used input dataset.

The RF model, which employed the A dataset and con-
sisted of 50 trees as depicted in Fig. 6, generated 935 pre-
dictions for the ophiolite class. Most of these predictions 
were observed in the NW region of the EVZ. Furthermore, 
a secondary group of ophiolites is predicted to be present 
in a limited region situated in the SE part of the EVZ. Con-
versely, the RF models comprising of 100 and 250 trees 
exhibited a significantly lower number of predictions, 
specifically 328 and 302, respectively. The small pocket 
located in the SE of the EVZ exhibited ophiolite class pre-
dictions by both RF_A_100 and RF_A_250. However, it 
is noteworthy that the A dataset models, overall, exhibit a 
significant under-prediction of the non-ophiolite class. This 
can be attributed to the imbalance of the training dataset 
employed. Furthermore, from a geological perspective, it 
can be observed that the A dataset models fail to depict the 
ophiolites’ general NE to SW positioning within the EVZ, 
which is situated at the center of the region.

The initial visual comparison of RF models using dataset 
A and dataset B reveals that the RF models utilizing dataset 
B generated a significantly higher number of predictions for 
the ophiolite class. The RF models that employ a moderately 
balanced dataset, though not entirely balanced, yield ophi-
olite class predictions ranging from 2086 to 2391 instances. 

Fig. 6   Selected class evaluation 
metrics for the RF modelling
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Fig. 7   Selected predictive maps for the RF models; n- number of ophiolite class instances; black outline- field mapped ophiolites; red markers- 
predicted ophiolites
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This outcome is consistent with the statistical parity evalu-
ation metric observed earlier. Most of the predictions are 
situated in the NW region of the EVZ, accompanied by 
supplementary predictions in the minor enclave in the SE 
portion of the EVZ. Further predictions pertaining to the 
ophiolite classification may be discerned at the center of 
the EVZ, exhibiting a directional orientation of NE-SW. 
The RF models that employed the B dataset exhibited better 
performance in comparison to the RF models that employed 
the A dataset, despite having approximately 50% less data. 
This observation was further corroborated by the evaluation 
metrics displayed previously.

Upon visual inspection, it can be inferred that the optimal 
input dataset among the three RF model groups is dataset 
C, as supported by the analysis of the evaluation metrics. 
The dataset denoted as C exhibits many ophiolite classifica-
tions in the NW sector of the EVZ. However, a noteworthy 
advantage of a fully balanced dataset is that the RF C models 
can accurately predict the geological positioning of ophi-
olites. The C dataset RF models provide the most accurate 
prediction of the overall NE-SW strike of ophiolites in the 
EVZ. Notably, the center of the EVZ exhibits the highest 
concentration of ophiolite class predictions across all three 
model groups. Furthermore, it was observed that the RF 
models trained on the C dataset exhibited the highest num-
ber of predictions for the ophiolite class, with a maximum 
of 5591 predictions achieved by the RF_C_100 model. It is 
noteworthy that despite having a significantly lower quan-
tity of data, approximately 66% less than the A dataset and 
30% less than the B dataset, the C dataset yielded the most 
accurate predictions.

The study conducted a visual and statistical analysis of 
evaluation metrics for three groups of RF models with vary-
ing numbers of trees. The results indicate that the RF model 
utilizing the completely balanced C dataset, despite hav-
ing the least amount of data for model training compared to 
other input data groups, yields the best overall outcomes for 
predictive ophiolite mapping.

Feature importance analysis

The RF model, which was trained on the C dataset and con-
sisted of 100 trees, exhibited better performance in terms of 
evaluation metrics and visual representation through pre-
diction maps. All models employed the complete set of 13 
features to generate the prediction map. Additionally, the RF 
modeling yielded feature importance outputs, which were 
determined by the MDNA and TINP, as depicted in Fig. 8.

In the RF_C_100 model, the top five features ranked by 
MDNA and TINP exhibit similarity. These features include 
the Bouguer anomaly map, distance to fault map, digital 
elevation model, total intensity of the Earth’s magnetic field 
reduced to the pole, and BR3 map. Likewise, the remain-
ing 14 models exhibited identical outcomes, with the top 
five most informative parameters consistently ranking in the 
same order. Additionally, all models shared a commonality 
in the two parameters that were ranked as the least informa-
tive, specifically the Landsat 7 ETM + channel 4 and BR1 
map. Regarding the RF_C_100 model, it is significant to 
mention that the BAM feature is by far the most informa-
tive feature for ophiolite prediction, as indicated by both the 
MDNA and TINP (Fig. 7).

Fig. 8   Feature importance from RF_C_100 model; a) Mean decrease in node accuracy; b) total increase in node purity
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To assess the prospective reduction in computational 
cost linked to RF modelling, the modelling procedure was 
replicated using the same input dataset (C) and tree count 
(100). However, unlike RF_C_100, which employed all 13 
input features, only the five most informative features, as 
depicted in Fig. 7, were utilized. The model that was cre-
ated (RF_C_100_5MI) was compared with the RF_C_100. 
Table 3 illustrates that the RF_C_100_5MI model shows 
lower overall performance, as evidenced by the F1 score for 
the ophiolite class. The discrepancy amounts to approxi-
mately 5%. Furthermore, it can be noted that there exists 
a disparity of approximately 2% in the AUC metric for the 
ophiolite class, with the RF_C_100 model exhibiting a 
slightly higher AUC value. The precision metric exhibits 
a significant contrast, with RF_C_100 demonstrating a 9% 
higher precision. In general, the evaluation metrics of the 
RF_C_100_5MI model are most compatible with the evalua-
tion metrics exhibited by the models of the B dataset, except 
for the statistical parity parameter which is most compatible 
with the C dataset models. A noteworthy comparison can be 
drawn between the duration of training and testing for two 
models. Expectedly, the model that employs all 13 features, 
which is deemed the overall better model, requires approxi-
mately 55% more computational time than the model that 
employs the same dataset but only the five most informative 
features.

To fully quantify the performance of the RF_C_100_5MI 
model, a prediction map was generated using the same 
methodology as the preceding models (Fig. 9). Table 3 
reveals that the RF_C_100_5MI model exhibits a statistical 
parity evaluation metric that is comparable to that of the 
RF_C_100 model. Furthermore, while the evaluation met-
rics of the RF_C_100_5MI model are more comparable with 
the B input dataset models, the prediction map and the num-
ber of ophiolite instances predicted are equivalent to those 

of the C dataset models. In general, the RF_C_100_5MI 
model exhibits comparable prediction maps to those of 
the C dataset models. Notably, the NW region of the EVZ 
demonstrates many ophiolite class predictions, along with 
a minor pocket situated in the SE region of the EVZ. The 
ophiolites in the EVZ were accurately predicted to have a 
NE-SW strike. Moreover, the projected count of ophiolite 
occurrences is comparable to the models in the C dataset, 
with a predicted value of 5745 ophiolite instances.

In general, the RF_C_100_5MI model exhibits satisfac-
tory evaluation metric statistics and provides an overall 
adequate geological (visual) prediction of ophiolites in the 
EVZ. Despite having 8 fewer features, this model offers the 
added benefit of a 55% reduction in computation time. In 
this instance, it may be beneficial to make a trade-off by 
selecting a model that is statistically inferior but yields satis-
factory visual outcomes, while requiring 55% less computa-
tional time. This holds significant value as it displays that not 
an overabundance of features is needed for RF modelling, 
and effective modelling and prediction can be done with five 
most informative features and a balanced dataset.

K nearest neighbors

The KNN modeling was conducted utilizing solely the top 
five most informative features that were employed in the 
RF modeling. The RF_C_100_5MI model demonstrated 

Table 3   Comparison between RF_C_100 and RF_C_100_5MI

0- non ophiolite class; 1—ophiolite class; TP- True positive; FP- 
False positive; TN- True negative; FN- False negative.

Model RF_C_100 RF_C_100_5MI

/ 0 1 0 1

Accuracy 0.927 0.927 0.922 0.922
Precision 0.946 0.274 0.944 0.182
F1 Score 0.962 0.174 0.959 0.118
AUC​ 0.852 0.854 0.829 0.831
TP Rate 0.979 0.127 0.975 0.087
FP Rate 0.873 0.021 0.913 0.025
TN Rate 0.127 0.979 0.087 0.975
FN Rate 0.021 0.873 0.025 0.913
Statistical Parity 0.972 0.028 0.971 0.029
Computational time[s] 210 93

Fig. 9   RF model with only five most informative features 
(RF_C_100_5MI); n- number of ophiolite class instances; black out-
line- field mapped ophiolites; red markers- predicted ophiolites
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reasonable evaluation metric statistics and satisfactory vis-
ual predictions of ophiolites, while also offering the advan-
tage of 55% less computational time. Figure 10 presents 
the evaluation metrics for the five KNN models that were 
constructed using K values ranging from 1 to 5, with incre-
ments of 1.

The F1 score for the ophiolite class indicates that the 
disparity between the highest-performing model and the 
lowest-performing model is approximately 1.7%. In contrast, 
the largest discrepancy in the AUC metric is approximately 
8.8%. The difference between the AUC parameter of the 
optimal KNN model and the RF models is significant, with 
the KNN models exhibiting markedly inferior AUC values. 
It is noteworthy to mention that the KNN model exhibits a 
higher TP rate and statistical parity parameters. The KNN 
models exhibit a higher likelihood of predicting the ophiolite 
class in comparison to the RF models, with the former being 
approximately three times more likely to do so. Specifically, 
the maximum probability of ophiolite class prediction for the 
RF models is approximately 2.9%, while that for the KNN 
models is approximately 6.6%.

The prediction maps for the three KNN models, specifi-
cally the models utilizing 1, 2, and 5 nearest neighbors, are 
depicted in Fig. 11. One notable modification that can be 
implemented on the RF_C_100_5MI model pertains to the 
considerable surplus in the number of predicted ophiolite 
class instances, which surpasses ten thousand, analogous 
to the statistical parity metric. In addition to variations in 
the predicted count of ophiolite instances, the KNN models 
are comparable with the RF models. Most ophiolite class 

instances predictions are situated in the NW portion of the 
EVZ. Additionally, the ophiolites’ general orientation in the 
central region of the EVZ is NE-SW, a pattern that all the 
KNN models accurately predicted. Furthermore, it is possi-
ble to observe an area consisting of ophiolite instances in the 
NE region of the EVZ, which was present in the RF models 
but not as predominant as in the KNN models.

Based on the KNN modeling, evaluation metric, and anal-
ysis, it can be inferred that the KNN model with five nearest 
neighbors is the most optimal KNN model. Regarding the 
evaluation metrics, the ophiolite class exhibits the highest F1 
score and AUC. However, the AUC value is notably lower 
than that of the corresponding RF model (RF_C_100_5MI). 
In general, the KNN models exhibited satisfactory visual 
and geological foundations for ophiolite prediction, utilizing 
only five most informative features. However, the predictions 
are comparatively inferior to those of the RF models.

A comparative analysis can be conducted between 
RF_C_100_5MI and KNN_C_5, both of which are con-
sidered the top-performing models, with RF_C_100 
serving as the reference model. A false positive (FP) 
map can be utilized to draw a comparison, wherein all 
instances that a particular model has made a FP predic-
tion for are represented (Fig. 12). The significance of 
the FP map lies in its ability to identify potential areas 
where ophiolites may be absent from mapping or situated 
beneath the subsurface and were not able to be mapped 
with traditional surface geological mapping techniques. 
The RF_C_100_5MI model exhibited a lower incidence 
of FP predictions as compared to the KNN model. This 

Fig. 10   Selected class evalua-
tion metrics for the KNN mod-
elling
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outcome was anticipated, given the KNN model’s higher 
statistical parity metric and the greater number of pre-
dicted ophiolite instances overall. The RF_C_100 model 
exhibited a reduction of 600 FP instances in comparison to 
the RF model that employed 5 features. The three models 
exhibited most of the FP predictions in the proximity of 
pre-existing or mapped ophiolites. Most of them are in the 
NW part of the EVZ and in the central region of the EVZ, 
close to the identified ophiolites. When compared, it was 
observed that the KNN model exhibited a higher number 
of FP predictions in comparison to both the RF models. 
It is noteworthy that a specific subset of these FP predic-
tions was situated along the NE-SW strike of the ophiolites 
through the EVZ.

Discussion

The evaluation of two RF models revealed that the model 
with a reduced number of features demonstrated lesser 
performance based on the evaluation metrics. However, 
it exhibited a notable reduction of approximately 55% in 
computational time in comparison to the other model. In 
this instance, the absolute disparity was a modest 137 s. 
However, when confronted with more extensive datasets, 
such as a broader region of interest or data of higher reso-
lution, the decrease in computational time may prove to 
be considerably more noteworthy. The RF_C_100_5MI 
was selected as the optimal model. Regarding the visual 

Fig. 11   Selected predictive maps for the KNN models; n- number of ophiolite class instances; black outline- field mapped ophiolites; red mark-
ers- predicted ophiolites

Fig. 12   False positive maps for the RF and KNN models; n- number of false positive instances; black outline- field mapped ophiolites; blue 
markers- false positive instances
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comparison of the two RF models, it can be observed that 
the RF_C_100_5MI model produced a prediction map that 
is satisfactory and closely resembles the one generated by 
the RF model that employed all 13 features. Furthermore, 
the KNN model exhibited poorer evaluation metrics sta-
tistics, particularly about the AUC parameter, which was 
not in line with those of the RF model, given the same set 
of features and input dataset. The KNN model exhibited 
visually satisfactory prediction maps. Regarding the most 
informative features, the results revealed intriguing pat-
terns that require further investigation to fully compre-
hend the geological and geophysical implications. Feature 
importance is a valuable piece of information that neces-
sitates additional research to establish a comprehensive 
link between its numerical output and the real nature of 
the phenomena.

When comparing the RF and KNN models using evalu-
ation metric statistics, it is necessary to take into account 
various aspects. Although an effort was made to train and 
test the KNN model using only the five most informative 
features, as it operates more efficiently on lower dimensional 
data (i.e., with fewer features), it was ultimately exceeded by 
the RF model. However, in contrast to the KNN model, the 
RF model exhibits mode robustness towards outliers, mean-
ing it is less sensitive to them, and it also more effectively 
captures non-linear relationships within the data. In sum-
mary, the RF model exhibits better capability in capturing 
complex relationships within the data when compared to 
the KNN model; thus, the KNN model is more appropri-
ate for simpler datasets. This suggests that future research 
efforts could be focused on more complex models rather 
than the RF model, as they may be better equipped to handle 
the utilized data. However, it is important to note that more 
complex models have a greater number of hyperparameters 
that require tuning, resulting in a more complicated method 
of model tuning. While this can be efficiently accomplished 
through the use of various grid search techniques, it will 
require greater computational time.

The FP prediction map holds great significance as it ena-
bles an investigation into potential ophiolite sites that were 
not identified through surface mapping methodologies or are 
situated beneath the surface. In the context of data analysis 
in areas with dense vegetation, such as the EVZ region, it is 
possible that the FP prediction map may provide valuable 
insights for future geological surveys, specifically in identi-
fying potential ophiolite locations.

From a statistical standpoint, it can be observed that all 
the models generated exhibit a minimal number of predic-
tions related to the total number of ophiolite instances. Despite 
being well-presented, the most proficient model failed to 
identify approximately 70% of ophiolite instances within the 
EVZ. Conversely, incorporating statistical rigor into models 
that utilize data collected from challenging conditions and 

incorporating legacy geological data may not be the best 
course of action. The C dataset models demonstrated a reli-
able geological prediction map that could potentially serve as 
a basis for subsequent surveys or more comprehensive ophi-
olite exploration endeavors. The C dataset models accurately 
predicted the general occurrence of the ophiolite belt strike in 
the EVZ, despite their limited ability to predict most individual 
ophiolite instances. Despite the absence of the most statisti-
cally precise models, the visual analysis of the prediction maps 
demonstrated that the selected models are adequate for the 
given scale of mapping and the size of the study area.

As demonstrated in a number of studies (Cracknell and 
Reading 2014; Ge et al. 2020; Shayeganpour et al. 2021; 
Bachri et al. 2022), the RF method outperforms the KNN 
model, which was confirmed in this piece of research. There 
are multiple potential causes for this result; however, the 
most likely is that the KNN model may not be optimal 
when dealing with a large feature space, compounded by 
the likely nonlinear relationship between the features and the 
target variable. Furthermore, the RF algorithm emerged as a 
highly favorable initial option, as demonstrated in this study, 
which emphasized its straightforwardness in implementation 
(requiring only a few hyperparameters to be adjusted), resist-
ance to overfitting, and overall computational simplicity.

Additionally, it is important to briefly discuss the fea-
tures employed and their accessibility for researchers seek-
ing to implement the same approach in their own survey 
region. The feature importance analysis revealed that the 
five previously mentioned features are sufficient for achiev-
ing a sufficiently accurate prediction of ophiolites. The fea-
tures encompass data that may not be readily accessible to 
all researchers, such as the Bouguer anomaly map (which 
can be costly if a gravity survey was not conducted), the 
total intensity of the Earth’s magnetic field (similar to the 
Bouguer anomaly map), the BR3 map (which necessitates 
at least two multispectral imagery bands), the distance to 
fault map (which requires extensive regional geologic map-
ping), and the digital elevation model (which relies on satel-
lite data). Although ML methods necessitate a substantial 
amount of high-quality data, additional research can be con-
ducted to provide best practices recommendations regarding 
the anticipated outcomes when utilizing all available data 
from various sources (such as this study) and offer insights 
into the expected outcomes when working with limited data 
and identify scenarios where attempting ML classification is 
advisable or not, as ML is a data-driven process.

Conclusion

Based on available geological data, satellite images, and 
geophysical measurements, this study focused on mapping 
the extremely complex geological and tectonic units under 
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conditions of dense vegetation. This approach was evaluated 
to determine if it provided any useful information. The sur-
vey was conducted in the central region of North Macedonia 
and encompasses a larger portion of the EVZ. The input data 
(features) for the RF algorithm consisted of bands of Landsat 
7 ETM + satellite images, a Total Intensity EMF Anomaly 
Map reduced to the pole, distance to fault, digital elevation 
model, and a Bouguer Anomaly Map, unlike other similar 
studies. The Bouguer Anomaly Map was chosen because 
it directly indicates the appearance of a body with a higher 
density, as was the case with gabbro and dolerite as integral 
components of ophiolite. Due to the 100 m working resolu-
tion, local geophysical variations were disregarded.

The RF algorithm was employed to compare input data-
sets containing varying degrees of ophiolite and non-ophi-
olite classes. The results of the comparison revealed that 
dataset C, which was characterized by a balanced 50–50 
percent of ophiolites and non-ophiolites in the training data-
set, yielded the most optimal outcomes.

According to the results of the feature importance 
analysis, the Bouguer gravity anomaly map, Total inten-
sity EMF reduced to the pole, distance to fault map, digi-
tal elevation model, and BR3 map are the most significant 
features for predicting ophiolites. The statistical metrics 
of the model that incorporated all 13 features were better. 
However, the RF model that employed all features and the 
model that utilized only the five most informative features 
exhibited similar ophiolite distribution through the EVZ, as 
observed visually. Based on statistical analysis, the model 
that employed only the top five informative features is kin 
statistically for slightly imbalanced training datasets, such 
as dataset B. However, upon visual inspection, the models 
trained on dataset B and the RF model utilizing only the top 
five informative features and the balanced dataset C exhibit 
significant dissimilarities. One benefit of utilizing a reduced 
feature set consisting of only five of the most informative 
features is a reduction in computational time. Specifically, 
this approach results in a decrease of approximately 55% in 
computational time. Furthermore, it is crucial to emphasize 
the importance of employing a balanced training dataset 
when dealing with a target class imbalanced testing area. 
This is because models trained on an imbalanced dataset 
(dataset A) tend to exhibit significant overestimation of the 
non-ophiolite class. Implementing a balanced dataset that 
contains a reduced number of samples (approximately 66% 
fewer in this instance) yields more precise models. This indi-
cates that in certain ML classification scenarios, a smaller 
amount of data can be advantageous.

Comparing the RF and KNN algorithms produced 
results consistent with the existing literature, the RF algo-
rithm produced superior results based on the evaluation 

metrics of both algorithms. The KNN model, utilizing 
dataset C as the input dataset, exhibited an FP rate that was 
nearly two and a half times that of the RF model, which 
also utilized the same input features and dataset. Further-
more, it was observed that the KNN model exhibited com-
paratively inferior AUC values, with the maximum value 
recorded at 0.651 (KNN_C_5). On the other hand, the RF 
model yielded AUC values of 0.831 (RF_C_100_5MI). 
Conversely, visual analysis indicated that the KNN algo-
rithm accurately approximated the spatial distribution of 
the ophiolites within the test area of the EVZ.

In densely vegetated regions with complex geological 
and tectonic settings, a RF algorithm with appropriate fea-
tures and a balanced dataset yields satisfactory results for 
predictive mapping of complex units, such as ophiolites, 
and may indicate the existence of these units even when 
they were not field mapped, especially when geophysical 
data are used as features.
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