# Comparative study of random walks with one-step memory on complex networks 

Miroslav Mirchev ${ }^{[0000-0001-9899-2439]}$, Lasko Basnarkov ${ }^{[0000-0001-5657-9304]}$, and Igor Mishkovski ${ }^{[0000-0003-1137-6102] ~}$<br>Ss. Cyril and Methodius University in Skopje, Faculty of Computer Science and Engineering, Rudjer Boshkovikj 16, 1000 Skopje, North Macedonia<br>\{miroslav.mirchev,lasko.basnarkov,igor.mishkovski\}@finki.ukim.mk


#### Abstract

We investigate searching efficiency of different kinds of random walk on complex networks which rely on local information and onestep memory. For the studied navigation strategies we obtained theoretical and numerical values for the graph mean first passage times as an indicator for the searching efficiency. The experiments with generated and real networks show that biasing based on inverse degree, persistence and local two-hop paths can lead to smaller searching times. Moreover, these biasing approaches can be combined to achieve a more robust random search strategy. Our findings can be applied in the modeling and solution of various real-world problems.
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## 1 Introduction

Random walk is a ubiquitous concept that describes wandering in certain space in which the location where the walker will be in the next moment is chosen randomly. In complex networks it can applied for modeling diverse phenomena like searching through information networks [1], diffusion of information, ideas and viruses in social networks, stock market fluctuations, and solving various problems such as page ranking in the web [19], semi-supervised graph labeling [10, 29], link prediction in graphs [2], and graph representation learning [13, 17].

Since the onset of interest in complex networks, various models of random walk on top of them have been proposed. The standard uniform random walk is based on randomly choosing the next node in the walk with equal probability from all neighbors of the node where the walker currently is. By applying master equation approach [18] or Markov chain theory [12] one can obtain theoretical results for a key quantity in the random walk - the mean first passage time (MFPT), that represents the expected number of steps needed for the walker to reach randomly chosen target for the first time. Using the same formalism, various modifications of the uniform random walk have been applied that exploit the local properties of the network, aimed at improving the search time. One approach is based on the degrees of the neighbors [9], particularly when biasing proportionally to the inverse degree of the next node [4,6]. Some authors have
considered local neighborhood exploration by random walks using marking as well as biasing based on neighbors degrees [5]. In another approach memory is applied where the probability to jump to some next node depends on the current, but also on the previously visited one [3,4,7]. Other problems that have recently received attention are random walk on networks with resetting [21], multiple simultaneous random walks [20], and random walk on hypergraphs [8].

The theoretical expressions for calculating MFPT in random walks with onestep memory presented in [4] provide a useful testbed that can be employed for comparing various biasing strategies in relatively small networks. Nevertheless, the findings can be then applied to networks with arbitrary sizes. In this work, we aim to study and combine different approaches with local information in order to see whether further improvement is possible. We study five types of random walks with one-step memory: simple forward going, inverse degree biased, two-hop paths based, persistent, and we introduce a combination of persistent and inverse degree biased. For comparison in our study we also include two standard random walks without memory: uniform and inverse degree biased. Our findings can be applied for potential improvements in the study of a wide range of problems mentioned at the beginning of this introduction.

In Section II we describe the theoretical expressions for calculating MFPTs in random walks with one-step memory on complex networks represented as graphs. Several graph searching strategies using such random walks are described in Section III. In Section IV we present the results obtained with the theoretical expressions and numerical simulations on several synthetic and real complex networks, while in Section V we give some general conclusions.

## 2 Mean first passage time of random walks with one-step memory on complex networks

In this section we briefly restate the main analytical results from [4] for representing a random walk with a one-step memory over complex networks, but a detailed explanation of the expressions derivation can be found in the original paper. For the sake of simplicity we use notations for undirected networks, although the same theory also holds for directed networks. A complex network given as a graph $G(V, E)$ composed of a set of vertices $V,|V|=N$, and a set of edges $E,|E|=L$, can be represented by an adjacency matrix $\mathbf{A}_{N \times N}$. We study discrete-time random walks with a one-step memory, so that a random walk that in the previous steps has visited nodes $\{\ldots, o, p, q, r\}$ and currently is in node $s$, can visit a next node $t$ with a probability

$$
\begin{equation*}
p(t \mid s, r, q, p, o, \ldots)=p(t \mid s, r) \tag{1}
\end{equation*}
$$

In order to represent such a random walk with a Markov chain instead of using the nodes as states we use the links between the nodes. The transition matrix of the corresponding Markov chain $\mathbf{P}_{L \times L}$ will have elements $p_{r s, s t}=p(t \mid s, r)$, $\forall r s, s t, \in E$. These elements can take arbitrary values that represent probabilities, depending on the chosen random walk.

The random walk can be initialized by starting from node $a$ and then passing to a random neighbor $b$, so from that moment on the transitions can be made according to $\mathbf{P}$. The problem of finding a target node $z$ can be represented as reaching any state $y z$, where $y$ is any neighbor of $z$. This process can be represented by an absorbing Markov chain with a transition matrix $\mathbf{P}_{(z)}$ where all states $y z$ are absorbing, while all other transitions states $i j, j \neq z$ are transient. The theory of absorbing Markov chains and particularly the mean time to absorption (MTA) can be then used to calculate the mean first passage time (MFPT) from $a$ to $z[12,24]$. For simplicity we assume that the random walk never starts from the target $z$, so for the MFPT calculation we can safely omit all states $z y, \forall y$. The transition matrix $\mathbf{P}_{(z)}$ takes the form

$$
\mathbf{P}_{(z)}=\left|\begin{array}{cc}
\mathbf{Q}_{(z)} & \mathbf{R}_{(z)}  \tag{2}\\
\mathbf{0} & \mathbf{I}
\end{array}\right|,
$$

where $\mathbf{Q}_{(z)}$ is an $\left(L-k_{z}\right) \times\left(L-k_{z}\right)$ matrix containing the transition probabilities among transient states, $\mathbf{R}_{(z)}$ is an $\left(L-k_{z}\right) \times k_{z}$ matrix representing the transitions from the transient to the absorbing states, and $\mathbf{I}$ is an $k_{z} \times k_{z}$ identity matrix. The fundamental matrix for the corresponding Markov chain contains the expected number of steps that a random walk starting from any transient state $a b$ is present in another transient state $i j$ can be expressed as the infinite sum

$$
\begin{equation*}
\mathbf{Y}_{(z)}=\mathbf{I}+\mathbf{Q}_{(z)}+\mathbf{Q}_{(z)}^{2}+\cdots \tag{3}
\end{equation*}
$$

The powers of $\mathbf{Q}_{(z)}$ diminish as $n \rightarrow \infty$, and $\mathbf{Y}_{(z)}$ converges towards

$$
\begin{equation*}
\mathbf{Y}_{(z)}=\left(\mathbf{I}-\mathbf{Q}_{(z)}\right)^{-1} \tag{4}
\end{equation*}
$$

Then we can obtain a vector containing all the MTA from all possible initial states $a b$ by multiplying with a vector of ones $\mathbf{1}$

$$
\begin{equation*}
\mu_{(z)}=\mathbf{Y}_{(z)} \mathbf{1} \tag{5}
\end{equation*}
$$

Then the MFPT from $a$ to $z$ can be calculated as [4]

$$
\begin{equation*}
m_{a, z}=1+\frac{1}{k_{a}} \sum_{b \in \mathcal{N}_{a}} \mu_{(z), a b} \tag{6}
\end{equation*}
$$

A Global Mean First Passage Time (GMFPT) [26] can be found by averaging over all starting nodes $a$ as

$$
\begin{equation*}
g_{z}=\frac{1}{N-1} \sum_{\substack{a=1 \\ a \neq z}}^{N} m_{a, z} \tag{7}
\end{equation*}
$$

By repeating the same procedure and averaging over all target nodes $z$ we can express a Graph MFPT (GrMFPT) as [6]

$$
\begin{equation*}
G=\sum_{z=1}^{N} g_{z} \tag{8}
\end{equation*}
$$

which will be used in the rest of the paper for comparing several different strategies of random walks with one-step memory.

## 3 Graph search algorithms based on random walks

In this section we describe several different strategies for graph search using random walks with memory. We also include two classical random walks without memory: a uniform random walk and an inverse degree biased random walk. In a previous work [4], we considered the application for a random walk searching strategy based on the number of two-hop paths towards the next node in the walk, which we call "two-hop random walk with memory". However, the results showed that in directed complex networks this strategy does not brings improvements and simply choosing the next node solely based on its inverse degree resulted in shorter hitting times. Therefore, in this paper we also consider four other random walk strategies with one-step memory. The first one simply avoids going back, which was thoroughly studied in [7], and we refer it as "forward random walk with memory". The second strategy, which we call "inverse degree random walk with memory", in addition to avoiding going backwards chooses the next node based on its degree. Another approach called "persistent random walk with memory" which employs biasing towards more distant nodes by avoiding neighbors of the previously visited node, was numerically studied in [3], but here we further provide calculations based on the theoretical expressions. Moreover, we examine a hybrid of the persistent and the inverse degree random walks with memory, in order to combine their strengths and help cover their weaknesses. For calculating MFPTs and GrMFPT in the random walks with memory we will use the theoretical expressions from [4], described in the previous section, for all networks in our study. However, in the random walks without memory we will use the expressions presented in [4] for finding GrMFPT in the generated networks, and standard expressions based on absorbing Markov chains [24] for the real networks due to numerical problems with the expressions from [4].

### 3.1 Classical random walks without memory

Uniform random walk (U-RW) - at each step the random walk makes a transition from node $s$ to any of its neighbors $t$ with an equal probability $p_{s t}=1 / k_{s}$.

Inverse degree random walk (ID-RW) - the visiting probability of $s$ to a neighboring node $t$ is inversely proportional to its node degree $1 / k_{t}$, hence

$$
\begin{equation*}
p_{s t}=\frac{1 / k_{t}}{\sum_{t \in \mathcal{N}_{s}} 1 / k_{t}} \tag{9}
\end{equation*}
$$

### 3.2 Random walks with memory

In the random walks with memory, we denote the previous visited node as $r$, the current node as $s$, and the potential next nodes as $t$.

Forward random walk with memory (F-RWM) - the random walk avoids going back, by exploiting the one-step memory, unless there is no way to keep going forward. The probability of visiting the other neighboring nodes is equal and expressed as

$$
\begin{equation*}
p_{r s, s t}=1 /\left(k_{s}-1\right), \forall r \neq t \tag{10}
\end{equation*}
$$

while the probability of going back can be written as

$$
p_{r s, s r}= \begin{cases}1 & \text { if } \mathrm{r} \text { is the only neighbor of } \mathrm{s}  \tag{11}\\ 0 & \text { otherwise }\end{cases}
$$

Inverse degree random walk with memory (ID-RWM) - if a random walk has previously visited $r$ and currently is in $s$ would visit some of its other neighbors with a probability.

$$
\begin{equation*}
p_{r s, s t}=\frac{1 / k_{t}}{\sum_{t \in \mathcal{N}_{s} \backslash\{r\}} 1 / k_{t}}, \tag{12}
\end{equation*}
$$

while it avoids going back to $r$ by following Eq. (11).

Two-hops random walk with memory ( $2 \mathrm{H}-\mathrm{RWM}$ ) - the probabilities are proportional to the number of two-hop paths that lead toward the target nodes, so the visiting probabilities are given as

$$
\begin{equation*}
p_{r s, s t}=\frac{\frac{1}{b_{r t}}}{\sum_{u \in \mathcal{N}_{s}} \frac{1}{b_{r u}}} \tag{13}
\end{equation*}
$$

where $b_{r t}$ is the number of two-hop paths between $r$ and $t$, or the elements of $\mathbf{B}=\mathbf{A}^{2}$.

Persistent random walk with memory (P-RWM) - the random walk avoids going backwards or towards the neighbours of the previously visited node. Let us denote with $N_{1}=\left|\mathcal{N}_{r} \cap \mathcal{N}_{s}\right|$ the number of common neighbors of $s$ with $r$ which it visits each with a probability $p_{1}$, and let $N_{2}=\left|\mathcal{N}_{s} \backslash\left\{\mathcal{N}_{r} \cap \mathcal{N}_{s}\right\}\right|$ be the number of other neighbors, which it visits with a probability $p_{2}$ each, and let $p_{0}$ be a probability of immediately going back to $r$. We can then write $p_{0}+N_{1} p_{1}+N_{2} p_{2}=1$. By introducing the parameters $p_{2} / p_{1}=\alpha$ and $p_{0} / p_{1}=\beta$, the previous expression can be rewritten as $p_{1}\left(\beta+N_{1}+\alpha N_{2}\right)=1$. Hence, the probability of going back to $r$ is given by

$$
p_{r s, s t}= \begin{cases}p_{0}=\frac{\beta}{C} & \text { if } r=t  \tag{14}\\ p_{1}=\frac{1}{C} & \text { if } t \in \mathcal{N}_{r} \cap \mathcal{N}_{s} \\ p_{2}=\frac{\alpha}{C} & \text { if } t \in \mathcal{N}_{s} \backslash\left\{\mathcal{N}_{r} \cap \mathcal{N}_{s}\right\}\end{cases}
$$

where $C=\beta+N_{1}+\alpha N_{2}$ is a normalization coefficient. A detailed analysis of the effects of the parameters $\alpha$ and $\beta$ on GrMFPT can be found in [3].

Persistent inverse degree random walk with memory (PID-RWM) combines the strengths of the persistent and inverse degree biased random walks. We have excluded the possibility for going back to $r$ so $p_{r s, s r}=0$, except when it is the only option $p_{r s, s r}=1$. The probability of going toward a common neighbor with $r$ will become

$$
p_{r s, s t}= \begin{cases}\frac{1 / k_{t}}{C} & \text { if } t \neq r, t \in \mathcal{N}_{r} \cap \mathcal{N}_{s}  \tag{15}\\ \frac{\alpha / k_{t}}{C} & \text { if } t \neq r, t \in \mathcal{N}_{s} \backslash\left\{\mathcal{N}_{r} \cap \mathcal{N}_{s}\right\}\end{cases}
$$

where the normalization coefficient is

$$
\begin{equation*}
C=\sum_{t \in \mathcal{N}_{r} \cap \mathcal{N}_{s}} 1 / k_{t}+\sum_{t \in \mathcal{N}_{s} \backslash\left\{\mathcal{N}_{r} \cap \mathcal{N}_{s}\right\}} \alpha / k_{t} . \tag{16}
\end{equation*}
$$

Once again the random walk avoids going back to $r$ by following Eq. (11). We like to note that for $\alpha=1$, PID-RWM becomes identical to ID-RWM.

## 4 Results

First, we examine the GrMFPT for five types of random walks: classical, inverse degree, two-hop with memory, inverse degree with memory and forward with memory, for three complex networks models: Barabási-Albert (BA), WattsStrogatz (WS), and Erdős-Rényi (ER) with undirected and directed links. In Figure 1 we show the results calculated using the theoretical expressions and by numerical simulations of the random walks transitions. The results are averaged over 10 different network instances generated with the same parameter values, while the numerical simulations are further averaged across 10 repetitions of all node pairs. The rewiring probability in the WS model is $p_{\text {rew }}=0.2$. In P-RWM and PID-WM, $\alpha=10$ and $\beta=0.01$, but one can further analyse the effects of varying $\alpha$. As can be seen in Figure 1a, for BA networks the ID-RWM and PID-RWM significantly outperform the other methods, and the difference is large for small $\langle k\rangle$ particularly with the similar ID-RW, which also employs inverse degree biasing but lacks memory. The results for WS networks presented in Figure 1b show how the persistent random walks exploit the memory, with PID-RWM slightly outperforming P-RWM. In ER networks (Figure 1c), the inverse degree biasing proves crucial again and the ID-RWM and PIDRWM show best searching performance. As we have previously noted in [4], in directed ER networks (Figure 1d) the simple inverse degree biasing without memory, still holds well with almost identical performance with the other inverse degree biased approaches ID-RWM and PID-RWM. These results can be expected as in sparse ER directed networks rarely ever two nodes are connected in both directions, hence, the going back avoidance is rarely exploited. In some real networks these bidirectional mutual connectivity can be present more often so the memory could be more beneficial there. Overall, we can conclude that the PID-RWM shows the best and most consistent performance across different network topologies and densities.


Fig. 1: GrMFPT in (a) BA, (b) WS, (c) ER, and (d) ER directed networks, with 100 nodes and varied average node degree $\langle k\rangle$ for 7 different random walks. The lines are theoretical values ( T ) and the markers numerical estimates ( N ).

We have also studied how the stationary distributions of the visiting probabilities are affected from the choice of the random walk strategy, by comparing them with a uniform distribution using the KL divergence

$$
\begin{equation*}
D_{\mathrm{KL}}(P \| Q)=\sum_{i} P(i) \log \frac{P(i)}{Q(i)}, \tag{17}
\end{equation*}
$$

and the results are shown in Figure 2. As expected the ID-RW significantly equalizes the visiting probabilities, which is the reason behind the often observed shorter search times compared to the U-RW. In most cases ID-RW achives lowest $D_{K L}$, however, for ER networks with low $\langle k\rangle$ ID-RWM and PID-RWM achive slightly lower $D_{K L}$.

To gain a deeper insight into the effect of the rewired links in the WS model, we studied how the MFPT varies with the change of the rewiring probability $p_{\text {rew }}$ in networks with $k=4$ and $k=6$ neighbors per node, and the results are given in Figure 3. The WS model transitions from a regular lattice toward a completely random ER network, as $p_{\text {rew }}$ is varied from 0 to 1 . It can be seen how for small


Fig. 2: Kullback-Leibler divergence of the stationary occupation probability of 7 different random walks from a uniform density in (a) BA, (b) WS, (c) ER, and (d) ER directed networks, with 100 nodes and varied average node degree $\langle k\rangle$.
$p_{\text {rew }}$ PID-RWM and P-RWM behave similarly and have best performances, however, as $p_{\text {rew }}$ increases the performance of P-RWM decreases eventually loosing the pace with ID-RWM, while PID-RWM keeps its performance at level with ID-RWM.

We also made comparison of the various random walks on several real networks and their main structural properties are given in Table 1. The first network is a representation of the Internet at level of autonomous systems derived from BGP logs [14], which is known to have the scale-free property. The second network is an excerpt from Wikipedia pages [27,28], also having a scale-free property. This network was used in [27] to study human wayfinding to a given target through Wikipedia pages. The original dataset consists of 4592 nodes and 119882 links, but for our analysis we use the largest strongly connected component. The third network Euroroad is a representation of major European roads [25]. It is an undirected network and consists of 1174 nodes and 1417 edges, from which we take the largest connected component. The fourth network FB-Pages is a collection of Facebook pages and their mutual likes [23], and the fifth is a network of human diseases (Bio-diseasome) [11]. The sixth network


Fig. 3: GrMFPT in WS networks with (a) $k=4$, and (b) $k=6$, composed of 100 nodes with varied rewiring probability for seven different random walks. The lines are theoretical values ( T ) and the markers numerical estimates ( N ).

Table 1: Statistical properties of the real networks: number of nodes $N$, number of links $L$, density $D$, average node degree $\langle k\rangle$, average clustering coefficient $C$, average path length $\langle l\rangle$, and diameter $d$.

|  | Type | $N$ | $L$ | $D$ | $\langle k\rangle$ | $C$ | $\langle l\rangle$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Internet | undirected | 6474 | 13233 | 0.0006 | 4.29 | 0.2522 | 3.7050 | 9 |
| Wikipedia | directed | 4051 | 119000 | 0.0068 | 27.62 | 0.1892 | 3.1813 | 9 |
| Euroroad | undirected | 1039 | 1305 | 0.0024 | 2.51 | 0.01890 | 18.3951 | 62 |
| FB-Pages | undirected | 620 | 2102 | 0.0109 | 3.39 | 0.3309 | 5.0887 | 17 |
| Bio-diseasome | undirected | 516 | 1188 | 0.0089 | 2.30 | 0.6358 | 6.501 | 15 |
| CA-netscience | undirected | 379 | 914 | 0.0128 | 2.41 | 0.7412 | 6.042 | 17 |

CA-netscience depicts collaboration in publications between researchers in the field of network science [16]. The first two datasets are taken from the SNAP dataset collection [15], and the last three from the Network repository [22]. A visualization of the last four networks is given in Figure 4, using the Force atlas layout, where nodes with larger degree are colored darker.

The results with the real networks summarized in Table 2 show that the theoretical expressions are in accord with the numerical simulations. The first two networks are relatively larger, so for them we conducted only numerical simulations, while for the other networks we also provide results from the theoretical expressions. The numerical results for all networks are obtained by calculating the MFPT between 100000 randomly chosen node pairs. There were some numerical problems in the calculations of the GrMFPT for some networks using the analytical expressions for memoryless random walks from [4], so for them we used standard expressions based on absorbing Markov chains [24]. The results indicate that the random walks can behave differently in real networks, as their structure is not always very similar to networks generated with classical models.


Fig. 4: Visualization in Gephi of four real networks topologies, where a darker color indicates a larger node degree.

Table 2: GrMFPT for six real networks with various random walks, where (T) indicates results with theoretical expressions and ( N ) with numerical simulations.

|  | U-RW | ID-RW | 2H-RWM | ID-RWM | F-RWM | P-RWM | PID-RWM |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Internet (N) | 19385 | 178916 | 18293 | 23410 | 17318 | 16443 | 20260 |
| Wikipedia (N) | 22974882 | 11342 | 1269384 | 10930 | 29894802 | 9086546 | 11857 |
| Euroroad (N) | 9246 | 12854 | 5489 | 2968 | 2742 | 2714 | 2900 |
| Euroroad (T) | 9243 | 12762 | 5485 | 2954 | 2760 | 2716 | 2922 |
| FB-Pages (N) | 3516 | 3879 | 1673 | 1588 | 2422 | 1845 | 1450 |
| FB-Pages (T) | 3521 | 3855 | 1676 | 1568 | 2401 | 1846 | 1453 |
| Bio-diseasome (N) | 3526 | 8536 | 2114 | 4277 | 2471 | 1663 | 3246 |
| Bio-diseasome (T) | 3488 | 8503 | 2119 | 4322 | 2474 | 1662 | 3300 |
| CA-netscience (N) | 1895 | 4747 | 1287 | 2326 | 1409 | 1046 | 2488 |
| CA-netscience (T) | 1891 | 4742 | 1297 | 2354 | 1409 | 1062 | 2694 |

For example, P-RWM is better than PID-RWM and ID-RWM, which was often not the case in the generated networks. P-RWM is better for most networks, but for Wikipedia it is significantly worse than ID-RWM and PID-RWM and it also fails behind them for FB-pages. Another interesting observation is that from all considered real networks only Wikipedia is directed and has a very high average node degree, hence, the inverse degree biased group of random walks show best results. In this network the forward going behavior is naturally enforced, while the inverse degree biasing flattens the visiting probabilities and speeds up the search.

## 5 Conclusion

We studied various types of graph searching algorithms based on biased random walks using local information and a one-hop memory, which can be applied in modelling real-world phenomena and solving various problems. The results calculated with the given theoretical expressions match those with the numerical simulations both for generated and real networks. Generally biasing can be helpful, particularly in undirected networks, however, it should be applied carefully as different strategies could produce varying results depending on the specific network properties. For example, biasing based on inverse degree can be useful in networks with a scale-free property, but it can be unfavourable in networks with large transitivity. Moreover, the application in real networks can lead to slightly different results from what is obtained in supposedly similar generated networks. As a future work one can expand the study and include multiple random walkers, however, in this way the transition and state matrices would increase exponentially with the number of walkers. Another possible direction is considering memory in random walk with restart or teleportation, or random walk on hypergraphs.

## Acknowledgement

This research was partially supported by the Faculty of Computer Science and Engineering, at the Ss. Cyril and Methodius University in Skopje, N. Macedonia.

## References

1. Austerweil, J., Abbott, J.T., Griffiths, T.: Human memory search as a random walk in a semantic network. In: Advances in Neural Information Processing Systems. vol. 25. Curran Associates, Inc. (2012)
2. Backstrom, L., Leskovec, J.: Supervised random walks: predicting and recommending links in social networks. In: Proc. of the 4th ACM International Conference on Web Search and Data Mining. pp. 635-644 (2011)
3. Basnarkov, L., Mirchev, M., Kocarev, L.: Persistent random search on complex networks. In: 9th International Conference on ICT Innovations, Communications in Computer and Information Science. pp. 102-111. Springer, Cham (2017)
4. Basnarkov, L., Mirchev, M., Kocarev, L.: Random walk with memory on complex networks. Physical Review E 102(4), 042315 (2020)
5. Berenbrink, P., Cooper, C., Elsässer, R., Radzik, T., Sauerwald, T.: Speeding up random walks with neighborhood exploration. In: Proc. of the 21st Annual ACMSIAM Symposium on Discrete Algorithms. pp. 1422-1435. SIAM (2010)
6. Bonaventura, M., Nicosia, V., Latora, V.: Characteristic times of biased random walks on complex networks. Physical Review E 89(1), 012803 (2014)
7. Cao, X., Wang, Y., Li, C., Weng, T., Yang, H., Gu, C.: One-step memory random walk on complex networks: An efficient local navigation strategy. Fluctuation and Noise Letters 20(05), 2150040 (2021)
8. Carletti, T., Battiston, F., Cencetti, G., Fanelli, D.: Random walks on hypergraphs. Physical Review E 101(2), 022308 (2020)
9. Fronczak, A., Fronczak, P.: Biased random walks in complex networks: The role of local navigation rules. Physical Review E 80(1), 016107 (2009)
10. Glonek, M., Tuke, J., Mitchell, L., Bean, N.: Semi-supervised graph labelling reveals increasing partisanship in the united states congress. Applied Network Science 4(1), 1-18 (2019)
11. Goh, K.I., Cusick, M.E., Valle, D., Childs, B., Vidal, M., Barabási, A.L.: The human disease network. Proc. of the National Academy of Sciences 104(21), 86858690 (2007)
12. Grinstead, C.M., Snell, J.L.: Introduction to probability. American Mathematical Society (2012)
13. Grover, A., Leskovec, J.: Node2vec: Scalable feature learning for networks. In: Proc. of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. p. 855-864. ACM (2016)
14. Leskovec, J., Kleinberg, J., Faloutsos, C.: Graphs over time: densification laws, shrinking diameters and possible explanations. In: Proc. of the 11th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. pp. 177-187. ACM (2005)
15. Leskovec, J., Sosič, R.: Snap: A general-purpose network analysis and graph-mining library. ACM Transactions on Intelligent Systems and Technology 8(1) (2016)
16. Newman, M.E.: Finding community structure in networks using the eigenvectors of matrices. Physical review E 74(3), 036104 (2006)
17. Nikolentzos, G., Vazirgiannis, M.: Random walk graph neural networks. Advances in Neural Information Processing Systems 33, 16211-16222 (2020)
18. Noh, J.D., Rieger, H.: Random walks on complex networks. Physical Review Letters $92(11), 118701$ (2004)
19. Page, L., Brin, S., Motwani, R., Winograd, T.: The pagerank citation ranking: Bringing order to the web. Tech. rep., Stanford InfoLab (1999)
20. Patel, R., Carron, A., Bullo, F.: The hitting time of multiple random walks. SIAM Journal on Matrix Analysis and Applications 37(3), 933-954 (2016)
21. Riascos, A.P., Boyer, D., Herringer, P., Mateos, J.L.: Random walks on networks with stochastic resetting. Physical Review E 101(6), 062147 (2020)
22. Rossi, R.A., Ahmed, N.K.: The network data repository with interactive graph analytics and visualization. In: Proc. of the 29th AAAI Conference on Artificial Intelligence (2015), https://networkrepository.com
23. Rozemberczki, B., Davies, R., Sarkar, R., Sutton, C.: Gemsec: Graph embedding with self clustering. In: Proc. of the 2019 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining. pp. 65-72. ACM (2019)
24. Seneta, E.: Non-negative matrices and Markov chains. Springer Science \& Business Media (2006)
25. Šubelj, L., Bajec, M.: Robust network community detection using balanced propagation. The European Physical Journal B 81(3), 353-362 (2011)
26. Tejedor, V., Bénichou, O., Voituriez, R.: Global mean first-passage times of random walks on complex networks. Physical Review E 80(6), 065104 (2009)
27. West, R., Leskovec, J.: Human wayfinding in information networks. In: Proc. of the 21st International Conference on World Wide Web. pp. 619-628 (2012)
28. West, R., Pineau, J., Precup, D.: Wikispeedia: An online game for inferring semantic distances between concepts. In: 21st International Joint Conference on Artificial Intelligence (2009)
29. Zhu, X., Ghahramani, Z., Lafferty, J.D.: Semi-supervised learning using gaussian fields and harmonic functions. In: Proc. of the 20th International Conference on Machine Learning (ICML-03). pp. 912-919 (2003)
