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Abstract: Dew computing differs from the classical cloud and edge computing by bringing devices
closer to the end-users and adding autonomous processing independent from the Internet, but it is
still able to collaborate with other devices to exchange information on the Internet. The difference is
expressed also on scalability, since edge and cloud providers can provide (almost endless) resources,
and in the case of dew computing the scalability needs to be realized on the level of devices, instead
of servers. In this paper, we introduce an approach to provide deviceless and thingless computing
and ensure scalable dew computing. The deviceless approach allows functions to be executed on
nearby devices found closer to the user, and the thingless approach goes even further, providing
scalability on a low-level infrastructure that consists of multiple things, such as IoT devices. These
approaches introduce the distribution of computing to other smart devices or things on a lower
architectural level. Such an approach enhances the existing dew computing architectural model as a
sophisticated platform for future generation IoT systems.

Keywords: edge computing; dew computing; serverless computing; function as a service; device as a
service; thing as a service

1. Introduction

Classical cloud computing [1,2] focuses on providing servers to process complex
computations, and does not include Internet of Things (IoT) devices [3,4]. Post-cloud
systems [5,6] upgrade the classical cloud computing systems to bring the computation
closer to the user, locating smaller servers nearby the user such asdata consumers at the
network edge [7]. These architecture models appear in different forms, such as cloudlets [8],
fog computing [9], edge computing [10], mobile edge computing [11], and dew comput-
ing [12].

Edge computing [13] improves the response times and saves bandwidth in a dis-
tributed computing platform, while the dew computing [12,14,15] extends it by adding
independence and collaboration features and providing the autonomous processing [16],
where instead of being on the edge, the devices can perform autonomously out of the edge.

Serverless computing is the approach when the users are relieved to take care of
the resources, transferring the problem to the cloud providers. Instead of requesting the
resources, the end-users are just specifying the functions to be executed, and the cloud
provider ensures relevant resources. It simplifies the way the users look at the cloud
computing [17,18] by enabling a platform [19] where the user does not need to request
more or fewer servers, transferring this issue to the provider. Since dew computing
targets autonomous processing on the device itself, these architectures are not able to
provide scalability.

The deviceless computing approach [20], also recognized as a serverless approach for
IoT [21], was applied for streaming IoT applications [22] focusing on the “traditional” edge
server solution, and in this paper, the emphasis is on the dew computing and providing
the scalability.

The rest of the paper has the following structure. Related work is elaborated in Section 2.
Section 3 presents the architecture model, analyzing it for dew computing systems, and Section 4
presents the new implementations of scalability and hardwareless computing. A use case and
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analysis of challenges and limitations are discussed in Section 5. Finally, Section 6 presents
relevant conclusions and directions for future work.

2. Related Work

Scalability is the ability of an analyzed system to handle an increasing amount of
workload, both in terms of processing power and storage resources, exploiting its poten-
tial to be easily expanded to accommodate the growth of demands [23], or tendency to
handle various computing resources, including applications and communication infras-
tructure [15]. Scalable distributed computing systems evolved through the cloud, then
later fog, towards dew computing [14]. To be scalable, dew computing must penetrate into
sundry networks, vigorous end-user machines, and vibrant dew-system assemblies and
disseminate a prominent sensor-aware performance in case of sudden growth in the dew
end-users and applications [24].

Scalability of dew computing was expected to be a promising feature without going
into depth analysis [25], extracting that extreme scalability is offered in dew computing by
processing distributed in multiple local devices in the user’s proximity. Dew computing
systems can switch between upgrading and downgrading resources according to users’
needs, such as switching between multi-core and single-core processors [26]. Scalability
and elasticity at the level of edge and dew computing can be provided by realizing a
negotiation protocol and assigning tasks to other smart devices on the edge of the network,
or even going deeper to the end-user devices [27].

A model of a dew computing solution for IoT devices was developed, addressing
vertical scalability to higher-level cloud-based servers [28], to minimize data latency and
mitigate the data processing burden on a centralized server. Performance was evaluated on
developed real-time processing IIoT communication services applied on a distributed and
scalable computing hierarchy [29], also mainly addressing vertical scalability.

The DeWatch architecture and framework were introduced to integrate smartwatches
on a dew computing level and achieve a more scalable system [23], performing direct
communication with nearby dew devices (from desktops, laptops, smartphones, smart
home devices, and even with IoT smart sensors and devices) that are in proximity of the
smartwatch ported by the user. This platform addresses both the vertical and horizontal
scalability aspects and analyzes only the benefits of cloud computing service decentraliza-
tion, with impacts on Big Data IoT processing.

A formal definition of “less” concepts is introduced in an earlier paper [30], where
“less” means that the user is relieved of the need to worry about computing resources, which
will be provided by a nearby server, smart device, or an IoT embedded system. Therefore,
the serverless concept corresponds to servers in a cloud, and the deviceless corresponds to
nearby devices in an IoT environment. In the serverless scenario, the user writes functions
and the cloud provider ensures server resources to execute them. In the deviceless scenario,
the user writes functions and the provider of the nearby IoT infrastructure ensures device
resources to execute them.

The serverless platform provider accepts the burden to scale the software as needed in
an elastic way to handle any kind of unanticipated load [31], while the users do not worry
controlling the way their software is administered. A serverless real-time data analytics
platform [32] is recommended for horizontal architectural designs between edge devices,
especially for streaming data and integration of IoT.

Available serverless implementations include, at least, Amazon Web Services (AWS)
Lambda, Azure Functions, and Google Cloud Functions (GCP). Insights into architectures,
resource utilization, and the performance evaluation of the scalability show a number of
issues and limitations besides the declaration of unlimited elasticity and resource provision
of serverless functions [33]. Some even claim that serverless computing moves one step
forward and two steps back in a distributed computing environment [34].

Containers enable stateless functions to be started on request, providing automatic
scaling and, in addition, automated suspension if they are no longer needed [35]. This
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allows rapid application deployment in dynamic and possibly heterogeneous edge and fog
environments [36].

The deviceless approach fosters development of IoT applications to extend the server-
less paradigm towards the network edge, conceiving data pipelines under a flow-based
development environment leveraging a geographically distributed IoT infrastructure [21].
A model to improve the healthcare service is introduced, addressing the deviceless ap-
proach as an emerging paradigm and technology leveraging next-generation computing
systems [37].

Independency of devices is analyzed from architectural concepts and requirements as
a prerequisite to achieving elastically scalable deviceless systems [27]. Challenges, design
aspects, and models of deviceless edge computing are addressed by implementing the
serverless paradigm at the edge [38].

The state of the art for scalable IoT data processing was analyzed in our earlier
paper [27], including a system that scales DSP across multiple cloud regions to enable
low-latency geo-distributed data analytics [39], QoS-aware deployment of DSP operators
onto decentralized resources [40], or osmotic flow model for IoT [41]. Function as a service
(FaaS) approaches were also addressed for devices and servers at the edge [32,42,43].

3. Architecture Model

A simplified modern architectural model, presented in Figure 1, consists of cloud
servers on the top layer, smart devices in the middle layers presenting the edge and dew
computing servers, and “things”, representing the IoT devices at the bottom layer [30].

Things

Servers

Smart
Devices 

Smartphones, tablets, and laptops

Cloud servers and data centers

IoT sensors and embedded systems

Upwards 
Vertical

offloading

Downwards 
Vertical

offloading

Figure 1. A three-layer architecture model [30], which consists of servers, smart devices, and things.

Let us emphasize the difference of the possibility to exchange data between different
layers and between different devices in the same layer. Smart devices are found at the edge
of the network, which means they are always connected to the Internet, while the “things”
work out of the edge and may also collaborate with smart devices and higher-level servers,
fitting into the classical definition of dew computing.

The main difference between the edge and dew computing is the operation mode [16]:

• Edge computing includes smart devices found at the edge, which can always collaborate
with higher-level servers (always connected to the Internet).

• Dew computing assumes that, in addition to the availability to communicate to the
higher architecture levels, the smart devices and “things” (IoT devices) can work
autonomously without communication to higher architecture levels.

This distinction between Internet connection availability and autonomous feature
impacts the implementation of the scalability feature, which is analyzed next.
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4. Results
4.1. Scalability

We define scalability as the ability of an analyzed system to provide sufficient perfor-
mance even if there is an increase in the workload. Usually, a system scales by multiplying
(replicating) the resources or by increasing the performance potential of the existing re-
sources. This defines two basic approaches to achieving scalability:

• Vertical scalability is realized in an upwards vertical direction, usually by offloading
computing requirements to more powerful computing resources in the computing
architecture.

• Horizontal scalability is achieved by offloading computing requirements to more nearby
computing resources.

In addition, we can also define a mixed approach as diagonal scalability, where both the
vertical and horizontal scalability approaches are applied.

When these definitions are applied to the edge and dew computing architecture model
presented in Figure 1, it is expected that the vertical scalability will be realized in the
upwards direction offloading computations to the higher levels, where the resources are
more powerful.

According to the offloading capabilities, our earlier paper [27] addresses two horizontal
offloading methods, which are the basis to define two new possible horizontal scalability
implementations for edge and dew computing:

• Distributed horizontal scalability solution (Figure 2), where offloading for scalability
purposes is realized on nearby devices on the same architectural level.

• Centralized horizontal scalability solution (Figure 3), where a master device coordinates
the offloading among devices on the same architecture level.

Figure 2. Horizontal scalability with distributed approach achieved by offloading to other devices on
the same architectural level.

Distributed horizontal scalability is usually realized on the principles of ad hoc net-
works. Each device tries to connect to the other device on the same architecture level.
In case of a centralized horizontal approach, all devices on the same architectural level
share their resource availability to the master device, which can schedule tasks and orches-
trate processing to the available devices [27]. The offloading procedure starts by checking
if the neighboring device has sufficient energy resources and processing capacity to of-
fload specific tasks, and then transfers the data, starts the computation, and retrieves back
the results.



Appl. Sci. 2022, 12, 9510 5 of 10

Master
device

Master
device

Figure 3. Horizontal scalability with centralized approach achieved by offloading to a master device
on the same architectural level.

Horizontal scalability approaches can be realized on horizontal offloading schemes,
such as those for cloud–edge systems analyzed by Ristov et al. [15] developing a horizontal
scalable balancer, or those by Thai et al. [44], mainly from the aspect of workload and
capacity optimization, focusing on service availability and capacity, workload, delay, and
cost of applied system, or the approach elaborated by Deb et al. [45] as a two-step task
distribution procedure. Flores et al. [46] expanded the traditional cloud offloading model
to include an autoscaler component that acts as a load balancer for different computational
resources and provides a horizontal offloading scheme. Several case studies include
horizontal offloading mechanisms for IoT and post-cloud architectures, such as a traffic
management system [47] and vehicle-to-vehicle networks [48]. Two models are proposed:
vertical default and vertical (VDV) model and vertical default and horizontal shortest
(VDHS) model, as a combination of vertical and horizontal offloading in the mobile edge
environment [49].

The new vertical scalability approach for dew computing means to offload computa-
tions on a lower architecture level, as presented in Figure 1. In this case, computations are
offloaded to a larger number of devices with smaller computation power.

Analyzing the architecture model in Figure 1, we conclude that vertical scalability is
possible only in case the smart devices and “things” (IoT devices) are connected to the
Internet. To support an autonomous performance, the smart devices and “things” (IoT
devices) need to communicate to other devices at the same architectural level, meaning
that the only alternative is horizontal scalability.

Classification of dew scalability was addressed [24] by (1) allowing dewlets among
nondew systems; (2) defining virtual dew clusters (geographic expansions); and (3) utilizing
cloud or fog or edge interplay. The first two options address horizontal scalability, while
the third addresses the vertical. Option 1 addresses the distributed horizontal scalability,
and option 2 the centralized horizontal scalability. There is no specification of a downwards
vertical scalability.

4.2. Hardwareless Computing

Scalability is the essence of the “infrastructureless” or “hardwareless” concept, which
is to relieve the user from taking care of required hardware resources and focusing on the
application. The provider of computing resources is the one that knows better to manage
the resources and can scale the system much faster to cope with the demand.

The serverless approach addresses the use of server instances, such as virtual machines,
containers, or storage. The user just specifies the application to be a function that will be
executed as a service. This concept is applicable for edge computing in the case when
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the “things” (IoT devices) communicate with smart devices, or when the smart devices
offload computing requests over the Internet to the edge servers, which is realization of the
vertical scalability.

The deviceless approach applies the same “less” idea on devices instead of servers, requir-
ing specific functions to be executed on a nearby device, resulting in a seamlessly integrated
application execution infrastructure of IoT and smart devices. In this sense, it is an appli-
cation of horizontal scalability, achieved by offloading functions to nearby smart devices
in the same architecture level. Such a concept is also known as Device as a Service [30],
since a specific device will execute a required function. Examples of smart devices include,
at least, those installed in cars, and can be used while the car is in a parking lot using
solar energy.

The thingless approach is a new approach providing a Thing as a Service [30], in the case
that “things” as IoT devices may also be powerful enough to execute functions. The idea is
to engage “things” to execute functions instead of smart devices or servers. It is a kind of
vertical scalability but in the opposite (downwards) direction, instead of upwards.

All these concepts implement scalable dew computing, especially when they work in
the operational mode of an autonomous system without an Internet connection. For ex-
ample, a dew device may find low battery power and would initiate a request to a nearby
device to take care of executing functions. Finally, all these new concepts specify the
real scenario of distributed computing resources in an ad hoc computing grid as a new
computing trend.

5. Discussion
5.1. Use Case

Let us analyze an example of a heart monitoring system based on a wearable ECG
sensor that streams data at a rate of up to 1 KB/sec, sending it to the cloud server for further
processing and information sharing. The motivation problem is to realize simultaneous
real-time heart monitoring by wearable ECG sensors for thousands of patients.

The solution is a typical dew computing solution, meaning that it involves all three
layers of a “thing” (wearable ECG sensor), a smart device, such as an Android or iOS device,
and a server application in a cloud. Besides the normal operation mode of communicating
over the Internet for offloading data and computations to servers, the system may work
totally autonomously and provide relevant information to the user, and exchange data
whenever there is an Internet connection to provide information sharing to caregivers.

However, a single-user system simply may not replicate and act as a distributed
multi-user as one might think. If a hospital would like to integrate a system that monitors
thousands of patients, we need to ensure a scalable solution.

There are several issues concerning scalability:

• Q1: Is it feasible?
• Q2: Is the resource consumption linear to workload requirements?
• Q3: What are the limits?

The question Q1 means to find whether this scalability type is possible. If it is possible,
how will it be achieved? Then, we find out if the growth of resources is proportional to the
increase of demands, expecting it to be at most linear (answering Q2). The last question,
Q3, addresses the limitations of such a system. We should analyze the problem not to just
increase the hardware resources, but to organize the software to be able to cope with the
increased demand.

Another use-case example of vertical downwards scalability can be a future imple-
mentation of a heterogenous computing resource sharing system based on a set of cars
equipped with computing devices which can be exploited while they are being charged
in a parking lot [30], or maybe to include smartphones while they are idle and being
charged overnight.
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Typical use-case examples of distributed horizontal scalability are based on offloading
computations to neighboring smartphones on edge level [46], within a traffic management
system [47], or between vehicles [48].

The main objective of this paper is finding out how to achieve scalability. This is a
typical Big Data problem when data are coming from multiple sources in large volumes
and velocities. Since our scope is not to provide a communication platform capable of
accepting and collecting data from thousands of data streams, we focus on the computing
infrastructure. If a single medium-sized container or virtual station can process tens of data
streams simultaneously, we still need to find a solution that will scale hundreds of such
computing resources.

The following scenarios are possible for vertical scalability to allow computation
offloading and information sharing:

• High-performance data analytics (HPDA) platform with dedicated computing re-
sources, activated according to the demand, thus implementing very powerful data
center resources that can accept extremely large computing requests.

• Serverless solution using a cloud provider that takes care of cloud instances.
• Cloud solution with a specific workflow manager to take care of requirements.

The HPDA option can be optimized to cope with high processing demands but it
cannot scale automatically, and it is not cost-efficient. The serverless solution and the
cloud solution with dedicated workflow manager are more cost-efficient but are limited
in providing computing resources. In the case of an approximately permanent number of
data streams, the HPDA option is recommended, while the other two options are more
convenient for a fluctuating number of data streams.

Besides these approaches, where the processing is realized on powerful servers in an
HPC data center or a data center in a cloud, we can also use the edge/dew computing
approach and distribute the processing closer to the user, so the cloud will be used only for
information-sharing purposes. Horizontal scalability refers to autonomous dew computing
operation mode and can be achieved independently by replication of the end-user systems.
The deviceless and thingless approaches are recommended when the smart device detects
low energy resources, so the processing can be offloaded to other devices and things,
or when a single device is used to monitor several sensors.

The concept of downwards vertical computing is to provide a large number of smaller
processing units to complete a task (function), which is an idea of processing via graph-
ical processing units (GPUs) instead of central processing units (CPUs). Note that all
applications will benefit from this approach, similar to the GPUs case.

5.2. Challenges

As the technology advances, soon, the “things” (IoT devices) may become smart and
more powerful to be capable for both distributed and centralized horizontal scalability and
downwards vertical scalability. To allow such functionalities, the dew computing devices
need implementation of concepts of device abstraction and server independence [30], and to
provide collaboration and delegation features with offloading of functions to other devices
or things.

Advantages that the deviceless approach [30] brings to scalability include, at least:

• Fault tolerance;
• Availability to perform longer;
• Availability to be independent of the limited power supply.

A set of challenges to be solved by scalable dew systems [24] include the following:
(1) the impartial functioning of dew computers requires preassessment because of the
inadequate means of dew devices; (2) a dew system should ensure severance of resources
in case it acts as an autonomous minimal cloud, as would happen; (3) intelligent controlling
of the scalability opportunities for diverse consequences is perilous to the functioning of
dew computers.
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5.3. Limitations

Scalability is limited because it is dependent on the availability of computing resources.
Although, today, cloud providers promote endless scalability opportunities by serverless
computing, to integrate a function as a service solution, one needs to specify the hardware
requirements of a cloud instance to process the function, and the cloud provider specif-
ically limits the number of functions that can process the requirements simultaneously.
For example, AWS and GCP limit to thousands of such computing instances.

Limitations are also present in the deviceless and thingless approaches. The number
of nearby smart devices or things may be limited since it depends on their availability
close to the user. Even in the best ubiquitous and pervasive scenario [50], we need to wait
for more advanced technology solutions and provide many more IoT devices throughout
the living environments. In addition to the availability of devices capable to offload
and accept functions for execution, we face other legal aspects, such as making a smart
contract and charging for the provided services. When cloud computing became available,
a lot of providers started to provide resources for others, investing in large data centers.
The next step is to invest in providing a scalable ubiquitous and pervasive environment
that consists of multiple smart devices located in an environment with millions of dew
devices around us.

6. Conclusions

We specified how the scalability can be implemented on a dew computing level.
The usual method is to use the upwards vertical scalability when the user offloads compu-
tation and storage requirements to higher-architecture-level servers. Serverless computing
is a modern solution when the cloud provider takes care of managing the computing
resources, while the user specifies the functions to be processed.

In this paper, we introduced two types of horizontal scalability (distributed and
centralized) and also the downwards vertical scalability. Horizontal scalability can be
achieved by a distributed approach when the functions from a specific smart device are
delegated to other smart devices on the same architecture level. Centralized horizontal
scalability is achieved when there is a master node that controls the ad hoc network of
smart devices, and conducts the orchestration of the processing requirements. In this sense,
the deviceless approach is just an application of the serverless idea on the level of smart
devices. The thingless approach is a new approach where the same idea is applied to the
lowest architecture level among the “things” (IoT devices).

A new approach to achieving dew computing scalability is the downwards vertical
scalability when the processing of functions is delegated to lower architecture levels, which
may happen in the case of availability of a large number of smaller IoT devices.

Our research on scalability using the “hardwareless” approach by specifying deviceless
and thingless approaches means establishing a platform where the providers manage the
resources and users think only about using them. This is similar to the provision of utilities,
such as the example of the airport waiting rooms that offer a lot of electrical outlets where
the users can recharge their smartphones, or WiFi connection to access the Internet. They
do not think about availability, they think only about using applications.

Future work will target more details in specifying the hardwareless computing re-
quirements and implementation.
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