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ABSTRACT Lexicon-based sentiment analysis in finance leverages specialized, manually annotated
lexicons created by human experts to effectively extract sentiment from financial texts. Although lexicon-
based methods are simple to implement and fast to operate on textual data, they require considerable
manual annotation efforts to create, maintain, and update the lexicons. These methods are also considered
inferior to the deep learning-based approaches, such as transformer models, which have become dominant
in various natural language processing (NLP) tasks due to their remarkable performance. However, their
efficacy comes at a cost: these models require extensive data and computational resources for both training
and testing. Additionally, they involve significant prediction times, making them unsuitable for real-time
production environments or systems with limited processing capabilities. In this paper, we introduce a novel
methodology named eXplainable Lexicons (XLex) that combines the advantages of both lexicon-based
methods and transformer models. We propose an approach that utilizes transformers and SHapley Additive
exPlanations (SHAP) for explainability to automatically learn financial lexicons. Our study presents four
main contributions. Firstly, we demonstrate that transformer-aided explainable lexicons can enhance the
vocabulary coverage of the benchmark Loughran-McDonald (LM) lexicon. This enhancement leads to a
significant reduction in the need for human involvement in the process of annotating, maintaining, and
updating the lexicons. Secondly, we show that the resulting lexicon outperforms the standard LM lexicon in
sentiment analysis of financial datasets. Thirdly, we illustrate that the lexicon-based approach is significantly
more efficient in terms of model speed and size compared to transformers. Lastly, the proposed XLex
approach is inherently more interpretable than transformer models. This interpretability is advantageous
as lexicon models rely on predefined rules, unlike transformers, which have complex inner workings. The
interpretability of the models allows for better understanding and insights into the results of sentiment
analysis, making the XLex approach a valuable tool for financial decision-making.

INDEX TERMS Machine learning, natural language processing, text classification, sentiment analysis,
finance, lexicons, lexicon learning, transformers, SHAP, explainability

I. INTRODUCTION
The financial industry generates massive amounts of data,
from transactional data to news articles and social media
posts [1], [2]. This big data poses significant challenges and
opportunities for financial institutions as they struggle to
extract insights and make sense of the vast amounts of in-
formation generated every day. Extracting meaningful trends
and actionable knowledge from such an immense quantity of
data is so complex and time-consuming that it makes it im-
possible to perform by any individual actor or stakeholder in

the financial market. Thus, automatic approaches for big data
analytics are becoming essential in addressing the underlying
challenges in finance [3]–[5].

Sentiment analysis can play a crucial role in analyzing,
interpreting, and extracting insights from financial big data.
Sentiment analysis has become increasingly important in the
field of finance and fintech, where it gained popularity in
a wide range of applications. One of the main use cases
of sentiment analysis in finance is to predict stock market
trends [6]–[9]. By analyzing news articles, social media
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posts, balance sheets, cash flow statements, and other sources
of financial information, sentiment analysis can be used to
capture market sentiment, which can help investors in making
more informed decisions. For example, if sentiment analy-
sis indicates that the overall market sentiment is negative,
investors may choose to sell their stocks to avoid potential
losses. Additionally, sentiment analysis can help financial
institutions and regulators in monitoring financial markets
and investors’ behavior to detect potential manipulations,
speculations, or fraudulent activities.

Another application of sentiment analysis in finance is
to assess the creditworthiness of individuals and companies
[10]–[14]. By analyzing social media activity, customer re-
views, and other sources of data, sentiment analysis can
provide insights into the financial behavior and reputation
of borrowers. This can help lenders make more informed
decisions about lending and pricing, ultimately reducing the
risk of default and improving profitability.

In fintech, sentiment analysis can be used to improve cus-
tomer experience and engagement [15]–[19]. By analyzing
customer feedback, fintech companies can better identify
and address customer needs, preferences, and problems. This
information can be used to develop personalized products and
services that are tailored to customer expectations, thereby
resulting in increased customer satisfaction and loyalty. Ad-
ditionally, sentiment analysis can help fintech companies
monitor their brand reputation and detect potential issues
before they become widespread, improving overall brand
image and customer trust [20]–[22].

Lexicon-based sentiment analysis is a commonly used
approach that relies on pre-defined sets of words known
as lexicons [23]–[25]. Lexicons are manually annotated by
experts in the field and assign sentiment scores to individual
words (positive, negative, or neutral). While knowledge ex-
traction using lexicons exhibits a simplistic implementation
and fast operation on textual data, considerable manual an-
notation efforts are required to create, maintain, and update
such lexicons. However, even after such laborious annotation,
some relevant words may still not be included in the lexicon,
potentially leading to reduced sentiment classification accu-
racy. Furthermore, lexicons tailored for one domain, such as
finance, cannot be easily reused in other domains. As indi-
cated in the seminal study by Loughran and McDonald [26],
dictionaries developed for other disciplines may misclassify
common words in financial texts, highlighting the importance
of domain-specific lexicons. There are also generic lexicons
used for general-purpose sentiment analysis. However, they
are known to be imprecise in various domains, introducing
inaccuracies and biases [26].

Another approach to sentiment analysis is by using ma-
chine learning (ML) [27]–[30] and deep learning (DL) tech-
niques [25], [31]–[34]. ML/DL techniques are based on
sophisticated algorithms that can capture complex linguistic
patterns. For example, DL approaches, such as the state-
of-the-art (SOTA) transformer models [35], [36], can learn
contextual and semantic information as well as capture long-

term dependencies in text, making them effective in capturing
the nuances of sentiment in text [37]. However, transformer
models typically require massive amounts of text data which
can be computationally expensive to train and implement
[38].

Sentiment extraction from financial texts requires the use
of domain-specific language. The traditional approach for
sentiment analysis in finance is to use manually annotated
lexicons, such as the Loughran-McDonald (LM) lexicon.
However, this approach has limitations and manual editing
efforts are required to maintain and update such lexicons.
While transformers have shown superior performance in
sentiment classification tasks, little work has been done to
investigate how these approaches can be combined to create
better lexicons automatically.

In this paper, we explore the potential of transformers
and ML explainability tools such as SHapley Additive ex-
Planations (SHAP) [39] for automating the creation of lex-
icons, reducing their maintenance efforts, and expanding
their vocabulary coverage. We propose a new methodology
for building eXplainable Lexicons (XLex) using pre-trained
transformer models and explainable ML tools. The results
demonstrate that the proposed methodology leads to the
creation of new lexicons that outperform the current state-
of-the-art sentiment lexicons in finance.

We compare the newly created explainable lexicon with
the LM lexicon (known to outperform general-purpose lex-
icons in financial contexts) on financial datasets to assess
the overall potential and performance of the methodology.
Our study demonstrates that generated lexicons can improve
the coverage of lexicons annotated by domain experts, po-
tentially leading to faster and more automated data pro-
cessing pipelines tailored to productive NLP applications
while reducing the manual work needed by domain experts.
Additionally, we show that our methodology has a generic ar-
chitecture and can be applied in other areas beyond financial
applications.

Dictionary-based sentiment models have their own advan-
tages and disadvantages. To use a dictionary-based sentiment
model, the text to be analyzed is first preprocessed to remove
stop words, punctuation, and other non-alphanumeric char-
acters. Then, each word in the preprocessed text is matched
against the words in the sentiment dictionary and assigned
a sentiment score based on its associated sentiment value.
The sentiment scores for each word in the text are then
aggregated to obtain an overall sentiment score for the text.
This approach is relatively simple and straightforward, as
it does not require any training or complex modeling. The
sentiment dictionary is fixed and does not change during
analysis, making it easy to use and implement. Another
advantage of dictionary-based sentiment models is their in-
terpretability. Since the sentiment scores assigned to each
word in the dictionary are pre-defined, it is easy to understand
why a particular text was classified as positive, negative,
or neutral. This can be useful for analyzing the sentiment
of text in various applications, such as customer feedback
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analysis, social media monitoring, and market research. With
its inherent interpretability, utilizing lexicons for sentiment
analysis can also aid in examining the relationship between
the polarity of news articles and the movements of stock
prices [40]. In addition, dictionary-based sentiment models
have low computational requirements, making them suitable
for the real-time analysis of high-volume text sources like
social media streams. They can be implemented on low-
powered devices, such as mobile phones, which is useful
for applications that require quick sentiment analysis results.
Despite their benefits, dictionary-based models also exhibit
limitations. They may fail to capture the nuances and com-
plexities of natural languages, such as sarcasm and irony, and
may exhibit biases towards certain words or sentiment values.
Additionally, these models might be ineffective for analyzing
text in multiple languages or domains with specialized termi-
nology.

The paper is organized as follows. In Section II, we make
a review of the relevant literature. Section III describes the
methodology and data processing pipeline for generating
explainable lexicons using transformers and SHAP explain-
ability. In Section IV, we explain in detail the constituent
phases of the pipeline to create an explainable lexicon based
on SHAP that is used to expand the standard LM lexicon.
We use this explainable lexicon in Section V to create a
new model for sentiment classification. We demonstrate the
effectiveness of our approach in Section VI, where we show
it outperforms the LM lexicon. Specifically, we provide a
discussion assessing the performance of the model in sen-
timent classification tasks on financial datasets. We use the
last Section VII to give concluding remarks and suggest
directions for future research.

II. RELATED WORK
The process of lexicon-based sentiment analysis has tradi-
tionally focused on creating lexicons by manually labeling
the sentiment of the words included in the lexicons. While
such lexicons are of high quality, they require laborious
curation and domain expertise [23]. Thus, lexicons created
for one domain use specialized vocabulary and may not be
suitable or directly applicable to other domains. As the polar-
ity of words may vary across disciplines, domain dependence
in sentiment analysis has been emphasized by researchers in
the field [41]–[43]. [26] showed that word lists curated for
other domains misclassify common words in financial texts.
For example, the word “liability” is considered neutral in
finance, but it usually conveys a negative polarity in general-
purpose applications, making the reuse difficult in special-
ized lexicons. In their seminal study [26], the authors created
an expertly annotated lexicon, called Loughran-McDonald
(LM) lexicon, to more accurately capture sentiments in finan-
cial texts. Other dictionaries used in finance include General
Inquirer (GI) [44], Harvard IV-4 (HIV4), and Diction, but
their performance is known to be inferior compared to the
LM lexicon in sentiment classification tasks in finance.

Given these drawbacks, statistical methods have been

proposed for automatic lexicon learning. For example, [45]
showed that emoticons or hashtags in tweet messages can be
used to avoid manual lexicon annotation and to significantly
improve lexicon coverage while effectively leveraging the
abundance of training data. While [45] relied on calculating
pointwise mutual information (PMI) between words and
emoticons, [46] uses a simple neural network to train lexicons
that improve the accuracy of predicting emoticons in tweets.

The study in [47] takes a different approach that proves to
be beneficial; it recognizes that supervised solutions can be
expensive due to the need to perform burdensome labeling of
data. The process of data labeling can be not only difficult
but also expensive while still having the disadvantage of
producing a limited lexicon coverage. Therefore, as its main
contribution, [47] proved that semantic relationships between
words can be effectively used for lexicon expansion, contrary
to what has been widely assumed in the semantic analysis
literature. Their method uses word embeddings to expand
lexicons in the following way: it adds new words whose
sentiment values are inferred from “close” word vectors that
are already present in the lexicon. Surprisingly, the experi-
mental analysis in [47] showed that the unsupervised method
proposed by the authors is as competitive as state-of-the-art
supervised solutions such as transformers (BERT) without
having to rely on any training (labeled) data.

Automatic lexicon building has been studied in several
papers in the literature. For instance, certain approaches have
shown that taking negation into account improves the perfor-
mance of financial sentiment lexicons on various sentiment
classification tasks [48]. Adapting lexicons that depend on
word context is studied in [49]; this work captures the context
of words as they appear in tweet messages and uses it to
update their prior sentiment accordingly. The methodology
in [49] showed improvement in lexicon performance due to
the sentiment adaptation to the underlying context. Earlier
works explored various directions such as automatic lexicon
expansion for domain-oriented sentiment analysis [50], lexi-
con generation from a massive collection of web resources
[51], construction of polarity-tagged corpus from HTML
documents [52], etc.

Inducing domain-specific sentiment lexicons from small
seed words and domain-specific corpora is studied in [53],
where it is shown that this approach outperforms methods
that rely on hand-curated resources. The approach is vali-
dated by showing that it accurately captures the sentiment
mood of important economic topics of interest, such as data
from the Beige Book of the U.S. Federal Reserve Board
(FED) and data from the Economic Bulletin of the Eu-
ropean Central Bank (ECB). Combining word embeddings
with semantic similarity metrics between words and lexicon
vocabulary is shown to better extract subjective sentiment
information from lexicons [54]. This paper emphasizes that
the capability to automatically infer embedding models leads
to higher vocabulary coverage. The experiments in [54]
also demonstrate that lexicon words largely determine the
performance of the resulting sentiment analysis, meaning
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that similar lexicons (i.e., with similar vocabulary) result in
similar performance.

The comparable performance among lexicons containing
similar vocabulary is one of our main reasons to explore the
potential of transformers to automatically learn and expand
known lexicons in an explainable way. The power of NLP
transformers to accurately extract sentiment from financial
texts is presented in [37], where the authors perform a com-
prehensive analysis with more than one hundred experiments
to prove the capabilities of transformers, and in particu-
lar, how their word embeddings outperform lexicon-based
knowledge extraction approaches or statistical methods.

Due to the complexity of machine learning (ML) tech-
niques, especially deep learning models, the outputs of the
models are hard to visualize, explain and interpret. In re-
cent years, this gives rise to a vast literature on ML model
explainability. A state-of-the-art technique for explainability
is considered SHAP (SHapley Additive exPlanations), which
uses Shapley values from game theory to explain the output
of ML models [39].

The potential of SHAP is explored in different use cases.
SHAP has been recently proven beneficial for diagnosing the
explainability of text classification models based on Con-
volutional Neural Networks (CNNs) [55]. When combined
with CNNs, SHAP is effective in explaining local feature
importance while also taking advantage of CNN’s potential
to reduce the high feature dimensionality of NLP tasks.
CNN is known to outperform other ML algorithms for text
classification, which implies that the SHAP-based analysis
of CNN in [55] can be potentially carried out to explain any
text classification tasks. The increased interest in SHAP has
also been extended to the financial domain, where SHAP
values are used for topics such as interpreting financial time
series [56] and financial data of bankrupt companies [57]. A
comprehensive study has been performed in [58] to evaluate
SHAP in the context of ethically responsible ML in finance.
The SHAP method has been adapted for explaining SOTA
transformer language models such as BERT with the goal
of improving the visualizations of the generated explanations
[59].

Extracting sentiment from news text, social media, and
blogs has gained increasing interest in economics and fi-
nance. The study in [60] proposes a fine-grained aspect-based
sentiment analysis to identify sentiment associated with spe-
cific topics of interest in each sentence of a document. Busi-
ness news texts are used to compile a comprehensive domain-
specific lexicon in [61]. A hybrid lexicon that combines
corpus-based and dictionary-based methods with statistical
and semantic measures is proposed in [62], showing that
sentiments extracted from a large dataset of financial tweets
exhibit a correlation with market trends.

Sentiment analysis of news articles using lexicons has
been performed on the BBC news dataset in [24]. The work
outlines the two main lexicon approaches to sentiment anal-
ysis, namely dictionary-based and corpus-based methods,
but it does not involve machine learning techniques. The

study in [63] recognized that focusing entirely on machine
learning by ignoring the knowledge encoded in sentiment
lexicons may not be optimal. Thus, the authors presented a
method that incorporates domain-specific lexicons as prior
knowledge into algorithms such as SVM and showed that it
could improve the accuracy of sentiment analysis tasks.

While acknowledging the advantages of deep learning
methods, the results in [64] showed that lexicon-based meth-
ods are to be preferred for uses cases with low-resource
languages or limited computational resources at the expense
of slightly lower performance. The authors performed a
comparative study between the BERT Base Italian XXL
language model and the NooJ-based lexical system with
Sentix and SentIta lexicons, thereby validating the idea of
using lexicons in use cases with scarce datasets. The paper
used SHAP to perform qualitative analysis between the two
approaches, but SHAP was not used to improve the coverage
of existing lexicons. To the best of our knowledge, SHAP has
still not been explored for the purpose of automatic lexicon
generation.

III. THE XLex METHODOLOGY
The construction of a lexicon for sentiment analysis com-
prises several consecutive stages, each involving suitable
word processing. To facilitate sentiment analysis, the lexicon
must incorporate words from both positive and negative
polarities. In this section, we delineate the steps involved in
generating the positive and negative sentiment sets, which
will subsequently be merged to form an explainable lexicon.

The architecture of the data processing pipeline is depicted
in Figure 1. The individual components of the pipeline are
elaborated in detail in the following sections of the paper.

The development of a lexicon which we will use to per-
form sentiment analysis, takes place in several successive
stages, each involving appropriate word processing. To facil-
itate sentiment analysis, the lexicon must incorporate words
from both positive and negative polarities. In this section,
we will explain each of the steps taken to create the two
sentiment sets (positive and negative), which will then be
combined into an explainable lexicon.

The architecture of the data processing pipeline is given in
Figure 1. Each of the constituent elements of the pipeline will
be explained in detail in subsequent parts of the paper.

A. AN INITIAL MODEL FOR SENTIMENT ANALYSIS
To create the explainable lexicon, we use the RoBERTa-
based pre-trained transformer model studied in [65]. The
model is selected as it shows superior performance in various
finance-related sentiment classification experiments, achiev-
ing an accuracy of 94%. Given its performance capabilities,
we use the model to classify the sentiment of input sentences
taken from financial-related textual datasets. The datasets
are given in Table 12 where they are denoted as “Source”
datasets. The results of the model are then evaluated and
explained using SHAP. Employing SHAP to explain the
model’s decisions enables the extraction of words belonging
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FIGURE 1: Architecture of the data processing pipeline used to obtain the explainable lexicon (XLex). Details on the merge
between explainable and LM lexicons and the LM processing are given in Figures 2 and 3. Adding explainability features and
handling duplicates between the positive and negative words are shown on Figures 4 and 5 respectively.

to specific sentiment groups, i.e., either positive or negative.
This approach is discussed in detail in Subsection III-B.

This initial RoBERTa-based model is fine-tuned on a
dataset that is a combination of two datasets: Financial
PhraseBank [66] and SemEval-2017-Task5 [67]. These two
constituent datasets are composed of financial headlines ex-
tracted from two different sources. The sentences in the
Financial PhraseBank corpus are selected using random sam-
pling from English news on all listed companies in the OMX
Helsinki stock index. The sampling is performed to ensure
that the selected sentences represent both small and large
companies, different industries as well as different news
sources. The dataset contains 4846 sentences annotated with
three labels, i.e., three polarities: positive, negative, and neu-
tral. On the other hand, SemEval-2017-Task5 is the dataset
used for the “Fine-Grained Sentiment Analysis” problem
posed by Task 5 of the SemEval 2017 competition. It con-
sists of approximately 1200 news headlines related to large
companies operating worldwide. The headlines are extracted

from various internet sources, including Yahoo Finance. The
sentiment score of each sentence in the dataset is labeled
with a real number ranging from -1 to 1. A summary of the
statistics of the two datasets is given in Table 1.

As illustrated in Table 1, the sentences are not evenly
distributed across the different types of polarity. There is
an imbalance between the number of positive and negative
sentences in both datasets. The number of neutral sentences
also differs drastically when compared to the number of
positive or negative sentences. To address the problem, bal-
ancing is performed by extracting 1093 positive and 1093
negative sentences, which are then merged into one dataset.
This dataset is used for training and evaluation of the model
that we take from [65]. The sentences in the dataset are
shuffled and divided into 80% training set and 20% test set.
The training and test sets contain 1748 and 438 sentences,
respectively. Both the training and test sets are balanced,
i.e., they contain the same number of positive and negative
sentences. The statistics of the resulting dataset are shown in
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FIGURE 2: Merge between the explainable and LM lexicons.

FIGURE 3: LM processing.

Table 2.

B. EXTRACTING WORDS AND THEIR ANALYSIS WITH
SHAP

The first step in creating the lexicon involves extracting
words from financial sentences and labeling them as positive
or negative. For this purpose, we use the previously intro-
duced model together with a tokenizer. The model classifies
the sentiment of the input sentences, while the tokenizer deals
with tokenization, i.e. dividing the sentences into component
words. The model and tokenizer are then passed to the
SHAP explainer, which generates explanations for the model
decisions.

SHAP is considered a state-of-the-art technique for ML
model explainability [68]. Its approach uses Shapley values
from game theory to explain the output of ML models [69].
Game theory is characterized by two elements: a game and
players. From the perspective of the SHAP explainer, the
game consists of reproducing the results of the model being

explained (in our case, that is, the NLP model for sentiment
analysis), while the players are the features (the financial
statement, i.e., its constituent words) that are passed as in-
put to the model. SHAP evaluates the contribution of each
feature to the model predictions and assigns each feature an
importance value, called a SHAP value. SHAP values are
calculated for each feature across all samples of the dataset to
assess the contribution of individual features to the model’s
output [39]. It is important to note that SHAP explains the
predictions locally, meaning that the contributions of the
features (words) on the model prediction are related to a
specific sample in the dataset. A different sample can yield
other values for the features’ contributions. However, due
to the additive nature of SHAP values, it is also possible to
aggregate them, allowing us to calculate global values for the
overall contribution of the features across all samples.

To evaluate the features’ contributions on the model pre-
diction for a given sample, SHAP creates a copy of the model
for each combination of the input features. Each of these
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FIGURE 4: Add explainability features based on SHAP in
the explainable and LM lexicons. For the LM lexicon, all
features except “Category” are assigned the value of 1 as their
default value.

TABLE 1: Polarity distribution of sentences in the Financial
PhraseBank and SemEval-2017-Task5 datasets.

Sentiment Dataset
Financial PhraseBank SemEval2017-Task5

Neutral 2879 38
Negative 604 451
Positive 1363 654
Total 4846 1143

TABLE 2: Statistics of the train and test sets used for fine-
tuning the initial RoBERTa-based model.

Polarity Financial PhraseBank & SemEval2017-Task5
Train set Test set Total

Negative 874 219 1093
Positive 874 219 1093
Total 1748 438 2186

models is the same, the only difference is the combination
of features passed to the model. One of these combinations is
the one where none of the features is passed to the model. In
that case, the model results in a mean value for the prediction;
the value is obtained by averaging the labels of the dataset
on which the model was trained. This value is called a base
value. The base value is the value that would be predicted if
no features are known for the model’s current output [39].
In this way, by adding a certain feature to the input, the
SHAP explainer can record the changes to the predicted value
and can measure the contribution of that feature. Each of
the features can increase or decrease the predicted value.
Finally, to obtain the value predicted by the model being
explained (when all features are present), SHAP aggregates
the contribution values (which can be positive or negative) for
each feature and superposes the result to the base value (the
prediction with no input features provided). Using this pro-
cess, SHAP explains the contribution (importance) of each

feature in a given sample. In other words, SHAP measures the
difference in the predicted value caused by the presence or by
absence of a feature. The additive nature of the aggregation is
where the name SHAP comes from, namely Shapley Additive
exPlanations.

The input parameter passed to the SHAP explainer is a
sentence. The NLP model evaluates the sentiment of the
sentence by making a sentiment classification decision, while
SHAP provides an explanation for the decision. The explana-
tion of the SHAP explainer returns three arrays: base values
array, data array, and values array. The base values array
contains two numeric values: a base value for the positive
class and a base value for the negative class. These base
values represent the values that would be predicted for a
particular sentence if no input features are known. In this
case, it is the mean value of the labels for each of the
classes obtained across all instances (samples) on which
the model was trained. The data array contains the tokens
(the constituent words), which are obtained by applying the
tokenizer to the input sentence. The elements of the values
array represent the weights, that is, the contribution of each of
the words (tokens) in the calculation of the sentiment of the
sentence. The weights in the values array are real numbers
ranging from -1 to 1. The weights represent the importance
of a particular word (token) and its contribution to the final
value predicted by the sentiment classification model. The
data array and the values array have the same number of
elements.

As mentioned earlier, the weights are additive which al-
lows them to be superposed. By adding the weights to the
base value, the explainer arrives at the value predicted by the
sentiment model. Visually, this superposition is represented
using diagrams where the calculated weights “push” the base
value to the “right” or to the “left”, causing the model to
increase or decrease its predicted value. By doing so, it is
possible to explain how the model arrived at a given decision
and how different parts of a sentence contributed to the
model’s output. Specifically, in terms of sentiment analysis
with SHAP, this helps understand why a given NLP model
classified a sentence as positive or negative and how each
of the constituent words of the sentence contributed to that
classification decision.

A visual example is given in Figure 6. The figure shows
that positive importance values, marked red, “push” the base
value to the “right” (increasing the model’s predicted value),
while negative weights, marked blue, “push” the base value
to the “left” (reducing the model’s predicted value). The
example is visualized from the perspective of the positive
class, meaning that each "push" to the "right" increases the
probability of predicting a positive sentiment for the given
sentence. Each "push" to the "left" decreases this probability,
that is, it increases the probability of predicting a negative
sentiment for the sentence. This view makes it possible to
understand how the sentiment classification model arrived
at the predicted decision and how different parts of the
sentence contribute to the model’s outcome. Using these
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FIGURE 5: Handling duplicates between the positive and negative words for the explainable and LM lexicons. For the LM
lexicon, all features marked as “Opposite” are assigned the value of 0 as their default value. The feature “Total Count” can be
derived from “Count (Selected)” and “Count (Opposite)”.

preliminaries about the SHAP explainer, we will next create
two sets containing positive and negative words as explained
in Subsection III-C.

C. CREATING A POSITIVE AND NEGATIVE DATASET
AND THEIR POSTPROCESSING
The sentiment classification in the previous subsection is
performed on datasets containing financial sentences. These
datasets are denoted as source datasets in Table 12. Using
SHAP, each of the words in a sentence is marked as positive
or negative in the given context. The decision to label a
particular word as positive or negative depends on whether
it contributes with a positive or negative weight to the final
decision of the model. As a result, two new datasets are
generated. One dataset contains all words across all sentences
that contribute to the positive sentiment of each sentence
(we refer to the words and dataset as “positive” words
and “positive” dataset, respectively), while the other dataset
contains all words across all sentences that contribute to
the negative sentiment (“negative” words, “negative” set). In
addition to the words themselves, these datasets store a few
additional parameters for each word, such as the mean value
of the weights (importance values) obtained by the SHAP
explainer for all of the word appearances, the sum of these
values as well as their maximum and minimum values. The
datasets also store the total number (count) of appearances of
each of the words. All numerical entries in the datasets are
represented by their absolute value.

After creating the positive and negative datasets, we per-
form post-processing to filter the extracted words. The goal
is to keep only the words that are valid and have meaning.
The word post-processing process is explained as follows.

The post-processing begins by transforming all words into

lowercase letters. Then, all entries consisting of one or two
letters are removed since they are of little sentiment utility to
the datasets. These entries are typically fragments of words
that are obtained due to the limitations of the tokenizer. The
RoBERTa tokenizer is limited by the size and coverage of the
vocabulary that is used to train the tokenizer. This leads to
incorrect or imprecise tokenization of certain words that are
either not sufficiently represented in the training vocabulary
or are not represented at all. Consequently, these words
are not represented accurately as they are rather divided
into parts based on more common entries that the tokenizer
discovers in its vocabulary. Thus, entries with one or two
letters are deemed unnecessary and are removed due to their
insufficient contribution to the sentiment analysis.

To obtain valid and useful words, we apply another filter to
the datasets. Using a dictionary of English words, we remove
all words that are not contained in the English dictionary.
This is done to address the limitation of the tokenizer and also
to provide a dataset containing only valid words. The last step
in the post-processing removes auxiliary words that do not
carry meaning in the sentence, such as adverbs, prepositions,
pronouns, and conjunctions (stop words).

These preliminary steps and the data stored for each word
are necessary to develop an explainable lexicon which will
be shown in Section IV.

IV. XLex DEVELOPMENT PROCESS
In the previous section, we demonstrated the use of a trans-
former model for sentiment analysis in combination with
SHAP to process finance-related sentences, which resulted in
the creation of two datasets. One dataset contains all words
with positive sentiment in a given context (positive dataset),
while the other contains all words with negative sentiment
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FIGURE 6: An example of using SHAP for evaluating the word contributions to the sentiment of a sentence

in a given context (negative dataset). These two datasets are
used to create an explainable lexicon as will be shown later
on. We will evaluate the performance of the explainable lexi-
con employing the model proposed in the subsequent Section
V. In addition, the explainable lexicon will be merged with
the Loughran-McDonald (LM) lexicon due to its popularity
in lexicon-based sentiment analysis tasks in finance. The
purpose of merging the two lexicons is twofold. First, we as-
sess the sentiment classification performance of the resulting
(merged) lexicon. Secondly, we investigate the potential for
improving the manually annotated LM lexicon by expanding
it with words obtained in an explainable way. The evaluation
of the combined lexicon will again be done with the model
proposed in Section V. The results related to the evaluation
of the lexicons are presented in Section VI.

This section explains in detail the methodology for gener-
ating the explainable lexicon as well as the process of merg-
ing it with the LM lexicon. The methodology encompasses
four phases, as shown in Figure 1.

A. PHASE 1: LEMMATIZATION AND REMOVAL OF
DUPLICATE WORDS WITHIN THE POSITIVE AND
NEGATIVE DATASETS
In this phase, we lemmatize the words in the positive and
negative datasets obtained in Section III. As a result of the
lemmatization, each of the words is replaced by its lemma,
that is, by its basic form. The goal is to bring different forms
of a certain word to their common lemma, thereby avoiding
different interpretations of the same word. However, this
causes duplicate words to appear in the datasets. After their
lemmatization, different forms of a word (which until that
moment are uniquely represented) can have the same lemma.
The purpose of Phase 1 is to make the datasets consistent
by removing duplicate words. Avoiding duplicates will also
result in a single source of information related to a particular
word.

Each of the duplicates may result in different values for
the number of appearances, the average SHAP value, the
sum SHAP value, as well as for the maximum and minimum
SHAP values. Thus, the goal is to merge the duplicates so
that each word is characterized by a single (unique) value
for each of these features. The removal of duplicates is
performed separately in each of the two datasets (the positive
and the negative set). As will be shown, there are words that
are labeled both as positive and negative, i.e., words that
are present in both datasets. Dealing with these duplicates
between the two datasets is done in Phase 2.

To calculate the unique values for the features of a par-
ticular word, it is necessary to aggregate the values of the
features across all duplicates. The method for aggregating
the duplicates by each of the features (columns) is shown
in Table 3. The aggregation function represents how the
values of all duplicates are combined (aggregated) for a
certain feature. From the table, it can be seen that the feature
indicating the number of appearances of the word is obtained
as a summation of the number of appearances for each of the
duplicates. The reason for this is that each of the duplicates
represents the same word after lemmatization, so the number
of occurrences of that word will be represented as the sum
of all the occurrences of the duplicates. The same approach
is applied to calculate the total (sum) SHAP value. After
lemmatization, all duplicates of a word have the same form,
so the sum SHAP value of all occurrences is the sum of the
values of this feature across all duplicates. The maximum
value is represented by an aggregation function that takes the
maximum along this column for all duplicates. The maxi-
mum SHAP value of all duplicates is a suitable representative
of the maximum SHAP value of that word. The minimum
SHAP value is handled similarly. To obtain the minimum
SHAP value for the word, it is necessary to aggregate it with
a function that calculates the minimum SHAP value from all
duplicates. As can be seen from Table 3, no aggregation is
performed for the feature “Average SHAP value” because it
is obtained by dividing the sum SHAP value by the number
of occurrences of the word.

Table 4 illustrates an example of merging duplicate words
in the positive dataset and getting unique values for the
features. The example presents three different words that
result in the same lemma after performing lemmatization,
demonstrating how to duplicate words are handled. In order
to have only one instance of the word “acquire” in the dataset,
it is necessary to merge these three instances into one. This
is done as per the definition of the aggregation functions
given in Table 3. In the example, the sum is calculated based
on the number of occurrences of all duplicates (9 + 4 +
5 = 18), which results in a total of 18 occurrences of the
word “acquire”. The sum of the sum SHAP values across all
duplicates (3.05+1.4+0.88 = 5.33) represents a sum SHAP
value of 5.33 for the word. To get the average SHAP value, it
is necessary to divide the sum SHAP value by the number of
occurrences (5.33 ÷ 18 = 0.3), which gives an average SHAP
value of 0.3 for the word “acquire”. The maximum SHAP
value for the word is 0.6, while the minimum SHAP value is
0.02.
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TABLE 3: Aggregation functions to handle duplicates across the numerical features of the sentiment dataset. No aggregation
is performed for the average SHAP value as it is obtained by dividing the sum SHAP value by the total number of word
appearances. Another feature that is not aggregated is Category since it is a categorical variable.

Features
Number of
apperances

Sum
SHAP value

Average
SHAP value

Maximum
SHAP value

Minimum
SHAP value

Aggregation function Sum Sum N/A Max Min

TABLE 4: An example for aggregating duplicates in the positive dataset. Duplicates are handled similarly in the negative
dataset.

Duplicates Features

Original
word Lemma Number of

appearances

Total
SHAP
value

Average
SHAP
value

Maximum
SHAP
value

Minimum
SHAP
value

acquire acquire 9 3.05 0.34 0.6 0.05
acquired acquire 4 1.4 0.35 0.5 0.23
acquiring acquire 5 0.88 0.18 0.43 0.02
Single instance
after aggregation (acquire) 18 5.33 0.3 0.6 0.02

The method demonstrated in this phase is applied to each
of the two datasets separately. The example above shows how
this process is performed for one word in the positive dataset,
but the same procedure is used for all other duplicate words in
that dataset, as well as for all duplicate words in the negative
dataset. This is indicated with the elements “Lemmatization”
and “Removal of duplicates” in Figure 1.

B. PHASE 2: HANDLING OF DUPLICATE WORDS
BETWEEN DATASETS
A particular word can be present in both the positive and neg-
ative datasets, leading to word overlaps between the datasets.
Given our goal to generate a lexicon as a combination of the
two datasets, each word should be represented by a single
instance in the resulting lexicon. To overcome the overlaps,
we use the following approach. If an overlapping word has a
higher sum SHAP value in the positive dataset (SHAP pos

sum)
when compared to the negative one (SHAPneg

sum), then the
word is labeled as positive. Similarly, if SHAPneg

sum is higher
than or equal to SHAP pos

sum, then the word is labeled as
negative. The decision criteria are shown in Equation 1:

selected dataset =

{
positive, SHAP pos

sum > SHAPneg
sum

negative, otherwise
(1)

If a certain word is labeled as positive or negative (in the
selected dataset), it is removed from the opposite dataset.
To keep the information about the word removed from the
opposite dataset, new columns are introduced in the datasets.
The new columns are given in Table 5 under “Features added
in Phase 2”. A complete representation of the words in the
two datasets, including their features from both polarities, is
achieved by adding these columns. Using Equation 1 as a
decision criterion and keeping information about the word
removed from the opposite dataset is shown in Figure 5.

Table 5 shows the features added in Phase 2 in addition to
the existing features of the datasets. The table also consol-

idates brief explanations for each of the features. It should
be noted that the label “opposite” represents the set that was
not selected during the decision, in accordance with Equation
1. Thus, if Equation 1 decides that an overlapping word
belongs to the positive dataset, in that case, the “opposite”
dataset is the negative dataset. This word is removed from
the negative dataset, and all its values from the negative
dataset are placed in the positive dataset, in the corresponding
columns marked as “opposite”. Similarly, if the decision
criteria decide that the word belongs to the negative dataset,
in that case “opposite” represents the positive dataset. This
word is removed from the positive dataset, and all its values
from the positive dataset are placed in the negative set in the
corresponding columns marked “opposite”.

If a word is decided to belong to the positive set, then the
SHAP ratio (SHAPratio) is calculated as the ratio between
the average SHAP value of the word from the positive dataset
and the sum of the average SHAP values of the word from the
positive and negative datasets. This is shown in Equation 2:

SHAPratio =
SHAP pos

avg

SHAP pos
avg + SHAPneg

avg
(2)

The opposite value of the SHAP ratio is expressed as the
ratio between the average SHAP value of the word from the
opposite dataset (in this case, it is the negative dataset) and
the sum of the average SHAP values of the word from the
positive and negative sets. This is shown in Equation 3.

SHAP opp
ratio =

SHAPneg
avg

SHAP pos
avg + SHAPneg

avg
= 1− SHAPratio

(3)
Similar steps are taken if the word is decided to belong to the
negative dataset. The only difference is that SHAPratio is
calculated based on the average SHAP value of the negative
dataset (SHAPneg

avg ), while SHAP opp
ratio is calculated based

on the average SHAP value of the positive set (SHAP pos
avg ).

Table 6 shows an illustrative example with the word “op-
tion” that appears in both datasets (positive and negative).
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TABLE 5: Features of the words in the lexicons.

Feature name Feature notation Feature description
Word feature

Word word Word that appears in the lexicon
Initial features

Count (Selected) count Number of appearances of the word
Sum SHAP Value (Selected) SHAPsum Sum SHAP value of the word

Average SHAP Value (Selected) SHAPavg Average SHAP value of the word
Maximum SHAP Value (Selected) SHAPmax Maximum SHAP value of the word
Minimum SHAP Value (Selected) SHAPmin Minimum SHAP value of the word

Features added in Phase 2

Total Count counttotal
Total number of appearances of the

word (in the two sentiments)

Count (Opposite) countopp
Total number of appearances

in the opposite sentiment

Sum SHAP Value (Opposite) SHAP opp
sum

Sum SHAP value of the word
in the opposite sentiment

Average SHAP Value (Opposite) SHAP opp
avg

Average SHAP value of the word
in the opposite sentiment

Maximum SHAP Value (Opposite) SHAP opp
max

Maximum SHAP value of the word
in the opposite sentiment

Minimum SHAP Value (Opposite) SHAP opp
min

Minimum SHAP value of the word
in the opposite sentiment

SHAP Ratio (Selected) SHAPratio
Ratio between SHAPavg

and the sum of SHAPavg and SHAP opp
avg

SHAP Ratio (Opposite) SHAP opp
ratio

Ratio between SHAP opp
avg

and the sum of SHAPavg and SHAP opp
avg

Features added in Phase 3
Category category Category of the word (positive or negative)

Features added in Phase 4

Source src
Source lexicon from which
the word originates from

As can be seen, this word has a sum SHAP value in the
positive and negative dataset of SHAP pos

sum = 0.39 and
SHAPneg

sum = 0.023, respectively. Given that SHAP pos
sum >

SHAPneg
sum, it is decided that the word belongs to the positive

dataset and is removed from the negative dataset. Before
removing the word from the negative dataset, the values of
its features from the negative dataset are added to the positive
dataset in the corresponding columns labeled as “opposite”.
The values added in the “opposite” columns are given as
follows: countopp = 7, SHAP opp

sum = 0.023, SHAP opp
avg =

0.0033, SHAP opp
max = 0.009, SHAP opp

min = 0.0001. The
SHAP ratio of the word in the two datasets is calculated
as SHAPratio = 0.026

0.026+0.0033 = 0.887; SHAP opp
ratio =

0.0033
0.026+0.0033 = 0.113. All other features of the word in the
selected (positive) dataset remain unchanged.

If a word appears only in one of the datasets, a zero value is
assigned to each of the features labeled as “opposite” because
that word does not appear in the opposite sentiment. Also,
according to Equation 2, SHAPratio evaluates to 1 since
SHAP opp

avg for the corresponding word is 0.

C. PHASE 3: MERGING THE POSITIVE AND NEGATIVE
DATASETS

In this phase, the two datasets, positive and negative, are
merged into a single dataset. The feature “Category” is
important for the merging. Possible values for this feature
are “positive” and “negative”, depending on whether the
word is in the positive or negative dataset. All words from

the positive dataset have “positive” as the value for this
feature, while all words from the negative dataset have the
value “negative”. The purpose of the “Category” feature is to
delineate positive words from negative words in the resulting
explainable lexicon. Using this feature, the two datasets are
merged by simply adding all the data points (i.e., all words
together with all their features) from the negative set to the
positive one. An excerpt of the explainable lexicon after the
merge is shown in Table 7. 1 This finalizes the creation of
the explainable lexicon containing words that are automati-
cally extracted with the help of transformers and SHAP. A
distinctive property of this lexicon is the usage of SHAP
values, especially SHAPavg , which will be later on used to
perform sentiment analysis. As will be shown by the results
in Section VI, SHAPavg is a good indicator of the sentiment
of a particular word. In addition to this feature, SHAPratio

and count are also introduced as parameters that will be
used in sentiment analysis when determining the polarity of
a particular sentence. This is explained in detail in Section V.

Our aim is to use the explainable lexicon to improve and
extend the LM lexicon. To compare their performance, these
two lexicons are combined into a final lexicon which for the
remainder of the paper will be interchangeably referred to as
the combined lexicon or XLex+LM lexicon. We will use the
combined lexicon to perform sentiment analysis on financial
sentences, thereby evaluating the possible improvement of

1For this and the remaining diagrams related to lexicons, only part of the
dataset features are shown so that the diagrams can fit within the page limits.
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TABLE 6: An example with the word “option” and its features in the dataset.

Word option
Dataset Features (columns)

count SHAPsum SHAPavg SHAPmax SHAPmin

Positive 15 0.39 0.026 0.2 0.07
Negative 7 0.023 0.0033 0.009 0.0001

TABLE 7: An excerpt of selected features of the explainable lexicon.

Word Count
(Selected) Total Count

(Opposite) Category
Average

SHAP Value
(Selected)

Average
SHAP Value
(Opposite)

Sum
SHAP Value

(Selected)

Sum
SHAP Value
(Opposite)

new 426 577 151 positive 0.090629 0.021480 38.608165 3.243527
amp 311 568 257 negative 0.032435 0.037868 10.087175 9.732118

world 267 513 246 positive 0.046991 0.027468 12.546591 6.757057
year 384 461 77 negative 0.050818 0.032912 19.514242 2.534230
china 213 426 213 positive 0.042231 0.032894 8.995204 7.006360
group 297 398 101 positive 0.079659 0.026396 23.658838 2.666006

company 291 387 96 positive 0.076470 0.030276 22.252625 2.906498
energy 327 357 30 positive 0.109173 0.019223 35.699520 0.576700
bank 202 351 149 positive 0.069276 0.036797 13.993703 5.482755

power 312 328 16 positive 0.136059 0.019770 42.450354 0.316315
state 258 301 43 negative 0.039640 0.011132 10.227108 0.478668

million 168 285 117 negative 0.048877 0.050262 8.211418 5.880613
use 147 284 137 positive 0.042997 0.025001 6.320554 3.425115

country 240 280 40 negative 0.037619 0.023715 9.028585 0.948618
market 177 273 96 positive 0.048187 0.043074 8.529055 4.135104
trump 231 269 38 negative 0.086255 0.022430 19.924996 0.852340
time 192 264 72 negative 0.045261 0.026059 8.690184 1.876225
apple 224 255 31 positive 0.112486 0.022463 25.196845 0.696366

chinese 139 248 109 negative 0.035228 0.026792 4.896641 2.920374
global 173 240 67 positive 0.078297 0.040759 13.545395 2.730843
billion 168 233 65 negative 0.055175 0.048924 9.269427 3.180079

ban 149 228 79 negative 0.066532 0.032665 9.913209 2.580523
day 180 223 43 negative 0.064980 0.026559 11.696429 1.142023

the combined lexicon over the plain vanilla LM lexicon. The
results obtained by analyzing the combined lexicon will be
shown and discussed in Section VI. In the next and last phase,
Phase 4, we explain the process of combining the explainable
and LM lexicons into the combined lexicon.

D. PHASE 4: MERGING WITH THE
LOUGHRAN-MCDONALD DICTIONARY
In this last phase, we combine the explainable lexicon with
the LM lexicon. However, before this can be done, it is
necessary that the words in the LM lexicon undergo similar
processing as in the case of the explainable lexicon so that the
LM words obtain the same set of features. The processing of
words of the LM lexicon is given in Figure 3 and is explained
as follows.

1) Processing of the LM Lexicon
While the Loughran-McDonald lexicon consists of seven
sentiment datasets, only its positive and negative components
(datasets) are of interest to the combined (XLex+LM) lexi-
con. Similarly to the datasets used to create the explainable
lexicon, the words from the LM datasets are first trans-
formed into lowercase letters and then lemmatized. Duplicate
words are obtained due to lemmatization. These datasets
consist only of words without any other additional features
(columns), so there is no need to aggregate the duplicates

for a particular word. Instead, all duplicates are removed,
leaving only one instance of the word in the datasets. To be
able to combine this lexicon with the explainable lexicon, it
is necessary to ensure they have the same features. Thus, all
features from the explainable lexicon (shown in Table 5) are
added to the LM datasets.

As a first step, the initial features and the features intro-
duced in Phase 2 are added to each of the LM datasets. These
newly added features (except for those labeled as “opposite”)
are assigned a value of 1 as their main (default) value. Since
these words do not contain values for the corresponding
features, it is necessary to assign them a specific value. The
value 1 is chosen as the main value to indicate if the word
is contained in the given dataset. While 1 is a high value to
be assigned to SHAPavg , this default value assignment is
compensated with the model coefficients that are introduced
in Section V. On the other hand, those features labeled as
opposite are assigned a value of 0 since there are no words
from one dataset that overlap with the other dataset. This
assignment of values is a consequence of the fact that the
words originating from the LM datasets are not obtained in
an explainable way using SHAP; thus, they do not have the
characteristics shown in Table 5.

In addition, the feature “category” is added to all the words
from the LM datasets. For the words from the positive and
negative LM dataset, this column is filled with the value
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"positive" or "negative" respectively. As was the case with
the datasets from the explainable lexicon, the purpose of the
“category” feature in the LM datasets is to be able to identify
the origin of a given word in the merged LM lexicon, i.e.,
whether the word originates from the positive or negative
LM dataset. After this, the two LM datasets are merged
into a single consolidated dataset by simply adding the data
points (i.e., the words together with all their features) from
the negative to the positive LM dataset. This concludes the
processing of the LM lexicon. In the next subsection, the LM
lexicon will be merged with the explainable lexicon to arrive
at the combined (XLex+LM) lexicon. A visual overview of
the LM lexicon after merging the positive and negative LM
datasets, along with some of the added features, is shown in
Table 8.

2) Obtaining the XLex+LM Lexicon by Merging the XLex and
LM Lexicons
As a final step, we merge the explainable lexicon (XLex)
created in Phase 3 with the LM lexicon. We make two
changes in the lexicons before merging them. We introduce a
new feature (column) called src ("source") as shown in Table
5. Since two different lexicons will be merged into one, the
purpose of this feature is to indicate the origin of a certain
word in the merged lexicon, i.e., whether the word originates
from the explainable or LM lexicon. The feature is filled in
with the value “XLex” and “LM” if the word originates from
the explainable and LM lexicon, respectively. The src feature
allows flexibility in selecting the lexicon that is used by the
sentiment analysis model in the evaluation process. Thus, it
is possible to select the explainable lexicon, the LM lexicon,
or the combined (XLex+LM) lexicon.

We also add a prefix to all features in the lexicons (i.e.,
all features indicated in Table 5). The only exception is the
column that contains the word itself (“word” column) since
that column is used to merge the two lexicons. Adding the
prefix is done with the same purpose, namely to have the
flexibility to select a lexicon for the sentiment analysis model.
Selecting a certain lexicon means taking into account only
its words and features in the sentiment analysis and not the
words and features of the other lexicon. Before merging
the lexicons, they have the same names for the features, so
to distinguish these features in the combined lexicon, it is
necessary to name them differently. We add prefixes “XLex”
and “LM” to denote the columns from the explainable and
LM lexicon, respectively. This is shown in Tables A.1-A.2 in
the Appendix A. The prefix “XLex” stands for “eXplainable
Lexicon” and indicates that the lexicon is created using ex-
plainability tools. The prefix “LM” is an abbreviation for the
Loughran-McDonald lexicon, indicating that these features
are related to the LM lexicon. With these two changes, it is
possible to completely extract the explainable or LM lexicon
from the combined lexicon.

After merging the lexicons, all words will appear with
one instance in the combined dataset, including words that
appear in both lexicons. The features of a given word in the

combined lexicon will contain the feature values of both the
explainable and LM lexicons for that word. This is shown
in Table A.3. If a particular word does not appear in both
lexicons, it will also be represented by a single instance in
the combined lexicon, but its instance will be populated only
with the features of that word from the lexicon in which
it exists, not the features from the other lexicon. This is
shown in Table A.4. Words of this type do not appear in
both lexicons, therefore, for the lexicon in which they do
not appear, there is no value that can be assigned to them.
This is the reason why after merging the lexicons, there
are words with missing feature values for certain columns,
as indicated with “NaN” (missing value) in Table A.4. For
different columns, the missing values are handled differently.
The feature “XLex Category” is filled with the value “none”
because that word does not appear in the explainable lexicon.
Similarly, the feature “LM Category” is filled in with the
value “none” because the word is not present in the LM
lexicon. If the column “XLex Source” has the value “NaN”,
then it means that the word is from the LM lexicon, so the
column “LM Source” has the value “LM”. To indicate that
the word does not appear in the explainable lexicon, the
“NaN” value of the “XLex Source” column is replaced by
the “LM” value. Similarly, if the “LM Source” column has
the value “NaN”, then it means that the word is from the
explainable lexicon, so the “XLex Source” column has the
value “XLex”. To indicate that the word is not contained
in the LM lexicon, the value “NaN” of the column “LM
Source” is replaced by the value “XLex”. All other columns
that contain “NaN” values (for the corresponding lexicon in
which the given word does not appear) are assigned the value
of 0. If a word does not appear in a given lexicon, the value
for all its features is 0. Figure 2 summarizes the handling of
missing (“NaN”) values that arise due to the merging of the
two lexicons.

After handling the invalid feature values, an excerpt of the
lexicon’s content is shown in Table 9. Comparing Table A.4
and Table 9 can reveal the effect of replacing invalid values
for certain columns. A normalized version of the combined
lexicon is then created. To obtain the normalized lexicon,
the values of each of the numerical features are modified
according to Equation 4:

vnorm =
v(f)

max(f)
(4)

where v(f) represents the value of a feature for a given word,
while max(f) is the maximum value of that feature across
all words. This step concludes the creation of the combined
XLex+LM lexicon, which can now be used as a basis for
performing sentiment analysis.

In the next section, we define a model for sentiment
analysis based on the combined lexicon.
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TABLE 8: An excerpt of selected features of the LM lexicon.

Word Count
(Selected) Total Count

(Opposite) Category
Average

SHAP Value
(Selected)

Average
SHAP Value
(Opposite)

Sum
SHAP Value

(Selected)

Sum
SHAP Value
(Opposite)

surpasses 1 1 0 positive 1 0 1 0
transparency 1 1 0 positive 1 0 1 0
tremendous 1 1 0 positive 1 0 1 0

tremendously 1 1 0 positive 1 0 1 0
unmatched 1 1 0 positive 1 0 1 0

unparalleled 1 1 0 positive 1 0 1 0
unsurpassed 1 1 0 positive 1 0 1 0

upturn 1 1 0 positive 1 0 1 0
valuable 1 1 0 positive 1 0 1 0
versatile 1 1 0 positive 1 0 1 0

versatility 1 1 0 positive 1 0 1 0
vibrancy 1 1 0 positive 1 0 1 0
vibrant 1 1 0 positive 1 0 1 0

win 1 1 0 positive 1 0 1 0
winner 1 1 0 positive 1 0 1 0
worthy 1 1 0 positive 1 0 1 0

abandon 1 1 0 negative 1 0 1 0
abandonment 1 1 0 negative 1 0 1 0

abdicate 1 1 0 negative 1 0 1 0
abdicates 1 1 0 negative 1 0 1 0
abdication 1 1 0 negative 1 0 1 0
aberrant 1 1 0 negative 1 0 1 0

aberration 1 1 0 negative 1 0 1 0

TABLE 9: The combined lexicon after handling invalid values.

Word XLex Count
(Selected) XLex Total XLex Count

(Opposite)

XLex Average
SHAP Value

(Selected)
XLex Source

LM Average
SHAP Value

(Selected)
LM Category

LM Sum
SHAP Value
(Opposite)

LM Source
LM Max

SHAP Value
(Opposite)

abide 1.0 1.0 0.0 0.003838 XLex 0 none 0 XLex 0
abo 1.0 1.0 0.0 0.000976 XLex 0 none 0 XLex 0

aboard 2.0 2.0 0.0 0.122640 XLex 0 none 0 XLex 0
abolition 1.0 1.0 0.0 0.006430 XLex 0 none 0 XLex 0
abroad 3.0 3.0 0.0 0.039073 XLex 0 none 0 XLex 0
writeoff 0.0 0.0 0.0 0.000000 LM 1 negative 0 LM 0
writeoffs 0.0 0.0 0.0 0.000000 LM 1 negative 0 LM 0
wrongful 0.0 0.0 0.0 0.000000 LM 1 negative 0 LM 0

wrongfully 0.0 0.0 0.0 0.000000 LM 1 negative 0 LM 0
wrongly 0.0 0.0 0.0 0.000000 LM 1 negative 0 LM 0

V. MODEL FOR SENTIMENT ANALYSIS BASED ON
EXPLAINABLE LEXICONS
In this section, we develop a model for sentiment analysis.
The model is designed to make lexicon-based decisions,
namely using the combined XLex+LM lexicon. To perform
sentiment classification, the model can also use the explain-
able or LM lexicon as input since both can be extracted from
the combined lexicon. To determine the sentiment of sen-
tences, it is necessary to pass the following input parameters
to the model: the combined lexicon, the lexicon’s features
that will be used to make decisions about the sentiment of the
sentences, as well as the source of the words, that is, which
of the lexicons will be used in the analysis (explainable,
LM or combined lexicon). There are three features used
for decision-making purposes: SHAPavg , SHAPratio, and
count. Each of these characteristics can make the decision
individually, but they can also be used together in any com-
bination. The details of how these decision features are used
together are explained later in this section.

After defining the model and its input parameters, we use
the model to perform sentiment classification of financial

sentences. The datasets used in the process of sentiment
classification, and the corresponding results are outlined in
Section VI. We use the evaluation method of our model. The
input parameters passed to the method are the sentences to
be evaluated, the actual labels (sentiment) of those sentences,
as well as 4 or 2 coefficients, depending on whether the
combined lexicon or any of the constituent lexicons is used
individually. The purpose of these coefficients is to control
how much each of the lexicons will contribute to the decision
as well as how much importance will be given to the selected
category relative to the opposite category. The coefficients
will be discussed in more detail in this section, where the
sentiment calculation is expressed mathematically.

We now explain how to calculate the sentiment of a certain
sentence using the sentiment analysis model, relying on the
combined lexicon. The explanation applies to one sentence,
but the same process is applied to every sentence in the
dataset. To determine the sentiment of a particular sentence,
it is first split into its component words using the RoBERTa
tokenizer from Section III. Then, every word is transformed
into lowercase letters and lemmatized. All words in the
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combined lexicon are lemmatized, so in order to follow an
identical approach, we also lemmatize the words from the
evaluation sentences. Each of the sentences is represented as
a set of words wi, 1 ≤ i ≤ n:

sentence = {w1, w2, ..., wn} (5)

We calculate the sentiment value of every word wi in
a given sentence. Before calculating this sentiment value,
it is necessary to calculate a cumulative value for each of
the lexicons selected in the sentiment analysis (explainable
and LM) and for each of the word categories (positive and
negative). The term “cumulative value” refers to the sum of
the values of the word’s features. For a specific word and
for a specific lexicon, the cumulative value for the positive
category is calculated as per Equation 6:

vc
pos(wi) =

n∑
i=1

vpos(xi) (6)

where xi, 1 ≤ i ≤ n, are the features selected to make the de-
cision in the sentiment analysis. These features are the same
for each of the selected lexicons and for each of the word
categories. vpos(xi) is the value of the feature xi of the pos-
itive word category. The sum of all these features represents
the cumulative value of a given word in the selected lexicon
as per the positive category. As previously mentioned, these
decision-making features can be at most three (SHAPavg,
SHAPratio, and count) and at least one. At the same time,
it is possible to use any other combination of them. Similarly
to the positive word category, the cumulative value of a given
word in the selected lexicon with respect to the negative
category is calculated as per Equation 7:

vc
neg(wi) = (−1)

n∑
i=1

vneg(xi) (7)

where xi, 1 ≤ i ≤ n, are the selected features used to make
sentiment decisions while vneg(xi) is the value of the feature
xi in the negative word category. The sum across all the
selected features represents the cumulative value of a given
word in the negative category for the selected lexicon. As can
be seen in Equation 7, the sum is multiplied by −1, ensuring
that the cumulative value for the negative word category is
always negative. Initially, all feature values are positive in
each of the two lexicons as well as in the combined lexicon,
i.e., given by their absolute values. Thus, it is necessary
to multiply the cumulative value by −1 for the negative
category. As will be pointed out later in this subsection,
this facilitates the calculation of the sentiment value of the
analyzed word. It should be noted that if a certain word does
not exist in one of the categories or in one of the lexicons, the
cumulative value evaluates to 0 according to Equations 6-7.

The sentiment value of a given word can be calculated after
determining the cumulative value for each lexicon and each
category. If the combined XLex+LM lexicon is chosen for

performing the sentiment analysis, the sentiment value of the
word is obtained using Equation 8:

vsent(wi) = cxlp ∗ vcxl(wi) + cxlo ∗ vcxl,opp(wi)+

+ clmp ∗ vclm(wi) + clmo ∗ vclm,opp(wi)
(8)

The variables used in Equation 8 are summarized and ex-
plained in Table 10. The coefficients (parameters) in Equa-
tion 8 are introduced to control the contribution of each
lexicon and each category on the sentiment classification de-
cision. As will be explained in Section VI, the parameters can
be fine-tuned to investigate which values lead to improved
sentiment classification performance.

If only the explainable lexicon is passed to the sentiment
analysis model when determining the sentiment of the sen-
tences, the sentiment value of a given word is calculated
using Equation 9:

vsent(wi) = cxlp ∗ vcxl(wi) + cxlo ∗ vcxl,opp(wi) (9)

As can be seen, only two coefficients are used in this equation
instead of four since only one of the lexicons is selected.

On the other hand, if only the LM lexicon is selected as an
input to the sentiment analysis model, the sentiment value of
a given word is calculated by Equation 10:

vsent(wi) = clmp ∗ vclm(wi) + clmo ∗ vclm,opp(wi) (10)

Equation 10 also has only two parameters instead of four
since only one of the lexicons is selected.

After calculating the sentiment value of every word in a
sentence using the above equations, the sentiment value of
the sentence is evaluated as the sum of the sentiment value of
each of the constituent words. This is given in Equation 11:

vsent(sentence) =

n∑
i=1

vsent(wi) (11)

where sentence is represented as a set of words (Equation
5). In this way, the sentiment value of a certain sentence is
calculated. Next, we determine the polarity of a sentence, i.e.,
whether it is positive, negative, or neutral. To calculate the
sentiment polarity spol of a sentence from its sentiment value,
we check whether the sentiment value is positive, negative, or
equal to 0 as follows:

spol(sentence) =


positive : vsent(sentence) > 0

negative : vsent(sentence) < 0

neutral : otherwise
(12)

The sentiment model uses Equation 12 to calculate the sen-
timent of each sentence that is subject to sentiment analysis.
After calculating the sentiment of each sentence, we evaluate
the sentiment classification performance of the model. The
evaluation is performed using the predicted and actual sen-
timents of each of the sentences. For this purpose, we use
standard classification metrics such as accuracy, precision,
recall, F1 score, and MCC. We also generate a classification
report and confusion matrix.
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TABLE 10: Explanations of the variables used in the equations for calculating the sentiment value of a given word (Equations
8-10).

Variable Description

Primary category The category selected as the primary category in
Phase 2 (positive or negative)

Opposite category The category that was not selected as the primary
category in Phase 2 (positive or negative)

cxlp
Coefficient of influence on the cumulative value
of the primary category in relation to the explainable lexicon

vcxl
Cumulative value of the primary category in relation
to the explainable lexicon

cxlo
Coefficient of influence on the cumulative value
of the opposite category in relation to the explainable lexicon

vcxl,opp
Cumulative value of the opposite category in relation to the
explainable lexicon

clmp
Coefficient of influence on the cumulative value
of the primary category in relation to the LM lexicon

vclm
Cumulative value of the primary category in relation
to the LM lexicon

clmo
Coefficient of influence on the cumulative value
of the opposite category in relation to the LM lexicon

vclm,opp Cumulative value of the opposite category
in relation to the LM lexicon

Equations 11-12 show why it is necessary to involve
multiplication by −1 in Equation 7. The sentiment value
of a certain sentence is the sum of the sentiment values of
the constituent words of that sentence. The sentiment of the
sentence depends on whether its sentiment value is positive
or negative. Thus, it is important to ensure that a positive
word leads to a positive sentiment value while a negative
word leads to a negative sentiment value. This is achieved by
the equations for calculating the cumulative value (Equations
6-7).

The methodology explained in this section completes the
entire process – from automatic word extraction, word clas-
sification, and postprocessing to creating an explainable lex-
icon with SHAP, combining it with the manually annotated
LM lexicon, and finally creating a model that will classify the
sentiment of finance-related sentences. The results obtained
by applying this model to different datasets of financial
sentences are shown in the next section.

VI. RESULTS AND DISCUSSION
We present results obtained by the model introduced in the
previous section using the combined XLex+LM lexicon.

A. USED DATASETS
Tables 11-12 present the datasets used to build the explain-
able lexicons as well as the datasets on which these lexicons
are evaluated. Table 11 summarizes these datasets by giving
their descriptions, while Table 12 contains summary statistics
about the datasets. Each of the datasets consists of financial
sentences, where each sentence is labeled with its sentiment
polarity. It should be noted that these datasets do not contain
the sentences that were used to train the initial model given in
Section III with the goal of avoiding bias in the experiments2.

2The code and datasets for the experiments can be found at:
https://github.com/hristijanpeshov/SHAP-Explainable-Lexicon-Model

The label “Source” in the “Purpose” column in Table 12
denotes that the corresponding dataset is used to extract
words with SHAP and to generate an explainable lexicon.
Details about generating the explainable lexicons from these
datasets are shown as follows.

B. SUMMARIZATION OF THE GENERATED LEXICONS
We generate three different explainable lexicons. The words
in the lexicons are generated from three different sources.
The datasets that are the sources of the lexicons are marked
as “Source” in the “Purpose” column of Table 12. Each
of the lexicons is created using the method described in
Sections III-IV. The purpose of using different sources is
to verify the ability of the method presented in this paper
to successfully generate explainable lexicons under different
conditions (given that different sources exhibit varied data).
We also want to evaluate the effectiveness of the method-
ology to automatically label the words with the appropriate
sentiments. Summary data of the explainable lexicons is
shown in Table 13, which also gives information about the
LM lexicon.

Each of the explainable lexicons from Table 13 is com-
bined with the LM lexicon, and the resulting lexicons are
used in the process of evaluating the model performance. The
results of the analysis are shown in the next subsection.

C. RESULTS FROM THE SENTIMENT ANALYSIS
The model takes (uses) two parameters that can be fine-tuned:
decision coefficients and the features that will be used to
make sentiment decisions. We perform a grid search to find
the optimal values of the model parameters that result in the
highest accuracy when performing sentiment analysis.

Although it is possible to use all three decision features
(SHAPavg , SHAPratio, and count), we conducted a grid
search to identify the most effective combination. Our results
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TABLE 11: Descriptions of the datasets that are used in the process of obtaining results from the sentiment analysis.

Dataset Description
sentfin Sentfin: Aspect-based dataset of financial news
fiqa_labeled_df Fiqa: Aspect-based dataset of financial sentences
dev_df Test set for the sentiment analysis from Table 2

financial_phrase_bank Financial PhraseBank: Manually annotated financial
sentences about companies listed on the OMX Helsinki stock index

fpb_fiqa Financial PhraseBank + Fiqa
nasdaq Financial news about companies listed on the NASDAQ index
fiqa_fpb_sentfin_neutral All neutral sentences from Fiqa, Financial PhraseBank and Sentfin

TABLE 12: Statistics of the datasets used in the process of generating results from the sentiment analysis giving the number of
positive, negative, and neutral sentences as well as indicating the purpose of the datasets (used as a source or for evaluation).

Label Total number
of sentences Positive Negative Neutral Purpose

fiqa_labeled_df 882 602 280 0 Evaluation
dev_df 398 200 198 0 Evaluation

fpb_fiqa 1542 1236 306 0 Evaluation
financial_phrase_bank 885 774 111 0 Evaluation
financial_phrase_bank 2960 89 0 2871 Source

nasdaq 9202 3067 5903 232 Source
fiqa_fpb_sentfin_neutral 6086 0 0 6086 Source

TABLE 13: Statistics of the lexicons on which sentiment analysis is performed.

Lexicon Total number
of words Positive Negative

fiqa_fpb_sentfin_neutral 3313 1635 1678
nasdaq 5751 2537 3214

financial_phrase_bank 2729 1342 1387
Loughran–McDonald 1731 246 1485

revealed that SHAPavg has the dominant impact on accu-
racy, and we, therefore, selected it as the primary decision
feature. Then we performed a second grid search by using
only the standard (without normalization) explainable lexi-
cons in order to find the optimal values of the coefficients
cxlp and cxlo. We choose 0.1, 0.3, 0.5, 0.7, and 0.9 as possible
values for these coefficients to distinguish between different
levels of impact (0.1 denotes weak impact, while 0.9 denotes
strong impact). By applying permutations with repetition, all
permutations of the values for the coefficients are obtained.
There are five possible values that can be assigned to two
coefficients, thus, the total number of permutations is 52 =
25. These permutations are combined with each of the three
explainable lexicons and each of the four evaluation datasets.
The only exception is the financial phrase bank explainable
lexicon and the financial phrase bank evaluation dataset. We
do not evaluate this combination to avoid biased results. As a
result, we arrive at a total of 275 models that are created for
the purpose of grid search (25 permutations × 2 explainable
lexicons × 4 evaluation datasets + 25 permutations × 1
explainable lexicon × 3 evaluation datasets). For each of the
models in the grid search set of models, we are using the
SHAPavg as the decision maker.

To select the optimal values for the coefficients cxlp and
cxlo, we extract the top half (13 out of 25) results in terms
of accuracy score for each of the explainable lexicons and
each of the evaluation datasets. Following that, we proceed
by measuring the number of occurrences of each coeffi-

cient pair. The results show that the following (cxlp, cxlo)
pairs (0.7, 0.5), (0.9, 0.7), (0.9, 0.5), (0.1, 0.1), (0.7, 0.7)
and (0.5, 0.5) are the most frequent (each pair appears with
11 occurrences) and are the ones that lead to the highest
accuracy. Since all these pairs have the same number of
occurrences, either of them can be used in the subsequent
experiments. We select the pair (cxlp, cxlo) = (0.7, 0.5).

To find the optimal values for the coefficients clmp and
clmo, we need to repeat this procedure, but now utilizing
the LM lexicon instead of the explainable lexicons. We also
use the standard (without normalization) version of the LM
lexicon. For each evaluation dataset, the results show that the
obtained accuracy is the same irrespective of the coefficients’
values. Instead of searching for the most favorable values for
the clmp and clmo coefficients using only the LM lexicon, we
search for the coefficient values using the combined lexicon.
As the combined lexicon requires all four coefficients, we
are fixing the cxlp and cxlo with the values determined in
the previous grid search, and then we determine the optimal
values of the clmp and clmo coefficients. Again, the possible
values for the coefficients are 0.1, 0.3, 0.5, 0.7, and 0.9, and
the decision maker is SHAPavg . Similarly to the previous
grid search, we created 275 models, but this time utilizing
the standard (without normalization) combined XLex+LM
lexicons instead of just the explainable lexicons. Same as
previously, we extract the top half results (13 out of 25) in
terms of accuracy score for each of the explainable lexicons
and each of the evaluation datasets and measure the number
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TABLE 14: Results obtained using the models for sentiment analysis. The columns “LM”, “XLex”, “XLex+LM” suggest that
the model determined the sentiment of the sentences using only the LM lexicon, only the explainable lexicon or the combined
lexicon, respectively. Similarly, the columns “LM on LM”, “XLex on LM”, “(XLex+LM) on LM” indicate that the model
determined the sentiment using only the LM lexicon, only the explainable lexicon or the combined lexicon, respectively, on
those expressions from the evaluation set for which the model from the LM column had an answer. Within each of the two
methods (the evaluation on the whole dataset or the evaluation on the part of the dataset), the approach with the highest accuracy
among the three approaches is represented in bold.

Source of the lexicon Normalized Evaluation set Accuracy on whole dataset Accuracy only on the part of the dataset for
which the LM-based model has an answer

LM XLex XLex+
LM

LM on
LM

XLex on
LM

(XLex+LM)
on LM

nasdaq Yes dev_df 0.369 0.621 0.704 0.808 0.648 0.83
nasdaq Yes financial_phrase_bank 0.31 0.764 0.78 0.755 0.749 0.788
nasdaq Yes fiqa_labeled_df 0.27 0.615 0.642 0.698 0.633 0.704
nasdaq Yes fpb_fiqa 0.285 0.699 0.717 0.727 0.699 0.744
nasdaq No dev_df 0.369 0.704 0.764 0.808 0.692 0.824
nasdaq No financial_phrase_bank 0.31 0.846 0.846 0.755 0.791 0.791
nasdaq No fiqa_labeled_df 0.27 0.673 0.681 0.698 0.68 0.701
nasdaq No fpb_fiqa 0.285 0.765 0.768 0.727 0.737 0.744

fiqa_fpb_sentfin_neutral Yes dev_df 0.369 0.698 0.744 0.808 0.731 0.83
fiqa_fpb_sentfin_neutral Yes financial_phrase_bank 0.31 0.782 0.779 0.755 0.785 0.777
fiqa_fpb_sentfin_neutral Yes fiqa_labeled_df 0.27 0.65 0.662 0.698 0.683 0.716
fiqa_fpb_sentfin_neutral Yes fpb_fiqa 0.285 0.715 0.718 0.727 0.736 0.744
fiqa_fpb_sentfin_neutral No dev_df 0.369 0.711 0.761 0.808 0.72 0.83
fiqa_fpb_sentfin_neutral No financial_phrase_bank 0.31 0.809 0.802 0.755 0.81 0.793
fiqa_fpb_sentfin_neutral No fiqa_labeled_df 0.27 0.668 0.675 0.698 0.692 0.71
fiqa_fpb_sentfin_neutral No fpb_fiqa 0.285 0.735 0.735 0.727 0.749 0.75
financial_phrase_bank Yes dev_df 0.369 0.661 0.714 0.808 0.698 0.813
financial_phrase_bank Yes fiqa_labeled_df 0.27 0.554 0.595 0.698 0.595 0.701
financial_phrase_bank Yes fpb_fiqa 0.285 0.646 0.675 0.727 0.656 0.731
financial_phrase_bank No dev_df 0.369 0.709 0.761 0.808 0.709 0.824
financial_phrase_bank No fiqa_labeled_df 0.27 0.626 0.642 0.698 0.672 0.713
financial_phrase_bank No fpb_fiqa 0.285 0.695 0.708 0.727 0.709 0.74

of occurrences of the coefficient pairs. The results show
that the value pairs leading to the highest accuracy and
which are most frequent for the (clmp, clmo) coefficients are
(0.3, 0.1), (0.3, 0.3), (0.3, 0.5), (0.3, 0.7), (0.3, 0.9), all with
11 occurrences. Since all of the pairs have the same number
of occurrences, we can choose any of the pairs. We select the
pair (clmp, clmo) = (0.3, 0.5).

Once the optimal model parameters are selected, we pro-
ceed by generating the results. For this purpose, we use the
combined lexicons from Table 13 that are also available in
their normalized form. Each of these lexicons serves as a
basis for performing sentiment analysis using the model pro-
posed in Section V. Each of the created models is evaluated
on all evaluation sets in Table 12 (these are the sets containing
the label “Evaluation” in the “Purpose” column). Only the
model which uses the Financial PhraseBank dataset as a
source for the combined lexicon is not evaluated on that same
dataset in order to avoid model bias. The results are shown in
Table 14.

D. DISCUSSION
Table 14 reveals that the model achieves overall best results in
sentiment analysis when the combined lexicon (XLex+LM)
is used as a basis for the analysis. The same applies when the

explainable lexicon (XLex) is used as a basis. The highest
accuracy of the model based on the combined (XLex+LM)
lexicon is 0.846; if sentiment classification is performed
using only the explainable lexicon under the same conditions
(i.e., the same source of the lexicon and the same evaluation
set), the obtained accuracy also evaluates to 0.846. The
accuracy evaluates to 0.31 if only the LM lexicon is taken as
a basis for sentiment classification. The reason for this result
is due to the insufficient word coverage of the LM lexicon
since the LM lexicon does not contain the words that make up
a large part of the sentences of the evaluation set. Therefore,
those expressions are unanswered. As can be seen from Table
15, the sentiment analysis performed with the LM lexicon
leads to a large number of unanswered sentences for each
of the datasets. The percentage of unanswered sentences is
about 60% for each dataset. These unanswered expressions
are considered wrongly answered, leading to very low accu-
racy of the LM lexicon. On the other hand, Table 15 shows
that there are almost no unanswered sentences when using
explainable lexicons combined with the LM lexicon. Hence,
the results show that explainable lexicons are advantageous
over manually annotated lexicons as they achieve larger vo-
cabulary coverage and higher accuracy in sentiment analysis.
Explainable lexicons are able to achieve larger vocabulary
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coverage because they can automatically extract words and
classify them using explainable ML models. Consequently,
the combined lexicon also leads to a larger vocabulary cover-
age.

To compare the explainable and LM lexicons in terms of
accuracy, we proceed as follows. First, the model performs
sentiment analysis using only the LM lexicon under certain
conditions (with a certain source of words in the lexicon and a
given evaluation set). After the evaluation process is finished,
we take all expressions for which the model created this way
gave an answer, i.e., if vsent(sentence) ̸= 0 (Equation 11),
thereby marking the sentence as positive or negative accord-
ing to Equation 12. Sentiment analysis is performed on these
sentences with the same model to determine the accuracy
of the model on them (LM on LM) and not on sentences
from the whole dataset. Then, we create a model based on
the explainable lexicon, we perform sentiment analysis on
these same expressions (XLex on LM), and we measure the
model’s accuracy. In the end, the procedure is repeated once
again; we create a model based on the combined lexicon, and
sentiment analysis is performed only on the sentences from
the dataset for which the model based on the LM lexicon had
an answer ((XLex+LM) on LM).

The results of these calculations are shown in Table 14.
It can be observed that in about half of the experiments, the
“XLex on LM” approach has higher accuracy than the “LM
on LM” approach or slightly smaller accuracy. This indicates
that performing sentiment analysis based on the automat-
ically generated explainable lexicon achieves comparable
results as the lexicon manually annotated by financial experts
while significantly increasing the word coverage. Thus, the
approach deserves to be further explored with the goal of
surpassing the results of the manually annotated lexicon.
However, as stated in the introduction section, our aim is
to explore whether explainable lexicons can extend standard
manually annotated lexicons such as the LM lexicon. There-
fore, the focus of our analysis is on the approach labeled
as “(XLex+LM) on LM”. As can be seen, the approach
"(XLex+LM) on LM" results in higher accuracy than "LM
on LM" across all experiments with the sentiment analysis
model and under different conditions (different source set
and evaluation set). In other words, it indicates that when
the model based on the combined lexicon is applied to the
sentences for which the LM lexicon gave an answer, the
accuracy is always higher than when the model based on
the LM lexicon is applied to the same sentences. This shows
that standard, manually annotated lexicons can be improved
by augmenting them with automatically extracted words
obtained in an explainable way. Furthermore, this addition
of words allows them to be used in the process of sentiment
analysis because, as shown in Table 15, the LM lexicon
is not able to perform a complete sentiment analysis (due
to its weak coverage) unless words are added to it. The
combined lexicon can lead to models that can be used to
perform sentiment analysis while achieving higher accuracy.
Adding words in an automatic, explainable way can avoid

the expensive and time-consuming manual word extraction
and labeling process that requires domain experts to review
and analyze all words and then label them accordingly.

Besides the achieved high accuracy and increased vo-
cabulary coverage, the proposed explainable lexicons also
lead to two additional benefits: speed and size. The speed
for processing sentences is an important factor in real-time
production systems. If NLP processing is worth to be done
at all in a system, it is worth doing it fast [70]. Table 16
shows a comparison of the times needed to perform sentiment
classification by the RoBERTa transformer model, presented
in Section III, and model from Section V. The model from
Section V uses the combined XLex+LM lexicon where the
words of the explainable lexicon come from the nasdaq
source. The execution speed of both models is evaluated on
a central processing unit (CPU) over the evaluation version
of the financial_phrase_bank dataset given in Table 12.
Generally, even though the transformer models are trained on
a graphical processing unit (GPU), allowing fast execution,
they are used in environments where no GPU is available
[71]. This leads to slow model execution, which could be-
come even slower as the model gets larger. Such behavior
can also be observed in Table 16, where the results reveal
a substantial difference in the execution time of the two
models. The combined XLex+LM lexicon leads to a signifi-
cantly smaller execution time (by a factor of 20) compared to
the transformer model. This makes the lexicon-based model
suitable for tasks that need to be performed quickly and in
real-time and still lead to reasonably accurate predictions.

The second important aspect of the lexicon-based model
is the size. The model size is an important factor to consider
when deciding which model to be used in production sys-
tems. Transformer models are trained on large datasets and
are often larger than the free disk space available on resource-
constrained devices. Given that they can be too large for
usage in certain production systems, transformer models typ-
ically serve to monitor smaller production models [70]. For
the lexicon-based model proposed in Section V, the model
size is actually represented by the size of the lexicon. The size
comparison between the RoBERTa transformer model and
the lexicon-based model is shown in Table 16. The difference
in size is considerable. As can be seen, the lexicon-based
model is about three orders of magnitude smaller than the
transformer model. Although there are approaches to make
transformer-based models smaller [71], transformers are not
suitable for certain use cases, such as environments with
limited computational resources or embedded devices. On
the other hand, Table 16 shows that lexicon-based models
have a size that is suitable for such applications.

The third and probably the most important advantage of
lexicon-based approaches is their interpretability. Lexicon-
based sentiment models are generally more interpretable than
transformer-based sentiment models because they rely on
a pre-defined set of rules that are easy to understand and
interpret. In a lexicon-based sentiment model, each word is
assigned a sentiment score based on its associated sentiment
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TABLE 15: Number of sentences on which the models based on a given lexicon did not give answers.

Evaluation dataset Number of
sentences Lexicons

fiqa_fpb_sentfin nasdaq financial_phrase_bank Loughran-McDonald
fiqa_labeled_df 882 5 4 9 541
dev_df 398 0 0 0 216
financial_phrase_bank 885 0 0 / 522
fpb_fiqa 1542 4 3 8 937

TABLE 16: Comparison between the RoBERTa transformer
model and the lexicon-based model in terms of model speed
and size. The comparison is evaluated on a dataset of 885
sentences.

Model Comparison metric
Speed Size

RoBERTa transformer model 555 seconds 1.32 GB
XLex-based model (with nasdaq lexicon) 27 seconds 363 KB

value in the sentiment dictionary, and the overall sentiment
of the text is calculated based on the sum or average of
the sentiment scores of the words in the text. This makes
it easy to understand why a particular text was classified as
positive, negative, or neutral, as the sentiment scores assigned
to each word in the text are transparent and interpretable.
Moreover, the sentiment dictionary can be customized for
specific domains or use cases, allowing for more accurate
and relevant sentiment analysis. In contrast, transformer-
based sentiment models are based on more complex deep
learning architectures that are more difficult to interpret.
Transformer models use large neural networks to learn the
context and meaning of words in a sentence and assign a
sentiment score to the sentence based on this understand-
ing. While transformer-based sentiment models can achieve
higher accuracy than dictionary-based models, the sentiment
scores assigned to each word or phrase in the sentence are
not as transparent or interpretable as they are generated by a
complex neural network that learns its own set of rules based
on the training data. This lack of interpretability can be a
limitation for applications where it is important to understand
why a particular text was classified as positive, negative, or
neutral. However, transformer-based sentiment models can
be useful for tasks that require a more nuanced understanding
of sentiment, as they can capture the complex relationships
between words and the context in which they are used. How-
ever, it’s important to note that while explainable AI (XAI)
methods like SHAP can provide some level of interpretability
for transformer-based models, they may not always provide
a complete understanding of how the model works due to
the black-box nature of its inner workings. Additionally,
the interpretability of XAI methods is often limited by the
complexity of the model and may not be able to fully capture
the nuances of natural language. Therefore, it’s important to
use XAI methods in conjunction with other approaches to
ensure accurate and reliable sentiment analysis.

Due to their inherent advantages, explainable lexicons
could potentially be used to replace standard lexicons that are

nowadays still established in various domains. For example,
the proposed lexicon in this paper could be used to replace
the LM lexicon in the domain of finance. However, it is
essential to use domain experts before nominating an explain-
able lexicon as the new standard for a specific application
or domain. The domain experts can give an expert opinion
when validating the sentiment scores of its constituent words.
The involvement of domain experts in the lexicon review
process could be a possible direction of future research as
it could improve transparency and objectivity. Only then we
can have a lexicon that is not only superior in terms of speed,
size, and interpretability but also validated by human experts.
This is especially important in critical applications where the
quality of the results directly affects people’s lives or safety.
Examples of such applications may include not only finance
but also knowledge extraction in medicine, legal document
analysis, and risk assessment. By having an expert review
validate the lexicon, the dictionary becomes more accurate
and reliable, enhancing its usefulness and value to the users.
It also ensures that the lexicon is consistent with the standard
conventions of the language while meeting the needs and
expectations of the intended audience.

VII. CONCLUSION
In this paper, we have explored the use of NLP transformer
models and SHAP explainability to automatically enhance
the vocabulary coverage of the Loughran-McDonald (LM)
lexicon in sentiment analysis scenarios for financial applica-
tions. Our results demonstrate that standard domain-specific
lexicons, such as the LM lexicon, can be expanded in an ex-
plainable way with new words without the need for laborious
annotation involvement of human experts, a process that is
both expensive and time-consuming.

To ensure the robustness of our findings, we provide a
comprehensive validation methodology combining several
different datasets by learning the dictionary on one dataset
and testing it on others. We have conducted 22 separate
experiments, and in all of them, the proposed methodology
leads to increased performance.

The use of generated (XLex) or combined lexicons
(XLex+LM) leads to significant improvements in sentiment
analysis results compared to using the manually annotated
lexicon alone. This improvement is demonstrated by higher
accuracy and larger vocabulary coverage, directly addressing
the limitations of standard, manually annotated lexicons.

Overall, the proposed XLex methodology holds great
promise in advancing the field of sentiment analysis, par-
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ticularly in applications where interpretability is of utmost
importance. Unlike transformer models that rely on complex
inner workings of neural networks, lexicon models depend
on pre-defined rules, making it easy to interpret why a par-
ticular text is classified as positive, negative, or neutral. The
enhanced interpretability provided by explainable lexicons
makes them especially well-suited for critical applications
where the quality of the results directly affects people’s lives
or safety. Examples of such applications include finance,
medicine, legal document analysis, and risk assessment. In
these areas, the transparency and explainability of the anal-
ysis process are essential for building trust and ensuring the
responsible use of AI technologies.

As a future work, it would be beneficial to investigate
the integration of explainable lexicons with other NLP tech-
niques, to further enhance the performance and applicability
of sentiment analysis. It is also essential to evaluate the ro-
bustness of explainable lexicons against various challenges,
such as changes in language use, evolving domains, and the
presence of adversarial examples.

The proposed methodology is general and adaptable, pro-
viding opportunities for future work to focus on applying
the methodology in other fields beyond finance. By adopting
the XLex methodology for different domains, it has the
potential to significantly impact various industries, enhancing
the accuracy and interpretability of sentiment analysis results
while reducing the time and cost associated with manual
lexicon development.
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APPENDIX A

TABLE A.1: Features of the explainable lexicon after adding the XLex prefix.

Word XLex Count
(Selected) XLex Total XLex Count

(Opposite) XLex Category
XLex Sum

SHAP Value
(Selected)

XLex Average
SHAP Value

(Selected)

XLex Max
SHAP Value

(Selected)

XLex Min
SHAP Value

(Selected)

XLex Ratio
(Selected)

XLex Sum
SHAP Value
(Opposite)

XLex Average
SHAP Value
(Opposite)

abet 1 1 0 positive 0.025090 0.025090 0.025090 0.025090 1.000000 0.000000 0.000000
abide 1 1 0 positive 0.003838 0.003838 0.003838 0.003838 1.000000 0.000000 0.000000
abo 1 1 0 positive 0.000976 0.000976 0.000976 0.000976 1.000000 0.000000 0.000000

aboard 2 2 0 positive 0.245279 0.122640 0.210718 0.034561 1.000000 0.000000 0.000000
abolition 1 1 0 positive 0.006430 0.006430 0.006430 0.006430 1.000000 0.000000 0.000000

ken 4 7 3 negative 0.114558 0.028640 0.086224 0.003522 0.504271 0.084463 0.028154
peter 9 15 6 negative 0.146561 0.016285 0.068352 0.000112 0.477515 0.106909 0.017818
uri 1 2 1 negative 0.016012 0.016012 0.016012 0.016012 0.565765 0.012289 0.012289

military 76 98 22 negative 2.958678 0.038930 0.169050 0.001473 0.773876 0.250255 0.011375
depth 1 2 1 positive 0.018833 0.018833 0.018833 0.018833 0.997290 0.000051 0.000051

TABLE A.2: Features of the LM lexicon after adding the LM prefix.

Word LM Count
(Selected) LM Total LM Count

(Opposite) LM Category
LM Sum

SHAP Value
(Selected)

LM Average
SHAP Value

(Selected)

LM Max
SHAP Value

(Selected)

LM Min
SHAP Value

(Selected)

LM Ratio
(Selected)

LM Sum
SHAP Value
(Opposite)

LM Average
SHAP Value
(Opposite)

abet 1 1 0 negative 1 1 1 1 1 0 0
accomplish 1 1 0 positive 1 1 1 1 1 0 0

advance 1 1 0 positive 1 1 1 1 1 0 0
advantage 1 1 0 positive 1 1 1 1 1 0 0

advantageous 1 1 0 positive 1 1 1 1 1 0 0
writeoff 1 1 0 negative 1 1 1 1 1 0 0
writeoffs 1 1 0 negative 1 1 1 1 1 0 0
wrongful 1 1 0 negative 1 1 1 1 1 0 0

wrongfully 1 1 0 negative 1 1 1 1 1 0 0
wrongly 1 1 0 negative 1 1 1 1 1 0 0

TABLE A.3: Values of selected features of the combined lexicon for words that appear in both the explainable and LM lexicon.

Word XLex Count
(Selected) XLex Total XLex Count

(Opposite)

XLex Average
SHAP Value

(Selected)
XLex Source

LM Average
SHAP Value

(Selected)
LM Category

LM Sum
SHAP Value
(Opposite)

LM Source
LM Max

SHAP Value
(Opposite)

abet 1.0 1.0 0.0 0.025090 XLex 1 negative 0 LM 0
accomplish 1.0 1.0 0.0 0.078244 XLex 1 positive 0 LM 0

advance 9.0 9.0 0.0 0.113294 XLex 1 positive 0 LM 0
advantage 7.0 7.0 0.0 0.431898 XLex 1 positive 0 LM 0

advantageous 1.0 1.0 0.0 0.441719 XLex 1 positive 0 LM 0
good 65.0 68.0 3.0 0.149197 XLex 1 positive 0 LM 0
pose 10.0 20.0 10.0 0.027118 XLex 1 negative 0 LM 0
gain 14.0 16.0 2.0 0.157810 XLex 1 positive 0 LM 0

evasion 2.0 3.0 1.0 0.032876 XLex 1 negative 0 LM 0
defeat 10.0 12.0 2.0 0.077834 XLex 1 negative 0 LM 0

TABLE A.4: Values of selected features of the combined lexicon for words that appear in either the explainable or the LM
lexicon.

Word XLex Count
(Selected) XLex Total XLex Count

(Opposite)

XLex Average
SHAP Value

(Selected)
XLex Source

LM Average
SHAP Value

(Selected)
LM Category

LM Sum
SHAP Value
(Opposite)

LM Source
LM Max

SHAP Value
(Opposite)

abide 1.0 1.0 0.0 0.003838 XLex NaN NaN NaN NaN NaN
abo 1.0 1.0 0.0 0.000976 XLex NaN NaN NaN NaN NaN

aboard 2.0 2.0 0.0 0.122640 XLex NaN NaN NaN NaN NaN
abolition 1.0 1.0 0.0 0.006430 XLex NaN NaN NaN NaN NaN
abroad 3.0 3.0 0.0 0.039073 XLex NaN NaN NaN NaN NaN
writeoff NaN NaN NaN NaN NaN 1 negative 0 LM 0
writeoffs NaN NaN NaN NaN NaN 1 negative 0 LM 0
wrongful NaN NaN NaN NaN NaN 1 negative 0 LM 0

wrongfully NaN NaN NaN NaN NaN 1 negative 0 LM 0
wrongly NaN NaN NaN NaN NaN 1 negative 0 LM 0
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