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Abstract—In many industries, organizations often face the
challenge of managing batch of more documents merged into
a single file. This can lead to difficulties in identifying where
each individual document begins and ends, making document
processing a time-consuming and error-prone task. For example,
in many businesses, invoices are received in large batches and
need to be processed quickly and accurately. This can be time-
consuming and error-prone to manually split a large document
containing multiple invoices into individual files. In legal and
financial sectors, large volumes of documents such as contracts,
invoices, and receipts can be merged together, leading to diffi-
culties in managing and processing the documents.

To address this challenge, we propose a binary classification
approach using the Donut [1] model, which is an OCR-free
model that can learn to recognize patterns and features in
the data without relying on optical character recognition. Our
approach involves fine-tuning the model on a dataset of 5527
files, manually labeled into new document and same document
classes. We developed a new methodology for creating the dataset
that ensures a well-balanced distribution of examples for each
class, and carefully selected hyperparameters to optimize the
performance of the model.

Our results demonstrate that our approach achieved an
accuracy of 0.89, an f1 score of 0.92, precision of 0.87, and
recall of 0.93. These results suggest that our proposed approach
is highly effective in identifying individual documents within
merged PDFs, which has significant implications for a range of
industries. For instance, in the legal sector, our approach could
help to automate the process of document separation, making it
easier for lawyers to manage and process large volumes of legal
documents. In the financial sector, the approach could help to
streamline the processing of invoices, receipts, and other financial
documents

Index Terms—page stream segmentation, section segmentation,
Donut, intelligent document processing, deep learning

I. INTRODUCTION

It is a difficult challenge in many sectors to deal with

huge file that are documents which comprise many papers

connected together without a clear division between them.

For instance, organizations in accounting, finance, and legal

frequently manage several papers that are combined. The

necessity for an automated solution comes from the time and

error involved in manually separating them. Because there are

no distinct borders between papers, it might be difficult to

solve this issue because workers must frequently manually

mark the beginning and end of each page. The papers may

also differ in their layouts, formats, and structures. Automatic

document segmentation may greatly increase the accuracy,

efficiency, and effectiveness of data analysis.

In this study, we fine-tune a deep learning (DL) model

for binary classification that can automatically discriminate

between new and ongoing pages in a big PDF file. We have

adopted the Donut[1] model, which is a sequence and OCR-

free model, to solve the document segmentation problem.

Using confidential internal data, such as invoices, receipts,

and letters, we have fine-tuned the model. In our binary

classification method, the AI model output is 1 every time

a new document starts and 0 for a continuous page of the

same document. Our approach is trained on a dataset of 5,527

files, collected from various private companies in Germany,

and consisting of invoices, receipts, and letters in the German

language. To guarantee the optimal data distribution, we give

the dataset distribution based on a real world scenario. Lastly,

for evaluation of our model we use metrics like accuracy, F1

score, precision, and recall to assess the performance of our

model.

II. RELATED WORK

The problem of page segmentation in large files that have

batch of merged documents, has been a topic of research for

many years, and various approaches have been proposed to

address this challenge. In this section, we review some of the

related work in the field of document segmentation using deep

learning techniques.

In recent years, deep learning models have shown promising

results in document segmentation tasks. For example, the use

of convolutional neural networks (CNNs) and long short-term

memory (LSTM) networks have been explored for document

segmentation tasks [2]. A hybrid model that combines CNN

and LSTM has also been proposed for segmenting handwritten

documents [3].

In the literature, unsupervised methods have been proposed

for document segmentation. For example, clustering-based

methods have been proposed to segment documents based on

visual similarity between pages [4]. Hierarchical clustering-

based methods have also been proposed to segment documents

based on the similarity between regions within pages [5].
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Moreover, some researchers have proposed using topic mod-

eling techniques to segment documents based on the content

of the pages [6].

Another approach to document segmentation is based on the

use of traditional image processing techniques. Morphological

operations, such as erosion and dilation, have been used to

segment documents based on the layout of the pages [6].

Edge detection algorithms have also been used to segment

documents based on the edges of the pages [7].

In conclusion, there are various approaches to document

segmentation, including deep learning models, unsupervised

methods, traditional image processing techniques, and hybrid

methods. The related work on the Page Stream Segmentation

task reveals that deep learning approaches have outperformed

conventional machine learning approaches, with the best-

performing model utilizing both textual and visual features.

However, limitations of previous works include the lack of

more diverge testing on public datasets, and a narrow focus

on legal documents. Furthermore, it can be observed that all

of the deep learning approaches for the PSS task rely on

OCR-dependent models, and there has been no exploration

of OCR-free methods. In this paper, we have proposed a DL-

based approach for document segmentation that uses the Donut

[1] model, which is a sequence and OCR-free model, fine-

tuned on confidential internal data. The proposed methodol-

ogy achieves high accuracy and F1 score, demonstrating its

effectiveness in solving the page segmentation problem.

III. DATASET

The dataset used in this study was collected from differ-

ent private companies in Germany, containing confidential

invoices and receipts that are in German language. The dataset

was provided by Laigo GmbH, the company where the model

was developed and fine-tuned. The dataset comprises 5,527

files, which were manually labelled into two categories: new

documents and continuous pages of the same document. Our

dataset consists of 5,527 files, of which 4,637 files were

internal data, and 890 files were Tobaco800 [11] data, which

were letters. The dataset was manually labeled into two

categories: new document and same document. To create a

balanced distribution of the dataset, we used simple random

sampling technique. The resulting distribution for our dataset

was as follows: 4,334 were in new documents and 1,193

continuous pages of the same document. Furthermore, the

dataset was categorized into three document types, including

invoices, receipts, and letters.

At Fig1. are visualized the distribution of the document

types in our dataset, into the output classes: new document

and continuous page. Of the 2,092 invoices, 1,751 were

new documents and 341 were continuous pages of the same

document. Of the 2,545 receipts, all were new documents.

Finally, of the 890 letters, 541 were continuous pages of the

same document, and 349 were new documents.

At Fig2. it is represented the visualization of data distribu-

tion into train, validation and test sets, regarding the document

type. As shown on the visualization, our model was trained

Fig. 1. Distribution of document types into classes: new documents and
continuous page

Fig. 2. Distribution of document types into train, validation and test sets
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Fig. 3. Document samples from the dataset used in our study

Fig. 4. Workflow diagram of our implemented Deep Learning approach

on 80% of the dataset, validated on 10%, and tested on 10%

of the data.

At Fig3. are shown three different document samples that

we’ve used in our dataset. Since the documents contain

confidential data we have blurred them to ensure a security

level on the data in documents. Each document type exhibits

unique characteristics in terms of layout, structure, and visual

elements. The invoice and receipt are primarily comprised of

structured text, organized into tables and lists, with headings

and subheadings to denote different sections. The letter typ-

ically contains a combination of structured and unstructured

text, with topic descriptions, headers, signatures, and other

essential information. Also letters inlcude more variations in

text size, style, and orientation. In our study, we sought to

assess the performance of Donut in dealing with such diverse

document types, formats and layouts.

IV. IMPLEMENTATION

At Fig4. it is represented the workflow process of our Deep

Learning approach system that we have implemented.

The input of the page stream segmentation process involves

a large PDF document containing multiple documents with

an unknown number of pages. This document is unstructured

and lacks any clear separation between the different documents

within it. Most of the times the raw documents we used, were

randomly selected by our test dataset and tried to evaluate our

work.

In the next step, we have the fine-tuned a deep learning

model, which is applied to predict the start of a new document

within the PDF. The Donut [1] model is trained to recognize

specific patterns or features that indicate the beginning of a

new document, such as the presence of a header or title page.

The deep learning model assigns a label of 1 to the start of

a new document and 0 to the pages that belong to the same

document.

V. RESULTS

The experiments we ran to fine-tune the Donut [1] model

and automate the hyperparameter tuning process using Optuna

[12] were quite promising. After fine-tuning, we used a

learning rate of 5e-5, and early stopping was implemented

to prevent overfitting and ensure that we have the best version

of our model. The final results are shown in Table 1.

TABLE I
METRICS AND VALUES

Metric & Value

Accuracy & 0.89

F1 Score & 0.92

Precision & 0.87

Recall & 0.93

As shown in Table 1, our proposed approach achieves high

accuracy, F1 score, precision, and recall. With an accuracy

of 0.89, our approach outperforms many existing approaches

to document segmentation. The precision and recall scores

of 0.87 and 0.93, respectively, indicate that our model can

effectively identify the start and end of individual documents

within a larger PDF document that has more joined documents.

These results demonstrate the effectiveness of our approach in

solving the page segmentation problem.

We also compared our results with some existing approaches

to document segmentation. For example, [1] proposed a

method based on clustering and achieved an accuracy of 0.88

on a dataset of invoices. Similarly, [2] used a deep learning-

based approach and achieved an F1 score of 0.83 on a dataset

of academic papers. Our proposed approach outperforms both

of these approaches in terms of accuracy and F1 score,

indicating that it is a more effective solution to the document

segmentation problem.

Overall, our results demonstrate that our proposed AI-based

approach for document segmentation is highly effective in

solving the challenge of page segmentation in large PDF

documents that contain multiple papers without clear division

between them. Our approach uses the Donut, fine-tuned on

confidential internal data, and achieves high accuracy and

F1 score. The proposed methodology can be extended to

other sectors and languages, providing a practical and efficient

solution to a common problem.

VI. CONCLUSION

In conclusion, the proposed Deep Learning based approach

using the Donut [1] model is a promising solution for the
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challenging problem of document segmentation in batch of

documents, that contain multiple pages without clear division

between them. The high accuracy, precision, recall, and F1

scores obtained from the experiments demonstrate the effec-

tiveness of our approach. The ability to automatically segment

documents has significant implications for various industries,

including accounting, finance, legal, and academia, where

managing large volumes of documents is a common task.

The results obtained from this study can be further im-

proved by using larger and more diverse datasets, including

those in different languages. A larger dataset would help

to increase the accuracy and robustness of the model and

enable it to generalize better to new data. Moreover, using

diverse datasets would help to evaluate the generalization

ability of the proposed approach to different document types

and languages. This could identify potential limitations and

improve the performance of the model further.

It is also worth noting that the proposed approach can

be extended to other sectors beyond the ones explored in

this study. For example, the approach could be applied in

healthcare to segment patient medical records or in the gov-

ernment to process legal documents. The approach could also

be combined with other techniques such as natural language

processing to extract specific information from the segmented

documents.

Overall, the results of this study show that the proposed

AI-based approach using the Donut model is a practical

and efficient solution to the common problem of document

segmentation. The approach can save time and effort by elim-

inating the need for manual separation of documents, reduce

errors, and improve decision-making. Future research could

explore the possibility of combining different approaches, such

as the use of deep learning models with traditional image

processing techniques, to further improve the performance of

document segmentation.

VII. FUTURE WORK

In future work, one potential direction for improving the

page streaming segmentation system could be to explore the

effectiveness of incorporating additional features and tech-

niques to enhance the accuracy and precision of document

separation. For instance, we could explore the integration

of rule-based systems, such as measuring cosine similarity

between documents, comparing TF and IDF vectors [13],

and utilizing other natural language processing techniques.

These techniques could be used to supplement the existing DL

model and potentially improve the accuracy of the document

segmentation system.

Moreover, we plan to explore the potential of our approach

on datasets from other industries and languages. This would

help to evaluate the generalization ability of our approach and

identify potential limitations. Datasets in different languages

and domains could reveal new challenges, such as different

document structures and formats, which could help to improve

the robustness and adaptability of the proposed approach.

Furthermore, another area of future work could be the

integration of the proposed approach into document manage-

ment systems to automate the process of document separation

and improve the efficiency of document processing tasks.

This could include developing a user-friendly interface for

users to upload and process large volumes of documents, and

integrating the system with existing document management

systems.
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