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Introduction 

The rapid development and use of information and communication technologies in the last two 
decades has influenced a dramatic transformation of public health and health care, changing the 
roles of the health care support systems and services. Recent trends in health care support 
systems are focused on developing patient-centric pervasive environments and the use of mobile 
devices and technologies in medical monitoring and health care systems [1].  

Nowadays, myriad of different sensors are used to monitor human’s vital parameters such as: 
heart rate, blood pressure, blood sugar level. These sensors can be connected to a smartphone. 
The patient can use the software installed on the smartphone to read the sensor data and the 
software can present this data directly to the patient or can send it to the doctor which can further 
analyze it. This is the simplest scenario in mHealth. Smarter system can make conclusions about 
the current health condition of the patient by using the sensor data and integrated expert 
knowledge. The system could inform the patient or the doctor when some of the patient’s health 
parameters are not in the normal range. 

The bigger challenge in mHealth is to develop a system which could give advices to the patients 
in order to improve their health condition. Patients could be advised to eat some particular food 
more often, to perform specific activities, to take some medicine or to visit a doctor for physical 
examination. If the process of making advices is done entirely by a doctor which has remote 
access to the mobile application used by the patient, it could be expensive and slow. Better 
approach could be to automate the process of making advices and recommendations. For this 
purpose the system will need all data that could be useful: the current health condition, the 
history of measurements, the patient’s diagnosis and an expert’s knowledge. Additionally, the 
types of recommendations and the algorithm which will be used to generate them should also be 
defined. Although the expert’s knowledge will be used, the elimination of the direct human 
factor from the process of making advices means that the generated advices will be with smaller 
relevance – additional detailed physical examination could reveal more useful information. It is 
advised to use the system in a domain where the generated recommendations could potentially 
improve the health condition of the patient, but they could not worsen it. 

In this context, introduction of a novel patient-centric collaborative health care system model 
COHESY [1], with an integrated intelligent recommendation algorithm, could give a new 
dimension to preventive and curative medicine. The proposed model helps its users to actively 



participate in their health care and prevention, thereby providing an active life in accordance 
with their daily responsibilities at work, family and friends. 

COHESY uses mobile, web and broadband technologies, so the citizens have ubiquity of support 
services where ever they may be, rather than becoming bound to their homes or health centers as 
pointed out by different authors [2]. Broadband mobile technology provides movements of 
electronic care environment easily between locations and internet-based storage of data allows 
moving location of support. Integrated social network in COHESY, allows communication 
between users with same or similar condition and exchange of their experiences. The social 
network provides data from all users which can be used by the recommendation algorithm. 

The recommendation algorithm in COHESY gives recommendations about physical activities 
that should be performed by the patients in order to improve their health condition. The 
algorithm is based on the dependence between the values of the health parameters and the users’ 
physical activities (e.g. walking, running, biking). The basic idea is to find out which physical 
activities cause change (improvement) of the value of health parameters. This dependence 
continues to be used by the algorithm to recognize the same or similar health conditions found in 
another user with similar characteristics. To achieve this, in the proposed recommendation 
algorithm classification and filtering algorithms are applied in order to group users with similar 
characteristics. The usage of classified data provides relevant recommendations based on prior 
knowledge of users with similar health conditions and reference parameters. This way, COHESY 
bridges the gap between users, clinical staff and medical facilities, strengthening the trust 
between them and providing relevant data from a larger group of users, grouped on the basis of 
various indicators.  

1. COHESY overview 

COHESY is deployed over three basic usage layers (Fig.1). The first layer consists of the 
bionetwork (implemented from various body sensors) and a mobile application that reads sensor 
data and allows the users to specify the activities they perform. The application collects users’ 
bio data during various physical activities (e.g. walking, running, cycling). Additionally, the 
application collects other sensor data (e.g. GPS coordinates) that can be used to describe the 
performed activities (e.g. speed, duration). 



 

Figure 1. Collaborative healthcare system model (COHESY) 

The second layer is presented by the social network implemented as a web portal which enables 
different collaboration within the end user community. The social network keeps the data 
obtained from the mobile application. It consists of various web services that give a restricted 
access to this data to different end users. The third layer enables interoperability with the 
primary/secondary health care information systems which can be implemented in the clinical 
centers and different policy maker institutions. The communication between the first and the 
second layer is defined by the users' access to the social network where users can store their own 
data (e.g. personal records, healthcare records, bionetwork records, readings on physical 
activities). Users can also receive average results from all patients that share the same health 
condition. Some of these results can be the average levels of certain bio data calculated for 
certain geographical region, age, sex. Additionally, the data from the social network is used by 
the recommendation algorithm to recommend physical activities that could be useful to the user. 

The communication between the first and the third layer is determined by the communication 
between the patient and the health care centers. The patient has 24 hour access to medical 
personnel and a possibility of sending an emergency call. The medical personnel remotely 
monitors the patient's medical condition, reviews the medical data (e.g. blood pressure, blood-
sugar level, heart rate) and responds to the patient by suggesting the most suitable therapy (if 
different from the one that is encoded in the mobile application) as well as sending him/her 
various notifications (e.g. tips and suggestions) regarding her/his health condition. The second 
and the third layer can exchange data and information regarding a larger group of patients 
grouped by any significant indicator (region, time period, sex, type of the activities) which can 
be later used for research, policy recommendations and medical campaign suggestions. 

COHESY creates an opportunity to increase users' health care within their homes by 24 hour 
monitoring on one hand, and to increase the medical capacity of health care institutions on the 
other hand. This results in reducing the overall costs for users and hospitals and improves the 
user's quality of life. It provides a better health care allowing suggestions and recommendations 
based on knowledge from other users, cases and experiences. This makes COHESY different 



from other health care systems. MobiCare [3] and Personal Care Connect [4] are systems that 
facilitate the remote monitoring of the patients. Both systems consist of a body sensor network, 
communication infrastructure and servers on which the data is stored. They allow medical 
personnel and other applications to use the information gathered from sensors. The need for 
quality of service support in wireless e-health and e-emergency services is discussed by Gama, 
Carvalho, Alfonso and Mendes in [5]. They emphasize that the network must prioritize the 
transmission of critical data when sudden change occurs in the patient medical condition, and 
because of this it is important to distinguish all collected information. Most similar with our 
system model is Jog Falls system [6]. Jog Falls system is an end to end system to manage 
diabetes that blends activity and energy expenditure monitoring, diet-logging, and analysis of 
health data for patients and physicians. This is an integrated system for diabetes management 
providing the patients with continuous awareness of their diet and exercise, automatic capture of 
physical activity and energy expenditure, simple interface for food logging, ability to set and 
monitor goals and reflects on longer term trends. 

These examples include research of systems that cover only parts of the presented model. The 
main difference between the aforementioned examples and Cohesy is the social network, in 
which the recommendation algorithm that we present in this chapter is implemented. 

2. Recommendation algorithm in COHESY 

The problem of recommending physical activities cannot be solved using the existing algorithms 
from collaborative and content-based filtering. The existing algorithms need to have information 
about the ratings given to items by users. In our case, the items are analogous to physical 
activities. In other words, we need to know how the physical activities affect change of the value 
of health parameters and whether that change improves or worsens the health condition of the 
user. This is another problem that needs to be solved if we want to use the existing 
recommendation algorithms. Additionally, people that have some diagnosis, for example people 
with heart problems, should not be recommended some types of activities, for example fast 
running, because these activities can worsen their health condition. The system should be 
carefully designed in order to use efficiently all the available information. We propose 
recommendation algorithm that takes into account all the available information and the 
complexity of the domain. 

For every person and at every moment there is a set of useful activities that can potentially 
improve her/his health condition. Our recommendation algorithm discovers and recommends 
these useful activities to the user. The algorithms for activity recommendation must be based on 
few main principles: (1) Except the physical activities, there are other factors that affect the 
change of the people’s health condition (medicines, food and psychic condition) and the 
deficiency of this additional information brings to bigger inaccuracy in the recommendations; (2) 
People can be grouped according to their characteristics (diagnosis, place of living) and for each 
of these groups activities have specific effect on the parameters which is similar for people in 



same group, and is different for people in different groups; (3) For every person activities do not 
influence his/her health with the same intensity and in the same way. 

We will separate the health parameters into two groups: descriptive and control parameters. 
Descriptive parameters express the factors that are important for the people’s health (for example 
age or place of living) and that cannot be affected. Control parameters express the characteristics 
of the people’s health (for example blood pressure or blood sugar level) that can be affected. The 
goal of the proposed algorithm is to find activities that could change the control parameters 
towards preferable state which indicates normal health condition. 

2.1 Data representation 

The main data which will be needed by the recommendation algorithm are: 

• The measurements of the health parameters. Each measurement is represented by a vector 
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝑢𝑠𝑒𝑟, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟, 𝑡𝑖𝑚𝑒, 𝑣𝑎𝑙𝑢𝑒) 

• The executions of the physical activities. Each execution is represented by a vector 
𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦(𝑢𝑠𝑒𝑟, 𝑡𝑦𝑝𝑒, 𝑡𝑖𝑚𝑒, 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛, 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦) 

For example, if user Alexander runs 5 km in 30 minutes on 29th July, 2013 at 11:00, the 𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 
vector will look like this: 

𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦(𝐴𝑙𝑒𝑥𝑎𝑛𝑑𝑒𝑟, 𝑟𝑢𝑛𝑛𝑖𝑛𝑔, 30	𝑚𝑖𝑛𝑢𝑡𝑒𝑠, 29𝑡ℎ	𝐽𝑢𝑙𝑦	2013	11: 00, 30	𝑚𝑖𝑛𝑢𝑡𝑒𝑠, 5	𝑘𝑚) 

Next we give few examples of the Measurement vector: 

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝐴𝑙𝑒𝑥𝑎𝑛𝑑𝑒𝑟,𝑤𝑒𝑖𝑔ℎ𝑡, 28𝑡ℎ	𝐽𝑢𝑙𝑦	2013	15: 00, 78	𝑘𝑔)	

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝐴𝑙𝑒𝑥𝑎𝑛𝑑𝑒𝑟,𝑤𝑒𝑖𝑔ℎ𝑡, 30𝑡ℎ	𝐽𝑢𝑙𝑦	2013	14: 00, 76	𝑘𝑔) 

The difficulty of the activity is a quantitative representation of the given effort to complete that 
activity. When there is more than one type of activity, the measure of difficulty should be chosen 
so that if two activities have the same difficulty, the given effort to complete both activities is the 
same, independently of the types of activity. The measure of difficulty can be analogous to the 
calories spent to complete the activity. 

 



Figure 2. Connections between the different types of data 

We will need one more type of data: the users’ diagnoses (e.g. heart problems, diabetes). This 
information will be needed to make the first filtering of users. We can assume that we are given 
𝐷 different types of diagnoses. The vector that describes the diagnoses of some particular user is 
given by: 

𝑅𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛(𝑢𝑠𝑒𝑟, 𝑑𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠!, 𝑑𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠" 	…	𝑑𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠𝐷) 

Each 𝑑𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠𝑖 represents a discrete variable that can take one of two values: zero (the user 
does not have the diagnosis) and one (the user has the diagnosis), or a continuous variable 
defined over the range [0, 1]. 

2.2. Data preprocessing 

Some of the health parameters have big variance i.e. the measurements performed in close 
moments differ a lot. These kinds of measurements can be obtained when measuring the blood 
sugar levels in people that are insulin deficient. The deficiency is caused by the reduced 
production of insulin in the pancreas [7]. The insulin levels depend on three actions: diet, 
exercises and insulin injections. The blood sugar levels changes a lot during the day in people 
that are insulin deficient, so if we are given only two measurements we cannot know for sure 
whether the health parameter is improved or worsened. 

We need to make a transformation of the raw sensor data that will give a more accurate 
reflection of the health condition of the user at the time of measurement. For that purpose, we 
can use a function that will transform the readings. This function should be determined by an 
expert. One function that can be used to find the transformed measurement is: 

 
𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝑥) = 2

𝐶− (𝑥− 𝑡)
𝐶

∙ 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝑡) ∙ 𝑑𝑡
𝑥

𝑥#𝐶

 (1) 

where 𝐶 is the time period before the moment 𝑥 in which the measurements have an effect on the 
transformed measurement of the parameter at the moment 𝑥. In this function we assume that the 
older measurements have weaker influence on the final value of the parameter. This formula 
refers to the ideal case when we are given a continuous function 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡(𝑡) that can be 
defined mathematically. For more practical application we can use a formula in which the 
integral is replaced by a weighted sum of all measurements made in the time period 𝐶 before the 
moment 𝑥 multiplied by a factor 𝐶#(𝑥#𝑡)

𝐶
 where t is the moment in which the particular 

measurement is made. We should note that the result of the transformation of the raw sensor data 
should represent the parameter that we will try to control through recommendation of physical 
activities. 



Diabetes Data Set [7] contains measurements of the blood sugar level of 70 patients that are 
diagnosed with diabetes. We chose data from one patient and we applied two transformations on 
the raw sensor data: weighted average and average from the last 24 hours. We can notice that the 
transformed measurements are more stable and they have smaller variance. 

 

Figure 3. Raw sensor data (blue), weighted average from the last 24 hours (red), average from 
the last 24 hours (green). The time after the first measurement is represented on the x-axis and 

the blood sugar level is represented on the y-axis (mg/dl) 

2.3 Data fuzzification 

In reality, health parameters do not have to be one-dimensional, for example when measuring the 
blood pressure we obtain two values: systolic and diastolic pressure. In our algorithm each 
dimension should be treated as a separate health parameter. Another possibility is to map the 
more-dimensional health parameter into one-dimensional health parameter. Each health 
parameter has its own characteristics and its value changes on a particular way. We also define a 
range for each health parameter. Some of the values indicate normal health condition, and some 
of them indicate worsened health condition. The information about which values are desirable, 
and which are not, is very important for our recommendation algorithm. That is why we need to 
map the measurements (optionally transformed) into new classes that will give them semantic 
meaning. For example, the classes can be: “under normal”, “normal” or “above normal”, or if we 
are considering the age: “young”, “adult” or “old”. This mapping is made by an expert. On 
Figure 4 we can see the membership functions for BMI. 

 



Figure 4. Membership functions for BMI 

If we separate the range of the parameter into smaller disjunctive subintervals where each 
subinterval represents a special class, then we reduce our mapping problem into discretization 
problem. In this case, if we consider heart rate as a health parameter with normal range [60, 100] 
heart beats in one minute, two people that have 61 and 59 heart beats in one minute should be 
placed in different classes. This would not be very useful because the small difference could be 
because of the noise in the sensor data. Additionally, the two values are on the boundary between 
two classes and we cannot be fully sure that the first value can be considered as a “normal”, and 
the second value can be considered as “under normal”. Each measurement should be assigned a 
membership to each class. For that purpose we should use fuzzy logic and data fuzzification. 
This process is also called fuzzy discretization and should be done by an expert. 

Let’s define the set of membership classes for the parameter 𝑝 with 𝐿𝑝. For each measurement 
that refers to user 𝑢 we should define the membership 𝑀𝑉𝑢,𝑝,𝑙 to each parameter class 𝑙 ∈ 𝐿𝑝. We 
will denote the membership of the last measurement with 𝑀𝑉𝑢,𝑝,𝑙, and we will denote the 
membership of the last measurement before the moment 𝑡 with 𝑀𝑉𝑢,𝑝,𝑙,𝑡. One measurement 
belongs to all classes, possibly with different degrees of membership. This means that the 
mapping of the measurement made at moment 𝑡 can be represented as a vector 
𝐹𝑢𝑧𝑧𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 that consists of all 𝑀𝑉𝑢,𝑝,𝑙,𝑡 where 𝑙 ∈ 𝐿𝑝.  

2.4 Health profiles 

For each user and for each moment there is a health profile that can be defined as a combination 
of the values of her/his health parameters at that moment. The current health profile is 
represented by the combination of the most recent parameter readings. Some of the health 
profiles can be considered as “good” health profiles because the values of the health parameters 
belong in the normal ranges. Our algorithm tries to arouse transition of the health condition of 
the user from “bad” health profile to “good” health profile through the physical activities it 
recommends. Health profile can be represented as a vector: 

 𝑃𝑟𝑜𝑓𝑖𝑙𝑒6𝑢𝑠𝑒𝑟, 𝑡𝑖𝑚𝑒,𝐹𝑢𝑧𝑧𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡!, … ,𝐹𝑢𝑧𝑧𝑖𝑓𝑖𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑃7	 (2) 

Health profiles can be generated at regular time intervals (in ideal case after each new 
measurement). However, we don’t need to keep all the profiles in the database, but only the 
profiles which are considerably different from all health profiles that belong to the user saved so 
far. In a case where we have new profile ℎ𝑝𝑢,𝑡 that belongs to the user 𝑢 at time 𝑡, first we need to 
need to calculate the Euclidean distance between the two profiles 𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 and if the 
distance between all existing profiles is larger than a given threshold 𝑇, the new profile is added 
to the database. The distance metric is defined as: 



𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 8ℎ𝑝𝑢,𝑡!
,ℎ𝑝𝑣,𝑡"

9 =: 𝑡𝑝 ∙𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝 8ℎ𝑝𝑢,𝑡!
,ℎ𝑝𝑣,𝑡"

9
𝑝∈𝑃

	 (3) 

 
 𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒6ℎ𝑝𝑢,ℎ𝑝𝑣7 =: 𝑡𝑝 ∙𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝 8ℎ𝑝𝑢,𝑡!

,ℎ𝑝𝑣,𝑡"
9

𝑝∈𝑃

	 (4) 

where 

 
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝 !ℎ𝑝𝑢,𝑡1

,ℎ𝑝𝑣,𝑡2
" = $% !𝑀𝑉𝑢𝑖,𝑝,𝑙,𝑡! −𝑀𝑉𝑢𝑗,𝑝,𝑙,𝑡""

"

𝑙∈𝐿𝑝

	 (5) 

 
 

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑝'ℎ𝑝𝑢,ℎ𝑝𝑣( = $% !𝑀𝑉𝑢𝑖,𝑝,𝑙 −𝑀𝑉𝑢𝑗,𝑝,𝑙"
"

𝑙∈𝐿𝑝

	 (6) 

In the second formula we use the most recent measurements. We define the significance of the 
parameter 𝑝 by 𝑡𝑝. Larger value of 𝑡𝑝 means that the measurements of the parameter 𝑝 will have 
bigger impact in the calculated distance between two profiles. If we are interested only in 
improving the state of only one health parameter, then the significance of that parameter should 
be positive, and the significance of all other parameters should be equal to zero. 

2.5 Recommendation algorithm 

The algorithm for recommendation of physical activities consists of four main phases: 

• Categorization of the users according to their diagnosis and filtering of all users that do 
not belong to the same category with the active user 

• Selection of the users most similar to the active user according to the history of the health 
profiles by using collaborative filtering 

• Calculating the usefulness of the activities to the active user and his similar users by 
using their health history and history of performed activities 

• Generation of recommendations by using the calculated usefulness of the activities 

2.5.1 Categorization according to diagnosis 

Some physical activities can worsen the health condition of people that have certain diagnosis 
and that is why they should not be recommended to those people. If the conclusions for the 
usefulness of the activities are based only on the data from the users belonging to the same group 
as the active user, they would be more accurate because the activities that have a negative effect 
to the group of people with a certain diagnosis would get much lower relevance so they would 
not be recommended. Categorization of the users is made to that users having the same diagnosis 



and the same set of permissible activities are grouped together. In this phase we need expert 
knowledge to define the categories and the conditions for membership in these categories. 

We need to automate this process because the expert might not be always available. There are 
two ways to perform categorization: through implementation of expert rules or through building 
a model using classification algorithms. The first way is more expensive in a case when there are 
many categories, many different diagnoses or complicated conditions for membership in the 
categories. That is why the best choice is to use classification algorithms that can build a model 
using a relatively small set of labeled samples. In this phase of the algorithm we will use the 
vector 𝑅𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 which contains information about the users’ diagnoses. First of all, medical 
expert should define the categories and afterwards she/he should manually classify part of the set 
of vectors which will be used as a training set. All users should be classified using the 
classification model. If 𝑈 is the set of all users and 𝑢∗ is the active user for which we want to 
generate recommendations, we should design a function 𝐹𝑖𝑙𝑡𝑒𝑟𝐴𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑇𝑜𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 that will 
return the users that belong to the same category as the active user: 

 
𝑈′ = 𝐹𝑖𝑙𝑡𝑒𝑟𝐴𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑇𝑜𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠(𝑈, 𝑢∗) 

𝑈′ ⊆ 𝑈	
(7) 

If all diagnoses are considered as independent features, we can use Naïve Bayes classifier. We 
can assume Gaussian distribution for all features and after we determine the parameters of the 
distributions we will assign the most probable category to each unclassified user. 

Decision tree is one kind of inductive learning algorithms that offers an efficient and practical 
method for generalizing classification rules from previous concrete cases that already solved by 
domain experts [8]. These kinds of algorithms are useful for many real life applications because 
the rules are easy to understand. Typically automatically generated diagnostic rules slightly 
outperformed the diagnostic accuracy of physicians specialists [9]. In our recommendation 
algorithm we will use decision trees. The most popular decision tree algorithms are IDE, C4.5 
and CART [10]. Using these algorithms we can obtain very accurate rules that reflect the expert 
knowledge used to classify the training set. 

The users from the same category have similar health problems. For each category there could be 
a set of activities that shouldn’t be recommended to the users that belong to that category 
because those activities could worsen their health condition. An expert should determine the set 
of undesirable activities for all categories. After the user is assigned a category, we should filter 
out all undesirable activities that refer to that category. In this way we will obtain a set of 
activities that are potential candidates for recommendation. We define function 
𝐹𝑖𝑙𝑡𝑒𝑟𝐴𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑇𝑜𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦 that filters out all activities that could be harmful for the category in 
which 𝑢∗ belongs: 



 
𝐴′ = 𝐹𝑖𝑙𝑡𝑒𝑟𝐴𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑇𝑜𝐶𝑎𝑡𝑒𝑔𝑜𝑟𝑦(𝐴, 𝑢∗) 

𝐴′ ⊆ 𝐴	
(8) 

In the subsequent phases of the algorithm we should find the usefulness of each type of activity 
from 𝐴′ and recommend the most useful activities. 

2.5.2 Selection of the most similar users 

The second phase of the algorithm is used to select the users that belong to the same class as the 
active user and that are very similar to the active user regarding their health history. In this way 
we want to obtain better data that would result with better recommendations. Here we will use 
the set of health profiles. The main assumption is that if two users had the same combination of 
parameter values in the past, there is bigger probability that similar latent factors affect their 
health condition. The current health profile of the active user is analyzed and is compared with 
the saved health profiles of all other users from the set 𝑈′. If some user has at least one health 
profile similar enough (according to some measure such as Euclidean distance) to the current 
health profile of the active user, then we declare this user as similar to the active user and his 
data are used in the next phase of the algorithm. For selection we define the function: 

 
𝑈′′ = 𝐹𝑖𝑙𝑡𝑒𝑟𝐴𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔𝑇𝑜𝑃𝑟𝑜𝑓𝑖𝑙𝑒6𝑈′, 𝑢∗7 

𝑈′′ ⊆ 𝑈′ 
(9) 

so that for every 𝑖 ∈ 𝑈′′, there is at least one ℎ𝑝𝑢,𝑡 for which: 

 𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑠𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒6ℎ𝑝𝑢∗ ,ℎ𝑝𝑢,𝑡7 < 𝑇 (10) 

Data that belongs to users from the set 𝑈′′ (health history and history of performed activities) is 
used to find the connection between the change of the active user’s parameter value and the 
performed activities. If there are many users that are similar enough to the active user, then we 
should select 𝑘 most similar users (for example the first 100). In a case when there are not 
enough most similar users, the threshold should be increased (in this way there is bigger 
probability that the generated recommendations will be less relevant). 

This type of filtering selects data which could be more useful. If some user in the past had 
worsened health condition which is the same with the current health condition of the active user 
and succeeded to improve it on better, her/his data can improve the recommendations for the 
active user because it potentially contains information about which activities contributed towards 
improving the health condition. This is on the assumption that in the health history of the similar 
user there is some improved health condition some period after the moment of storing the profile 
which is declared as similar to the current health profile of the active user. 



2.5.3 Calculating the usefulness of the activities 

The main part of the recommendation algorithm is the phase where we calculate the usefulness 
of the activities. We are given the current health condition of the user (the combination of the 
values of her/his health parameters) and we want to find activities that would improve the values 
of the parameters that are into worsened state. 

In the previous phase we used both types of health parameters (descriptive and control) to find 
the most similar users, but in this phase we will use only the set of control parameters 𝑃′. We 
examine the history of measurements and performed activities for each user from the set of 
similar users 𝑈′′. For each performed activity we check its influence on the change of the 
parameter value. Our main assumption is that the activities that happened in the interval between 
two measurements influenced the parameter change with intensity that depends on the moment 
of occurrence and that is proportional to the effort given to complete the activity. 

 

Figure 5. Activities that happened in the interval between two measurements 𝑖 and 𝑗 (𝑖 < 𝑗) 
contributed to the change of the parameter value 

We cannot assume that immediately after the completion of some activity there will be a change 
on the parameter value because some time should pass until the effect of the activity could be 
visible. On the other side, we cannot assume that the results of a single activity will be visible 
after a long time period (few months). We create a model that will represent the effect of the 
activity on the parameter value after its completion. By using this model we find out which 
measure made after the activity best reflects the effect of that activity. We say that this 
measurement has the biggest validity. We also need to find out the closest measurement before 
the activity is started, and its validity can be calculated using the model shown on Figure 6. 



 

Figure 6. Validity of a measurement before the activity is executed 

The function that will define the model should assign bigger validity to measurements that were 
made shortly before the activity was performed. We need to find the measurement that has the 
biggest validity and that happened before the activity is executed. On the basis of our 
requirements for the shape of this validity function, we chose a function that has the form of 
cumulative normal distribution. Our choice for a function additionally decreases the 
computational complexity of our algorithm. We also need to find a measurement after the 
activity is completed that will best reflect the effect of the activity. The validity after the activity 
should slowly increase, then it should reach a maximum and afterwards it should slowly 
decrease. For modeling the validity of the measurements after the activity is executed we chose 
Gamma distribution. This distribution has two parameters and its values are chosen to that the 
distribution has the form shown on Figure 7. One of the most important characteristics of this 
validity function is the moment when the maximum is reached. Before and after that moment the 
validity decreases. In our implementation we choose this moment to be 7 days after the activity 
is completed. In this way we assume that the maximal influence of the activity is after 7 days. 
This value can be changed if we are presented with more accurate information. 



 

Figure 7. Validity of a measurement after the activity is executed 

Let’s define a function 𝑑𝑖𝑟(𝑢∗, 𝑝) that as a result returns 1, -1 or 0 depending on whether the 
value of the parameter 𝑝 for the active user 𝑢∗ should be increased, decreased or it shouldn’t be 
changed. The desirable parameter values indicate good health condition and depend on what the 
active user wants to achieve. By using the validity models (before and after the activity) we 
define functions 𝑝𝑟𝑒𝑣𝑝(𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦) and 𝑛𝑒𝑥𝑡𝑝(𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦) that as a result return the measurements 
with the biggest validity before and after the activity. We use them in the formula for calculating 
the usefulness of each type of physical activity to the parameter 𝑝 for each user 𝑢 from the set of 
similar users 𝑈′′: 

 
𝑉𝑢,𝑎,𝑝 =

𝑖𝑚𝑝𝑝 ∙ ∑ +
𝑛𝑒𝑥𝑡𝑝(𝑎𝑢) − 𝑝𝑟𝑒𝑣𝑝(𝑎𝑢)

𝑡𝑖𝑚𝑒𝑆𝑝𝑎𝑛'𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑢)(
. ∙ 𝑣𝑎𝑙(𝑎𝑢) ∙ 𝑑𝑖𝑟(𝑢∗, 𝑝) ∙ 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦(𝑎𝑢)𝑎𝑢

𝑛𝑢𝑚(𝑎𝑢)
 

𝑣𝑎𝑙(𝑎𝑢) = 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦𝑃𝑟𝑒𝑣(𝑎𝑢) ∙ 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦𝑁𝑒𝑥𝑡(𝑎𝑢) 

∀𝑢 ∈ 𝑈′′, ∀𝑎 ∈ 𝐴′, ∀𝑝 ∈ 𝑃′ 

(11) 

The variables and the functions that are used in the formula are: 

• 𝑈′′ is the set of similar users for the active user 𝑢∗	
• 𝐴′ is the set of different types of activities	
• 𝑃′ is the set of control health parameters	
• 𝑎𝑢 is a variable that alters all activities of type 𝑎 performed by user 𝑢	



• 𝑛𝑒𝑥𝑡𝑝(𝑎𝑢) is a function that returns the value of the measurement made after activity 𝑎𝑢 
that has the biggest validity	

• 𝑝𝑟𝑒𝑣𝑝(𝑎𝑢) is a function that returns the value of the measurement made before the activity 
𝑎𝑢 that has the biggest validity	

• 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑢) denotes the duration of the activity 𝑎𝑢	
• 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦(𝑎𝑢) denotes the difficulty of the activity 𝑎𝑢	
• 𝑛𝑢𝑚(𝑎𝑢) is the number of activities of type 𝑎 performed by user 𝑢	
• 𝑣𝑎𝑙(𝑎𝑢) is a function that returns the validity of the measurements that are used in the 

analysis of 𝑎𝑢	
• 𝑖𝑚𝑝𝑝 denotes the importance of the parameter in improving the health condition of the 

active user. The parameters which are into worsened state should have bigger importance. 
We need to assign even bigger importance to the parameters that are into worsened state 
and for which it’s harder to cause more significant change on their values.	

• 𝑡𝑖𝑚𝑒𝑆𝑝𝑎𝑛(𝑥) is a function of 𝑥 where 𝑥 represents the duration of the activity. This 
function is an important factor in calculating the change of the parameter value per unit 
of time. Longer execution of the activity might mean that the user has put smaller effort 
in completing the activity. The simplest model of this function is 𝑡𝑖𝑚𝑒𝑆𝑝𝑎𝑛(𝑥) = 𝑥. 
However, in reality we cannot expect that the effect of the activity is disproportionate to 
the duration of the activity. That is why we suggest this function to have logarithmic form 
i.e. 𝑡𝑖𝑚𝑒𝑆𝑝𝑎𝑛(𝑥) = log 𝑥. 

In the next step of this algorithm we calculate how useful each type of activity is to user 𝑢: 

 𝑉𝑢,𝑎 =%𝑉𝑢,𝑎,𝑝
𝑝∈𝑃

 (12) 

We insert these values into a matrix of useful types of activities: 

 𝑀 =

										𝑎%		 … 		𝑎𝑟
𝑢%
⋮

𝑢𝑚

5
𝑉%,% ⋯ 𝑉%,𝑟
⋮ ⋱ ⋮

𝑉𝑚,% ⋯ 𝑉𝑚,𝑟

8 (13) 

2.5.4 Generation of recommendations 

There are few different ways to utilize the results produced in the previous phase in order to 
make recommendations. The simplest method is to calculate the usefulness 𝑉𝑎 for each type of 
activity according to the formula: 

 𝑉𝑎 = : 𝑉𝑢,𝑎

𝑢∈𝑈′′

 (14) 



and to recommend the activity with the maximal 𝑉𝑎. This is not always practical because some 
type of activity could have significantly bigger usefulness to some user (comparing with the 
other users) and that value will dominate in the sum. In this way a type of activity that is very 
useful only to a small subset of the set of similar users would be recommended to the active user. 
Another way is to recommend the activity which is considered as the most useful to the largest 
number of similar users. First, for each user from the set of similar users we should create a 
vector of useful activities: 

 
∀𝑢 ∈ 𝑈′′, 𝑈𝐴𝑢 = 𝑘				𝑤ℎ𝑒𝑟𝑒			𝑉𝑖,𝑘 = max

𝑗∈𝐴′
𝑉𝑖,𝑗 

𝑈𝐴 = [𝑈𝐴%…𝑈𝐴𝑚] 
(15) 

 

 
∀𝑘 ∈ 𝐴′ 𝑐𝑜𝑢𝑛𝑡(𝑘) = ∑ 𝑟𝑖

𝑚
𝑖&%     where    𝑟𝑖 = >1, 𝑘 = 𝑈𝐴𝑖

0, 𝑘 ≠ 𝑈𝐴𝑖
 

𝑅𝐴 = 𝑢				𝑤ℎ𝑒𝑟𝑒				𝑐𝑜𝑢𝑛𝑡(𝑢) = max
𝑘∈𝐴′

(𝑐𝑜𝑢𝑛𝑡(𝑘)) 
(16) 

Activity type 𝑅𝐴 is recommended to the active user 𝑢∗. 

3. Evaluation by simulation 

Our recommendation algorithm tries to find the usefulness of each type of activity on the bio-
medical parameter change. Activity is considered useful if it changes the global parameter value 
towards the desired one. The change of a parameter value might be influenced by many factors. 
It is impossible to make a mathematical model that takes into account all these factors, so we 
tried to make a model for the parameter change, under the influence of the activities performed, 
that is simple and as closer to the reality as possible. We assume that each performed activity has 
some influence on the parameter change and that the parameter change is influenced only by the 
effect of the activities (pharmacological influence is neglected). 



 

Figure 8. Influence on the global parameter change by a single activity 

We model a single activity influence to the global parameter change by a function whose shape 
is similar to a Poisson probability mass function (Fig. 8). In our model, it depends on the type of 
activity. The peak of the model function can have either positive or negative amplitude 
depending on whether it has a stimulatory or inhibitory effect correspondingly. Gaussian noise is 
added to the model function. When multiple activities from different types are performed, each 
of them influences the parameter value. So, the parameter value at each moment of time can be 
defined by the expression: 

 𝑓(𝑡) =:ℎ6𝑡𝑦𝑝𝑒𝑖, 𝑡𝑖𝑚𝑒𝑂𝑓𝑆𝑡𝑎𝑟𝑡𝑖, 𝑡7
𝑖

 (17) 

Gaussian noise is also added to 𝑓(𝑡). On Figure 9 and Figure 10 we can observe two global 
parameter functions, the first one without noise and the second one with noise. 

 

Figure 9. Global parameter function without noise 



 

Figure 10. Global parameter function with noise 

The simplest case to test the correctness of our algorithm is to use two types of activities which 
are symmetrical. The first one has positive peak amplitude and the second one has negative peak 
amplitude. Our algorithm should “guess” which activity increases the parameter value and which 
doesn’t. If we flipped a coin we could guess with 50% accuracy which activity has more 
usefulness (in our experiment we assume that activity is useful if it increases the global 
parameter value). In our simulator we use these parameters: 

• Duration of the simulation 
• Average time between consecutive activities 
• Average time between consecutive measurements 
• X coordinate of the peak (relative to the start of the activity and same for both activities) 
• Y coordinate of the peak (both activities have peaks symmetric about the y-axis) 
• Standard deviation of the peak (x coordinate) 
• Standard deviation of the peak (y coordinate) 
• Standard deviation of the Gaussian noise (single influence) 
• Standard deviation of the Gaussian noise (global parameter function) 

We expected that by increasing the standard deviation we would get lower accuracy, but by 
increasing the duration of the simulation and the average time between consecutive activities we 
would get higher accuracy. Longer duration of the simulation means more activities and more 
data and longer average time between consecutive activities means that it could be easier to 
distinguish between consecutive activities by observing the global parameter function. On the 
other side, longer average time between consecutive measurements means that we will have less 
data for our recommendation algorithm and less accurate recommendations. We applied our 
recommendation on generated data and we obtained correct results when we didn’t have standard 
deviation of the peak and of the noise. We wanted to know how the algorithm behaves when we 
change the parameters of the simulation. We were especially interested how the accuracy of the 
recommendation algorithm changes in the border cases (Figure 11 and Figure 12). 

 



 

Figure 11. Accuracy as a function of the standard deviation of the peak (y coordinate) 

 

Figure 12. Accuracy as a function of the standard deviation of the peak (x coordinate) 

We chose a set of values for the parameters of the simulator in order to see more clearly the way 
the accuracy changes. We tried to define a curve that fits the results we obtained. In the first 
case, when we observed the accuracy as a function of the standard deviation of the peak (y 
coordinate) we noticed that there is some threshold after which the algorithm gives bad results, 
however, this threshold is relatively big comparing to the amplitude of the peak. Surprisingly, the 
increasing of the standard deviation of the peak (x coordinate) didn’t cause significant worsening 
of the results. 

The increase of standard deviation of the noise caused exponential decline of the accuracy. This 
is shown on Fig. 13 and Fig. 14. 



 

Figure 13. Accuracy as a function of the standard deviation of the noise (single activity) 

 

Figure 14. Accuracy as a function of the standard deviation of the noise (global parameter 
function) 

Case studies 

Case study 1 

The user (with heart problems) switches on the application on his phone. The application 
connects to Bluetooth devices which measure his heart rate, blood pressure and blood sugar 
level. The application uses its knowledge base to determine whether his health parameters are in 
the normal ranges. The application searches for users that have the same diagnosis and it 
concludes that walking for one hour could improve her/his health condition. The user tells the 
application that she/he will start her/his activity (walking). The application tracks the GPS 
coordinates at every moment during the activity. In the end of the activity the user tells the 
application that she/he has finished the activity. 

Case study 2 

Some person A decides to practice more cycling. She/he uses the mobile application to record 
data each day about her/his weight, blood pressure, blood-sugar level and heart rate. Every two 
days she/he cycles for about 1 hour. She/he starts the application before she/he starts with the 



activity. The application measures the distance passed and the velocity. After the activity, the 
application decides what the level of difficulty of the activity was. All these data are saved in the 
social network. After 2 months the user notices that she/he has lost weight (3 kilograms). After 
that some other user B installs the application on her/his mobile phone and tries to get 
recommendations for losing weight. First she/he records data about her/his health parameters and 
she/he tells the application that she/he wants to lose weight. The application finds other users 
which are similar to the user B (gender, weight, heart rate, diagnosis). Among them is the user A. 
Some of these users succeeded to lose weight in the past. One of them is user A. The application 
concludes that cycling is the best activity to lose weight and this activity is recommended to the 
user A. 

Future directions 

The future healthcare systems will have sense making component in order to increase the 
understanding of patient's personal condition, clinical or living environment and, in that way, to 
increase the healthcare system efficiency by increasing its availability. It is very important to 
discuss the ways in which information systems that support healthcare can make that kind of 
sense making. COHESY is a health care system that gathers a lot of information from the 
patient’s bionetwork, his medical record, the environment, his interaction with the mobile 
application, and this information is used to make conclusions about the health condition of the 
patient and the ways in which it can be improved. Its recommendation algorithm gives the people 
bigger control over their own health and supports their actions. We expect that besides the 
presented algorithm, other decision support algorithms will appear that will utilize the data 
provided by COHESY. They could focus on making different types of conclusions. The increase 
of the number of users will bring more data and this means that the generated conclusions and 
recommendations could be more accurate. The patterns that are hidden behind the connections 
between patients can lead to better understanding of their current health condition. That is why 
we believe that collaborative algorithms could be very beneficial for health care systems. 

There are few other reasons why we can expect that collaborative health care systems will be 
intensively used in the future. The first reason is that the technology is advancing rapidly and this 
means that the sensors would become more accurate and would be easier to use. We can also 
expect that new sensors would emerge that could measure different health parameters. This leads 
to bigger and better data available to the collaborative algorithms. The second reason is that the 
recommendation systems and collaborative systems could be a promising approach for 
preventive and curative healthcare solutions. The development of these algorithms along with 
additional information which can be relevant in health care can lead to more accurate 
recommendations. 

Modern medical technology helped a lot of people, and there will be even deeper integration of 
the technology in the health care systems. These systems will be more aware of the health 
condition of the patients and the types of conclusions will be even closer to the conclusions made 



by doctors. Our proposed system is a step towards smarter health care. The recommendations 
help people to be more aware of their actions and the consequences that they cause. 

Conclusion 

The recommendation algorithm presented in this chapter is the main component of the 
collaborative health care system model – COHESY. The purpose of the algorithm is to find the 
dependency of the users’ health condition and the physical activities she/he performs. It gives 
recommendations for performing specific activities that would improve users’ health. To achieve 
this we consider datasets from the history of measurements and the history of performed 
activities of users. Data is obtained by the user through its interaction with the mobile application 
and by sensors connected to the smartphone. 

The algorithm consists of four phases: categorization of the users according to their diagnosis, 
selection of the users most similar to the active user, calculating the usefulness of the activities 
and generation of recommendations. First two steps are not necessary, but they contribute to 
improving the quality of the recommendations by selecting the most relevant data. We assume 
that if two users had the same combination of parameter values in the past, there is bigger 
probability that similar latent factors affect their health condition. The selection of the similar 
users and the usage of their data represent the collaborative component of our algorithm. 

The proposed algorithm is different from the standard recommendation algorithms because of the 
complexity of the problem it solves. The time dimension and the uncertainty of the feedback 
make the solving of the problem difficult. We want to find the influence of the physical activities 
on the change of the health condition, but there are many other factors that affect on this change, 
for example: medications, food, and emotional state. That is why we cannot assume that the 
generated recommendations will be always correct. We try to overcome this downside by 
increasing the amount of data used for calculating the usefulness of the activities. 

The fuzziness which is included in the processing of the sensor data allows us to obtain their 
semantic meaning. In this way the algorithm receives information about which parameter values 
indicate normal state, and which indicate worsened state. Also, this representation allows the 
algorithm to have equal look at the health parameters regardless of their characteristics and the 
different ranges in which their values belong. 

The experiments conducted with generic data show that the accuracy of the algorithm increases 
with the duration of the observation i.e. with the number of activities observed and the amount of 
data obtained. The behavior of the algorithm on the increased data uncertainty is also evaluated. 
The results show that the algorithm is very robust and promising. It can be implemented 
efficiently and it offers a lot of possibilities for adaptation. The generated recommendations 
allow the user to adapt and align her/his physical activities in order to improve her/his health 
condition with bigger confidence. In this way, users have bigger control on their own health. 



There are few reasons why we can expect that collaborative health care systems will be 
intensively used in the future. The first reason is that the technology is advancing rapidly and this 
means that the sensors would become more accurate and would be easier to use. We can also 
expect that new sensors would emerge that could measure different health parameters. The 
second reason is that the recommendation systems and collaborative systems could be a 
promising approach for preventive and curative healthcare solutions. The development of these 
algorithms along with additional information which can be relevant in health care can lead to 
more accurate recommendations. 
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Questions and Answers 

1. How many usage levels does COHESY have? Please describe each of them. 
 
COHESY is deployed over three basic usage layers. The first layer consists of the 
bionetwork (implemented from various body sensors) and a mobile application that reads 
sensor data and allows the users to specify the activities they perform. The second layer is 
presented by the social network implemented as a web portal which enables different 
collaboration within the end user community. The third layer enables interoperability with 
the primary/secondary health care information systems which can be implemented in the 
clinical centers and different policy maker institutions. 
 

2. How do we separate the health parameters? 
 
We separate the health parameters into two groups: descriptive and control parameters. 
Descriptive parameters express the factors that are important for the people’s health (for 
example age or place of living) and that cannot be affected. Control parameters express the 
characteristics of the people’s health (for example blood pressure or blood sugar level) that 
can be affected. The algorithm tries to change the only the control parameters towards 
desirable state, but both types of parameters are used in the phase of the algorithm where 
we select the users most similar to the active user. 
 

3. What types of recommendations are generated by the recommendation algorithm in 
COHESY? 
 
The recommendation algorithm in COHESY gives recommendations about physical 
activities that should be performed by the patients in order to improve their health 
condition. 
 

4. What types of data are used by the recommendation algorithm? 
 
The recommendation algorithm uses the history of performed activities and the history of 
measurements of all users in order to generate recommendations. 
 

5. What is a health profile? 
 
The combination of the user’s values of her/his health parameters represents his health 
profile. 



 
6. Which are the four main phases of the recommendation algorithm in COHESY? 

 
The algorithm consists of four phases: categorization of the users according to their 
diagnosis, selection of the users most similar to the active user, calculating the usefulness of 
the activities and generation of recommendations. 
 

7. Which phases can be omitted by the recommendation algorithm, but are important to 
generate more accurate recommendations? 
 
First two phases are not necessary, but they contribute to improving the quality of the 
recommendations by selecting the most relevant data. 
 

8. How do we choose which measurements made before and after a particular activity are most 
relevant to describe the effect of that activity on the health parameter? 
 
We chose the most recent measurement made before the activity and we choose the 
measurement made after the activity with has the biggest validity (relevance) according to a 
validity function. We cannot assume that immediately after the completion of some activity 
there will be a change on the parameter value because some time should pass until the effect 
of the activity could be visible. On the other side, we cannot assume that the results of a 
single activity will be visible after a long time period (few months). That is why this validity 
function gives smaller relevance to measurements made immediately after the activity and to 
measurements made very long time after the activity. 

 


