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Abstract. Information and communication technologies make it possible to 
bridge the gap and time barriers in the flow of health information and knowledge, 
allowing every involved part in the health process to have access to the infor-
mation. This approach provides the knowledge of the individual to contribute 
effectively to the improvement in human health. But also, helps the collective 
knowledge effectively to solve health problems on individual level. In this paper 
we are evaluating the algorithm that generates recommendation for users. We are 
using simulations on generic data to see how different types of activities are af-
fecting the accuracy of the algorithm. On the basis of the performed activities and 
blood glucose measurements, our recommendation algorithm should determine 
list of activities that have bigger influence on the change of the blood glucose 
levels. Generic data for our simulations are based on modeling of food intake and 
physical activity influence over the blood glucose level. 
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1 Introduction 

The advances in communication and computer technologies have revolutionized the 
way health information is gathered, stored, processed, and communicated to decision 
makers for better coordination of healthcare at both the individual and population levels 
[1]. Pervasive health care takes steps to design, develop, and evaluate computer tech-
nologies that help citizens participate more closely in their own healthcare [2], on one 
hand, and on the other to provide flexibility in the life of patient who lead an active 
everyday life with work, family and friends [3]. 



Life style with moderate eating habits and increased physical activity plays a key 
role in disease management. Some clinical conditions (like diabetes, metabolic syn-
drome, chronic heart failure) can be prevented by proper diet and regular physical ac-
tivity. There are number of studies that have shown that increased physical activity and 
diet modification (termed as ’lifestyle interventions’), independent of other risk factors, 
has a protective effect against the development of chronic diseases as diabetes and met-
abolic syndrome [4, 5]. Guidance and interactive training regarding appropriate choices 
of diet and exercise plans combined with encouragement and monitoring of progress, 
can empower patients to make beneficial lifestyle modifications [6]. 

The recommendation algorithm, evaluated in this paper, is part of the Collaborative 
Health Care System Model – COHESY [7]. COHESY is “a tool” for personal 
heathcare. It is deployed over three basic usage layers. The first layer consists of the 
bionetwork (that reads parameters’ values from various body sensors) and a mobile 
application (that collects users’ bio data and parameters of performed physical activi-
ties). The second layer is presented by the social network and the third layer enables 
interoperability with the primary/secondary health care information systems. The usage 
of social network and its’ recommendation algorithm are the main advantages of 
COHESY. The social network enables different collaboration within the end user com-
munity. It allows communication between users, exchange of their experiences and 
gathering of large amount of data about their health parameters, food intake and per-
formed activities. The recommendation algorithm takes into account the effects of food 
and physical activity on health parameters (e.g. blood glucose level), and based on prior 
knowledge (data gathered from social network and clinical centers) recommend physi-
cal activity that will improve the users’ health. 

The next section gives a brief overview of the recommendation algorithm. In the 
third section experimental methodology and result will be discussed. The fourth section 
is the conclusion of the paper. 

2 Recommendation algorithm 

The main purpose of this algorithm is to find the dependency of the users’ health con-
dition, food intake and physical activities they perform. The algorithm incorporates 
collaboration and classification techniques in order to generate recommendations and 
suggestions for preventive intervention. To achieve this we consider the data read by 
the bionetwork (parameters values), the data about the user’s physical activities, the 
user’s medical record (obtained from a clinical centre) and the data contained in the 
user profile on the social network (so far based on the knowledge of the social network). 
We use classification algorithms on these datasets to group the users by their similarity. 
Use of classified data when generating the recommendation provides more relevant 
recommendations because they are enacted on knowledge for users with similar medi-
cal conditions and reference parameters. 

Generally in our algorithm we use a similarity metrics in order to find the most sim-
ilar users to the active user according to their medical history. We assume that if two 
users had the same combination of parameter values in the past, there is bigger 



probability that similar latent factors affect their health condition. For each user from 
the set of similar users we keep the details about the physical activities he performed 
and the measurements of his health parameters. Further, we use only data from the 
active user and from the users most similar to him, and we calculate the usefulness of 
each type of physical activity. We analyze the history of activities and measurements 
of each user and we want to find the type of influence of each type of activity on each 
of the health parameters. For this purpose two measurements (value of the parameter) 
are selected for each activity – the most recent measurement before the execution of the 
activity and a measurement performed a particular time period after the execution of 
the activity. We do not choose the first measurement after the activity because a time 
is needed for the activity to show its effect. The difference between the next and the 
previous measurement approximates the influence of the activity on the parameter 
change. After this, we use the information about the usefulness of each activity in order 
to generate recommendations. For each user from the set of similar users (plus the ac-
tive user) we obtain the most useful activity that could potentially improve his health 
condition. The activity which is declared as the most useful to most of the users is 
recommended to the active user. 

Simulations made for the evaluation presented in next section are for one user that 
has food intake 3 times per day. Although the algorithm has more steps, which are in 
details explained in [8], for the evaluation covered in this paper the step for calculating 
the benefits of performing the activity is important. Тhis step is presented below.  
Find the benefits of performing an activity. The benefit of performing activity a by the 
user u for parameter p is calculated by Eq.(1). 
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𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦(𝑎!) = 	𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦𝑃𝑟𝑒𝑣(𝑎!) ∙ 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦𝑁𝑒𝑥𝑡(𝑎!),				 

			∀𝑎, 𝑎 ∈ 𝐴9, ∀𝑝, 𝑝 ∈ 𝑃99 

• A’ – set of different activities; 
• P’ – set of health parameters; 
• 𝑛𝑒𝑥𝑡$(𝑎!) - function that returns the value of the parameter after performing the 

activity a; 
• 𝑝𝑟𝑒𝑣$(𝑎!) - function that returns the value of the parameter before performing the 

activity a; 
• 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎!) - the duration of the activity a; 
• 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	(𝑎!) - the value of the intensity of performed activity a, calculated by an 

appropriate formula; 
• 𝑛𝑢𝑚	(𝑎!) - the number of reviewed readings of activity a; 
• 𝑣𝑎𝑙𝑖𝑑𝑖𝑡𝑦(𝑎!) - function that returns the validity of the measured activity a; 
• 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒$ – the importance of this parameter for the user (the bigger importance 

of the parameter for the health of the user - the higher its coefficient is); 
• 𝑡𝑖𝑚𝑒𝑆𝑝𝑎𝑛(𝑥) – logarithmic function. 



𝑑𝑖𝑟(𝑎!, 𝑝)= -1 when we are calculating the benefits of an activity that decreases the 
value of the parameter. When the activity increases the value of the parameter the value 
of this function is 1.  

3 Methodology 

We assume that there are two factors that affect the parameter value: food intakes and 
activities. Food intakes tend to increase and activities tend to decrease the parameter 
value. We assume that after consuming the food, there is a short period of time where 
it causes rapid increase of the parameter value, and after that there is a short period of 
time where it causes decrease of the parameter value. After this “unstable” period of 
increase and decrease, as a result there is a small increase of the parameter value. The 
final change of the parameter value caused by the food intake happens 6-9 hours after 
the food intake and depends on the type of the food intake. Three food intakes happen 
each day: breakfast, lunch and dinner. These food intakes affect the parameter value 
with different intensity. Lunch has the largest effect and causes the biggest increase 
after the unstable period. Dinner causes smaller increase than lunch and breakfast 
causes the smallest increase. Breakfast, lunch and dinner happen around 09:00, 12:30 
and 18:00 accordingly. The exact moment of occurrence of breakfast, lunch and dinner 
is determined in each day of the simulation by using a Gaussian distribution. The pa-
rameter function affected only by food intakes that happen in one day is given on Fig. 
1. We define the maximal increase to be the largest increase caused by food intake and 
the stable increase to be the increase of the parameter value after the “unstable” period. 
The stable increases for breakfast, lunch and dinner are 0.2, 0.4 and 0.3 accordingly. 

 
Fig. 1. Change of the blood glucose level during one day under the influence of breakfast, lunch 
and dinner and under no other kind of influence 



Activities have opposite effect on the parameter value. After the activity there is a 
short period of time where it causes rapid decrease of the parameter value, and after 
that there is a short period of time where it causes increase of the parameter value. After 
this “unstable” period of decrease and increase, as a result there is a small decrease of 
the parameter value. The final change of the parameter value caused by the activities 
happens 3 days after the activity. Minimal decrease and stable decrease could be de-
fined for activities in a similar way as for food intakes (Fig 2). 

 
Fig. 2. Change of the blood glucose levels generated by one activity 

We simulate 40 days in which the parameter value is changed by three different types 
of food intakes defined above and 𝑁 different types of activities. The minimal decrease 
and the stable decrease caused by each type of activity are defined by the following 
formulas: 

𝑚𝑑% = (−0.9) − (:;<)
=

𝑑𝑖𝑓𝑓𝑀𝐷 + (𝑖 − 1) ∙ 𝑑𝑖𝑓𝑓𝑀𝐷 (2) 

𝑠𝑑% = (−0.6) − (:;<)
=

𝑑𝑖𝑓𝑓𝑆𝐷 + (𝑖 − 1) ∙ 𝑑𝑖𝑓𝑓𝑆𝐷 (3) 

where 1 ≤ 𝑖 ≤ 𝑁 . Our simulator has three parameters: 𝑁 , 𝑑𝑖𝑓𝑓𝑀𝐷  and 𝑑𝑖𝑓𝑓𝑆𝐷 . 
𝑑𝑖𝑓𝑓𝑀𝐷 represents the difference between minimal decreases of two consecutive types 
of activities and 𝑑𝑖𝑓𝑓𝑆𝐷 represents the difference between stable decreases of two con-
secutive types of activities. We generate the same number of activities of each type. 
When we choose the number of activities of each type we assume that the expected 
change of the parameter value in the end of the simulation is zero (or as close to zero 
as possible). We calculate the number of activities of each type according to the for-
mula: 



𝑛𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑖𝑒𝑠𝑂𝑓𝐸𝑎𝑐ℎ𝑇𝑦𝑝𝑒 = ;>6%&!1#)%'*?,*@)AB*C#36∙(D.=FD.GFD.H)I
:∙(;D.J)

 (4) 

The activities and 40 measurements are generated at random moments during one 
simulation. The change of the parameter value during one simulation is shown on Fig. 
3a. The data that is provided to the recommendation algorithm (activities and measure-
ments) is shown on Fig. 3b. 

 
Fig. 3. a) Change of the blood glucose levels during one simulation; b) Data provided to the 
recommendation algorithm. The moments when the first type of activity has occurred are denoted 
with blue vertical lines. The moments when the second type of activity has occurred are denoted 
with red vertical lines. The measurements are denoted with green circles. 

On the basis of the activities and measurements, our recommendation algorithm 
should determine the usefulness of all types of activities and should provide an ordered 
list of the types of activities according to their usefulness. If some type of activity has 
higher rank than other type of activity, this means that the algorithm has concluded that 
the first type of activity has bigger stable decrease than the second one. In this paper 
we want to evaluate how well the algorithm ranks the types of activities. 



4 Results and analysis 

We have performed three different experiments. In the first experiment we have 
changed the value of 𝑑𝑖𝑓𝑓𝑀𝐷 from 0.025 to 0.1 (in time intervals of length 0.025), in 
the second experiment we have changed the value of 𝑑𝑖𝑓𝑓𝑆𝐷 from 0.025 to 0.1 (in 
time intervals of length 0.025) and in the third experiment we have changed both the 
values of 𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷 from 0.025 to 0.1 in the same time (in time intervals 
of length 0.025). In each experiment we have evaluated the quality of the ordered list 
using three evaluation metrics: Normalized Discounted Cumulative Gain (NDCG), Pre-
cision and Recall, and the Number of inversions. 

4.1 Normalized Discounted Cumulative Gain 

Normalized discounted cumulative gain (NDCG) measures the performance of a rec-
ommendation system based on the graded relevance of the recommended entities. It 
varies from 0.0 to 1.0, with 1.0 representing the ideal ranking of the entities. This metric 
is commonly used in information retrieval and to evaluate the performance of web 
search engines [9]. All three experiments are performed for different 𝑁 from 2 to 12. 
The results of the evaluations using NDCG for all three experiments are shown on Fig. 
4. It can be seen that the ranked list is relevant because the normalized discounted cu-
mulative gain for each combination of values of 𝑁 and 𝑑𝑖𝑓𝑓𝑀𝐷/𝑑𝑖𝑓𝑓𝑆𝐷 is higher than 
the normalized discounted cumulative gain of random ordering of a list. Although we 
can conclude that the generated ordered list is relevant and better than random list, we 
cannot say how good the ordering is. Additionally, we cannot compare two NDCGs of 
results from experiments with different 𝑁. From Fig. 4 we can conclude that when we 
decrease 𝑑𝑖𝑓𝑓𝑀𝐷 we get better results. Same happens when we decrease 𝑑𝑖𝑓𝑓𝑆𝐷. In 
both cases we increase the absolute difference between 𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷. How-
ever, when we decrease 𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷 in the same time, we get worse results 
than if we decrease only one of the two parameters:	𝑑𝑖𝑓𝑓𝑀𝐷 or 𝑑𝑖𝑓𝑓𝑆𝐷 (except in the 
case when 𝑑𝑖𝑓𝑓𝑀𝐷 = −0.1 and 𝑑𝑖𝑓𝑓𝑆𝐷 = −0.1). This is conclusion stands for all 
different values of N. 

4.2 Precision and Recall 

If we separate the types of activities in two groups: relevant and not relevant, then we 
can use the Precision and Recall measure to evaluate how much the relevant types of 
activities are ranked higher by the recommendation algorithm. Precision (also called 
positive predictive value) is the fraction of retrieved instances that are relevant, while 
recall (also known as sensitivity) is the fraction of relevant instances that are retrieved 
[10]. We have chosen that 𝑁 = 10 in all simulations. We have marked the first 5 ac-
tivities that have the highest 𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷 as relevant and we consider the oth-
ers as not relevant. We have performed all three experiments and the results are shown 
on Fig. 5. These results show that the ordered list is relevant and they affirm the results 
obtained by the NDCG measure. Analyzing the Precision and Recall curves, we can 



also affirm the conclusion that the algorithm gives lower accuracy when we change 
𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷 in the same time. 

 
Fig. 4. Normalized Discounted Cumulative Gain for experiments with different number of activ-
ities 



 

 
Fig. 5. Precision and Recall curves for experiments with 10 types of activities 



 

Fig. 6. Normalized inversion numbers for experiments with different number of activities 



4.3 Number of Inversions 

In computer science and discrete mathematics, an inversion is a pair of places of a se-
quence where the elements on these places are out of their natural order. The inversion 
number of a sequence is one common measure of its sortedness [11,12]. All three ex-
periments are performed for different 𝑁 from 2 to 12. The inversion number is normal-
ized – the best ordering should have normalized inversion number 0, the worst ordering 
should have normalized inversion number 1 and the random ordering should have nor-
malized inversion number 0.5. The results of our experiments are shown on Fig. 6. We 
can confirm the results obtained by the NDCG measure and the Precision and Recall 
measure. Additionally, using the normalized inversion number we can compare the per-
formance of the algorithm for different 𝑁. We can see a linear decrease of the normal-
ized inversion number in all curves obtained from our experiments. This means that as 
we increase the number of different types of activities we get better ordered list. The 
explanation of this result could be that as we increase the number of different types of 
activities, the difference between the type of activities with the biggest and smallest 
𝑑𝑖𝑓𝑓𝑀𝐷/𝑑𝑖𝑓𝑓𝑆𝐷 increases and it could be easier for the algorithm to conclude which 
of these activities produce a bigger/smaller stable decrease. Before the evaluation we 
weren’t sure how the algorithm would behave when we increase 𝑁. This was because 
when the total number of activities increases, the global parameter function becomes 
more complicated so this could mean the algorithm might behave worse. 

5 Conclusion 

Our evaluation shows that the recommendation algorithm gives relevant ranking of the 
types of activities according to their usefulness. We have confirmed this conclusion by 
using three evaluation metrics: Normalized Discounted Cumulative Gain (NDCG), Pre-
cision and Recall, and the Number of inversions. We also conclude that the quality of 
the generated ordered list increases if the difference between the minimal decrease 
(𝑑𝑖𝑓𝑓𝑀𝐷) and the stable decrease (𝑑𝑖𝑓𝑓𝑆𝐷) is bigger or when the magnitude of both 
𝑑𝑖𝑓𝑓𝑀𝐷 and 𝑑𝑖𝑓𝑓𝑆𝐷 is bigger. Increasing the number of different types of activities 
results in more complicated parameter function, but according to the simulation results 
it does not mean that the algorithm gives imprecise recommendations. 
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