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Abstract. Skin cancer is recognized as one of the common and deadliest
cancer. Therefore, an easy, early and discriminatory diagnosis of the skin
cancer would be crucial to ensure appropriate and effective treatment for
patients. Although there are many computerized methods for classifying
skin lesions, Convolutional Neural Networks (CNN) have proven superior
to the conventional methods.

In the present work, we investigated seven deep neural network classi-
fiers, namely, baseline CNN, InceptionV3, ResNet50, VGG16, Xception,
MobileNetV2 and DenseNet201 to predict the input skin lesion class
(melanoma or nevus). The adapted architectures were tested on 1500
ISIC images and the comparisons of the obtained results with the Effi-
cientNetB3 as well as InceptionResNetV2 have demontrated the supe-
riority of the Baseline CNN, DenseNet201 and Xception. These models
would provide a strong automated support for the melanoma diagnosis
and could be exploited in the classification of eczema and psoriasis skin
lesions.

Keywords: Melanoma diagnosis - CNN - InceptionV3 - ResNet50 - VGG16-
Xception - MobileNetV2 - DenseNet201 - EfficientNetB3 - InceptionRes-
NetV2.

1 Introduction

Medical image recognition is a fundamental task in medical image analysis ap-
plications. Generally speaking, it refers to the process of the identification of the
objects of interest and the diagnosis of the disease within medical images [1].
In principle, the medical image recognition is used to assist the medical profes-
sionals in the interpretation of medical images with the aid of the automatic
tools. The importance of fast and reliable diagnostic tools has been brought
to the fore with the COVID-19 pandemic. Indeed, the image recognition sys-
tems are beginning to find a foothold in prime medical applications including
COVID-19 recognition [2], ophthalmic disease detection [3], pneumonia detec-
tion [4], malaria parasite detection [5], Alzheimer’s disease detection [6], breast
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cancer detection [7], tuberculosis disease diagnosis [8], colon cancer classifica-
tion [9], and the skin lesion diagnosis [10]. In this respect, there exists a variety
of medical diagnostic methods [11]. The leading ones include the physical and
visual examination, cellular and chemical analysis, genetic testing and imaging
methods.

Dermatoses are among the four most common health concerns in ill patients.
Skin cancer, most particularly melanoma, represents a serious and deadly form of
the skin cancer, in which there is an abnormal growth of melanocyte skin cells.
The early signs of melanoma are usually changes in the shape, color (usually
pigmented), size, texture or bleeds of the skin over time. In the advanced stage,
the melanoma cells have spread, or metastasize, throughout the body. Hence,
the survival rate declines with later stages of the melanoma. Fortunately, an
early and reliable diagnosis of the skin cancer could greatly increase a patient’s
chance of successful treatment and enhance the survival rate. However, diag-
nosing the melanoma timely and accurately is a challenging task. This is due to
several reasons. Firstly, different artifacts, such as the hair strands, could occlude
the skin lesion. Secondly, the high intra-class variations of the skin lesion which
means that the treated melanoma is manifested with a diverse visual features
including: the lesion color, the shape, the size, the location, the structure and
distribution. Moreover, the melanoma skin lesions can closely resemble the non-
cancer skin lesions. Indeed, different skin lesion kinds can have similar clinical
features (i.e the high inter-class similarity), furthering the problem in discrimi-
nating among them. And the last reason, the diagnosis of the melanoma heavily
depends on the experience of dermatologists and requires time [12]. Therefore,
a Computer-Aided Diagnosis (CAD) system would be useful screening tool to
reach an enhanced diagnosis quality as soon as possible. Generally speaking,
the CAD system in the dermatological imaging is the computerized analysis
of the dermatological images to recognize the required skin lesion. Most of the
CAD techniques can be conventional skin lesion image classification, or based
on computer vision algorithms. The conventional methods for the skin lesion di-
agnosis [13-15] are labor-intensive and typically depend on the predefined hand-
crafted features with respect to a specific skin disease diagnosis task. So, the
CAD system can recognize well a particular skin disease. However, it is unable
to be generalized on broader classes of the skin diseases for the diagnosis pur-
poses [16]. This is due to the complexity and the diversity of the skin diseases. So,
the feature learning [17] could be an interesting solution to the stated problem.
The idea is to learn automatically the high-level image features from the input
raw data without the need of the feature engineering process. In the context of
the skin lesion diagnosis, various feature learning approaches have been presented
in the literature [18—-21]. Recently, deep learning algorithms have made a signifi-
cant advances in the feature learning topic and provide superior performances in
various tasks, including the image classification [22], image segmentation [23,24]
and object detection [25].

Our goal, in this work, is to establish a consistent comparative study of
the performance of the most common deep learning models for the melanoma
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diagnosis purposes. The achieved findings could be explored in the future for
other skin diseases or medical analysis tasks.

The structure of the paper is as follows. Section 2 presents the recent state of
the art in the context of skin lesion diagnosis based on deep learning models. In
Section 3, we investigate seven common deep learning models for the melanoma
diagnosis purposes on ISIC image database. Section 4 addresses the experimental
results and discussion of the most important findings of the performed compar-
ative study. Finally, Section 5 concludes the research work.

2 Literature Review

Deep neural network architectures have recently emerged and developed to solve
different problems in particular the skin lesion diagnosis. The research literature
has progressed towards basic convolutional neural network, transfer learning-
based CNN architectures, ensemble learning and transformers.

In the last few years, a significant number of research papers has been pub-
lished on the topic of the skin lesion diagnosis. In particular, Li et al. (2021) [26]
published a recent review article that summarized the existing deep learning-
based skin disease segmentation and diagnosis methods undertaken between
2015 and 2019. However, the latest studies in the field were not incorporated
in this work. Therefore, in this section, we established an overview of the most
recent deep learning approaches for the pigmented skin lesion classification.

Hosny et al. (2020) [27] established the classification of the skin lesions into
seven classes based on AlexNet architecture. The proposed method was tested us-
ing the dataset ISIC 2018. The achieved percentages are 98.70%, 95.60%, 99.27%,
and 95.06% for accuracy, sensitivity, specificity, and precision, respectively.

While in [28], Al-Masni et al. (2020) suggested multiple skin lesions diagnos-
tics framework. The latter combines the skin lesion segmentation and classifica-
tion processes. Firstly, the authors attempted to segment the skin lesion from
dermoscopic images by employing a full resolution CNN architecture. Then,
four CNN classifiers were used, namely : Inception-v3, ResNet-50, Inception-
ResNet-v2, and DenseNet-201, to discriminate between different skin diseases.
The proposed framework is evaluated using ISIC 2016, ISIC2017 and ISIC 2018.
The Inception-v3, ResNet-50, Inception-ResNet-v2, and DenseNet-201 models
give the overall weighted prediction accuracies of 88.05%, 89.28%, 87.74%, and
88.70% for seven classes of ISIC 2018, respectively.

An automatic classification system of the skin lesion images is developed by
Samanta and Rout (2021) [29]. In the developed system, the VGGNet archi-
tecture is applied to classify the ISIC skin lesions as malignant or benign. The
used model achieves a classification accuracy rate of 98.02%, the sensitivity of
98.10%, and specificity of 97.05%.

Another research proposed by Sikkandar et al. (2021) [30]. The authors pre-
sented a skin lesion segmentation method-based classification model for skin le-
sion diagnosis. The method is based on four steps, namely : the skin lesion image
preprocessing, segmentation, feature extraction and classification. The authors
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first introduced top hat filter and inpainting technique, followed by the appli-
cation of the GrabCut algorithm. Then, the feature extraction stage involves
the use of a deep learning-based Inception model. In the last step, an adap-
tive neuro-fuzzy model is used to classify the dermoscopic images into different
classes.

Miglani and Bhatia (2021) [31] established the EfficientNet family of models
to the skin classification task in comparison with the ResNet architecture. To
test and evaluate the adapted model performance, the authors used a dataset
comprising 10015 dermatoscopic images belonging to seven classes of the skin
cancer. Hence, EfficientNet-B0 algorithm is able to classify the skin lesion with
macro and micro average ROC AUC of 0.93 and 0.97, respectively.

A CNN-based deep learning framework has been developed by Ozbay and
Ozbay (2021) [32]. The authors proposed forty five layers-based CNN model
for the cancer diagnosis from dermatoscopic skin lesion images. Regarding the
performance evaluation of the model, a HAM10000 dataset has been used which
includes 10015 dermatoscopic images in total. An accuracy value of 99.69% is
obtained with the model developed for the classification of cancer image.

Ali et al. (2021) [33] designed a deep convolutional neural network model
that classifies the skin cancer in three steps. The authors firstly, applied a mean
filter to remove the noise and artifacts from the input image, besides the image
normalization. Secondly, a set of features are extracted and data augmentation
techniques are used. At last, CNN-based classification step is performed. The
model is evaluated on the HAM10000 dataset and it achieves the highest 93.16%
of training and 91.93% of testing accuracy, respectively.

Bansal et al. (2022) [34] introduced an intelligent system for the detection
of the melanoma from dermoscopic images. First, the authors used various mor-
phological operations for the hair removal task. In the feature extraction stage,
a combined features are computed from the handcrafted feature extraction tech-
niques and deep learning models (ResNet50V2 and EfficientNet-B0). As a final
stage, the authors used a neural network model for the classification. The pro-
posed system has been validated on two datasets : HAM10000 consisting of
10015 dermoscopic images belonging to seven classes and PH2 dataset of 200
melanoma and non melanoma dermoscopic images. An accuracy of 94.9% and
98% is achieved on HAM10000 and PH2 datasets, respectively.

A more recent work was carried out by Salma and Eltrass (2022) [35] to
develop a new computer-aided diagnosis system for the skin lesion classification.
The authors employed the morphological filtering to remove different artifacts.
Then, the skin lesions are segmented automatically using the GrabCut in HSV
color space. After that, the ABCD (asymmetry, border irregularity, color and
dermoscopic patterns) rule is implemented to extract the relevant features. Fi-
nally, the resulted ABCD features are feed into different pretrained CNN archi-
tectures, including VGG-16, ResNet50, ResNetX, InceptionV3, and MobileNet,
to classify the skin lesions into benign or malignant skin lesions. Furthermore, the
proposed classification system is improved by integrating the kernel SVM classi-
fier with the used CNN architectures. The ResNet50 architecture combined with
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the SVM model achieves area under the ROC curve (ROC-AUC) of 99.52%,
accuracy of 99.87%, sensitivity of 98.87%, precision of 98.77% and F1-score of
97.83%.

The skin lesion classification problem could be also solved using ensemble
learning-based methods, the commonest ones are : combination of the CNN and
One-versus-All [36], ensemble of EfficientNets, SENet and ResNeXt WSL [37],
triplet-based CNN [38], AlexNet and GoogLeNet [39].

Based on the above mentioned literature review, several CNN model-based
publications are demonstrated in the field of the computer-aided melanoma diag-
nosis, since they provide promising image classification results and do not require
more computing power in model training as well as in classification compared
to the recurrent neural networks and reinforcement learning models. Our aim is
to facilitate and enhance the skin cancer diagnosis. So, we take advantage of the
most common and successful CNN models to perform the present comparative
study. Such an investigation undertaken in the melanoma diagnosis field has
been missing. In this work, we focus on performance comparison of seven CNN
architectures for melanoma classification, namely : baseline CNN, InceptionV3,
ResNet50, VGG16, Xception, MobileNetV2 and DenseNet201.

3 Materials and Models

This section provides a description of the material and models we have employed
to develop the proposed diagnosis system. It is organized in four subsections,
namely : dataset, CNN architectures, tuning hyperparameters settings and the
performance evaluation.

Technically speaking, the adapted CNN architectures were implemented us-
ing Python programming language and were trained as well as tested on Google
Colaboratory (usually referred to as Colab) platform with a 12.8 GB of Ram
and a free GPU.

3.1 Dataset

The melanoma differential diagnosis process first requires using datasets. In this
study, we used ISIC 2019 dataset. It consists of 25,331 dermoscopic labelled
images, belonging to nine types of skin lesions. From the whole dataset, we
used only two basic classes; melanoma and nevus skin lesions. However, the
used dataset is imbalanced, so, we constructed a balanced dataset by selecting
765 melanoma and 765 nevus images of the high quality. So, we focused on
artifact-free images to ensure better generalization of the adapted models. The
total number of the used images to undertake the study was limited to the used
resources. Once the dataset is created, we prepared the skin lesion images for
the melanoma classification process through:

Data Preprocessing Data preprocessing task involves two main steps. We first
resize the used skin lesion images to have the same input size as the adapted
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CNN architectures. Then, we apply the input normalization of the resized skin
lesion images.

Dataset Sampling Splitting data into train, test, and validation sets is a com-
mon task in machine learning. In this stage, we used the following proportions :
70% training, 15% validation, and 15% testing in which each set has equal pro-
portion of melanoma and nevus images. Table 1 illustrates the distribution of
data samples among different classes in training, validation and test partitions.

Table 1. Melanoma image distribution in training, validation and test sets

Melanoma Nevus Total
Training set 525 525 1050
Validation set 120 120 240
Test set 120 120 240

The three obtained data sets are commonly exploited in the training and classi-
fication stages of the adapted CNN architectures.

3.2 CNN Architectures : Training and Classification

Among all the reviewed CNN architectures, we employed the baseline CNN and
pretrained architectures as these models are popular and showed remarkable
performance. For all pretrained architectures, the transfer learning is involved.
Also, we used the cross-entropy loss function during the training stage.

e Baseline CNN : consists of the first input layer, three convolutional and
pooling layers, followed by the fully connected layer with the drop out reg-
ularization. The classification is done via the last fully connected layer.

e InceptionV3 [40] : is the arrangement of the stem block, three inception mod-
ules (A, B, C), two reduction blocks (A, B) and classification block. The stem
block contains a concatenation of multiple convolutional and pooling layers
while the inception modules are composed of a set of convolutional filters
with an average pooling layer. In the reduction blocks, the max pooling oper-
ation is applied. The final classification block includes the global max pooling
layer with the batch normalization and two fully connected layers. The skin
lesion classification is enhanced by applying the drop out regularization after
each a fully connected layer and inserting the final fully connected layer.

e ResNet50 [41] : has sixteen residual blocks. It incorporates two kinds of short-
cut module, namely : identity and convolution blocks. The identity block is
defined as three convolution layers in the main path and no convolution
layer at shortcut. The convolution block has the convolution layer at short-
cut path and three convolution layers in the main path. The output of the
final residual block is flatten, then three fully connected layers are used.
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e VGG16 [42] : comprises of thirteen convolution layers of 3x3 filter and five
max pooling layers of 2x2 filter. These layers generate the image feature map
which is flatten with the batch normalization in the skin lesion classification
layers. Next, the fully connected layer with the batch normalization is in-
serted, followed by one lambda layer and the VGG 16 architecture ends with
the last fully connected layer.

e Xception [43]: is a network that involves stacking the depthwise separable
convolution layers with the residual connections. The next layers are made
up of the global max pooling layer and fully connected layer. We applied
for both layers the batch normalization technique. After that, the drop out
regularization is applied followed by one fully connected layer with the batch
normalization. In the end, another fully connected layer with the drop out
regularization is added for the skin lesion classification.

e MobileNetV2 [44]: includes the convolutional layer, followed by seventeen
residual bottleneck blocks. Each one has three layers : convolution layer with
a rectified linear unit, depthwise convolution, and another convolution layer
without non-linearity. These blocks are succeeded by a single convolution
layer, with the max pooling layer. Further batch normalization operations,
fully connected layers and drop out regularization are incorporated with the
MobileNet V2 architecture. The last layer is the fully connected classification.

e DenseNet201 [45]: is composed of four Dense blocks. In each dense block,
two convolution operations are applied; with 1x1 and 3x3 sized kernels. The
DenseNet201 architecture begins with the main convolution and pooling lay-
ers. After that, the dense blocks are introduced. The first three dense blocks
are followed by the transition layer meanwile the last one is followed by an
average pooling layer. For the skin lesion classification, two fully connected
layers with the batch normalization and drop out regularization operations
are added followed by the final fully connected layer.

Table 2 presents the number of layers and number of parameters of the trained
models.

Table 2. An overview of the trained CNN models for the melanoma classification

CNN architecture Number of layers Number of parameters
Baseline CNN 11 7.4 M

InceptionV3 315 23,9 M

ResNet50 180 25.6 M

VGG16 25 1384 M

Xception 141 229 M

MobileNet V2 158 3.5 M

DenseNet 201 716 20.2 M
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3.3 Tuning Hyperparameters Settings

The hyperparameters tuning plays a significant role in the deep neural netwok
prediction process. Our goal is to select the optimal combination of hyperpa-
rameters so that the model can have an improved classification ability. In this
study, we trained the seven adapted CNN models several times with different
values of the hyperparameters to get the best classification results. The settings
shown on table 3 have been adopted.

Table 3. Hyperparameters fine-tuning of the CNN models

Hyper parameter Value

Batch size 50

Epochs [15 - 35]
Activation functions |RelU, Softmax
Optimizer Adam
Learning rate 0.0001
Dropout rate [0.4 - 0.8]

3.4 Performance Evaluation

To check the CNN model performance, we used the most common measures,
namely : the accuracy, precision, recall (sensitivity) and specificity of the melanoma,
classification. These measures are given as follows :

Accuracy = TP+ TN (1)
TP+TN+FP+FN

Precision = Tiji—ipFP (2)

Recall = TP}—W&—*PFN (3)

Speci ficity = % (4)

Where: TP (True Positive) is the number of accurately labeled positive samples,
TN (True Negative) is the correctly classified negative samples, F'P (False Pos-
itive) is the number of negative examples classified as positive, and FN (False
Negative) is the number of positive samples predicted as negative.
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4 Melanoma Classfication Results

In this section, we report the results of the experimental evaluation of the seven
CNN architectures (baseline CNN, InceptionV3, ResNet50, VGG16, Xception,
MobileNetV2 and DenseNet201) for the melanoma diagnosis.

Fig 1 a illustrates the accuracy performance of seven CNN models for the
melanoma classification.
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Fig. 1. Classification performance of the adapted models

Among all the used models, Simple CNN and DenseNet201 provide the high-
est classification accuracy of around 98%. The Xception also shows considerable
performance and contribute an accuracy of 96%. The InceptionV3 records a rea-
sonable accuracy of around 86.6% while MobileNetV2 achieves an accuracy of
79.65%. However, VGG16 and ResNet50 produce the lowest accuracy of around
70%.

We also computed the classification loss of the above mentioned models, as shown
in the Fig 1 b. It is perceived from the figure, the best loss value for the classifi-
cation is attained by DenseNet201, followed by Xception with a value of 0.0974.
The baseline CNN attains the loss value of 0.194. On the other hand, Incep-
tionV3 and MobileNetV2 deliver the loss values of 0.374 and 0.45, respectively
whereas VGG16 and RestNet50 show the least performance.

As Baseline CNN, DenseNet201 and Xception achieve a remarkable compro-
mise between the model complexity (expressed by the number of parameters),
the accuracy and loss compared to that of the other architectures, we present,
in the Fig 2, table 4 and table 5 the obtained results. Accordingly, the Fig 2
illustrates the accuracy and loss curves of these models for the training and val-
idation sets. We observe that the Xception has more stable curves than those
of the Baseline CNN and DenseNet201. The latter delivers the best accuracy
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Fig. 2. Loss and accuracy curves of the best CNN architectures

and loss values for the training and validation sets. The accuracy plots of the
trained data for both the networks are rising quickly to around 84% from epoch
0 to 2. The Baseline CNN converges to a value of over 93.02% after epoch 25,
the DenseNet201 converges to a value of 94.31% while Xception converges to
a value of 91.8%. Similarly, the validation accuracy reached during the model
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validation is around 96.88% for the Baseline CNN, 99.5% for the DenseNet201
and 95.1% for the Xception architecture. Regarding the loss curve of the train-
ing and validation data, the Basline CNN loss is fluctuating considerably and it
produces the training and validation loss of about 0.21 and 0.19, respectively,
after 25 epochs. However, if we perceive the loss curves of the DenseNet201, it is
regarded that the training loss dropped to 0.39 within the first five epochs and
reaches a relatively stable value of about 0.18 from 23 th epochs. Moreover, the
loss curve of validation data converges to a value of 0.0417. For the Xception, the
model yields the training and validation loss of about 0.29 and 0.19, respectively.
To show the classification performance of the Baseline CNN, DenseNet201 and
Xception, table 4 depicts the TP, TN, FP and F'N values, computed from the
confusion matrices on the test set. As we notice from the table, the Baseline CNN

Table 4. TP, TN, FP, and FN results of the Baseline CNN, DenseNet201 and Xception
models

Model TP TN FP FN
Baseline CNN 118 119 1 2
DenseNet201 117 118 2 3
Xception 114 117 3 6

attains the highest classification accuracy compared to those of the DenseNet201

and Xception. It is also perceived that the Baseline CNN (DenseNet201, Xcep-

tion) can accurately recognize 118 (117, 114, respectively) images in the melanoma
class, though two (three, six, respectively) images are labeled as nevus class.

Besides, in the nevus image class, 119 (118, 117, respectively) images are iden-

tified precisely but, one (two, three, respectively) image(s) is(are) listed in the

melanoma class.

Table 5 shows the precision and recall performance of the used architectures for

the melanoma classification. In overall, the three CNN models perform well in

the precision and recall measures for the nevus and melanoma classes.

Table 5. Precision and recall evaluation of the Baseline CNN, DenseNet201 and Xcep-
tion models

Architecture Class Precision (%) Recall (%)
. Nevus 98 99
Baseline CNN Melanoma 99 98
Nevus 98 98
DenseNet201 Melanoma 98 97
Xception Nevus 96 95

Melanoma, 96 97
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4.1 Analysis and Discussion

Generally speaking, CNN-based image classification system performance is af-
fected by the imaging modality, image quality, image content, dataset size, dis-
tribution of the image classes, number of classes, the architecture of the model
(number of layers and number of neurons), the model complexity, the hyperpa-
rameters configurations and the use of the regularization methods.

As shown in the obtained results, the Baseline CNN, DenseNet201 and Xcep-

tion perform well compared to the InceptionV3, ResNet50, VGG16 and Mo-
bileNet V2. Therefore, the results demonstrate that the lightweight architectures
(with reduced number of parameters) give better classification accuracy, loss,
average precision, average recall and ROC-AUC values in this type of image
dataset. Such architectures employ the skip connections and as all we know,
these connections reduce the number of parameters while dealing with the van-
ishing gradient problem. Therefore, the classification results are enhanced.
If we analyze the architecture of the Baseline CNN, it is noticed that it has shal-
low network, simple and straightforward architecture compared to all other mod-
els. We also see that though the considerable network depth of the DenseNet201,
it could give better classification performance than those of the shallow networks
(such as InceptionV3 and ResNet50). Furthermore, the number of parameters of
the DenseNet201 model is two times more than that of the MobileNet V2. Inspite
of this, the DenseNet201 provides better results than those of the MobileNet V2.
This is may be due to the effectiveness of the feature map generation method
of the dense blocks. The batch normalization and drop out regularization could
be another reason behind the improved performance of the lightweight architec-
tures.

4.2 Models Comparison

Related comparisons have been presented in this subsection. So, we implemented
the InceptionResNetV2 [28] and EfficientNetB3 [31], using the same hepyerpa-
rameters settings. They are compared to the Baseline CNN, DenseNet201 and
Xception architectures, as shown in Table 6.

It is clear that the Baseline CNN, DenseNet201 and Xception models outperform
the EfficientNetB3 and InceptionResNetV2 in terms of the accuracy (Acc), loss,
average precision (AP), average recall (AR) and AUC'score.

Table 6. Comparison of CNN archietctures

Model Acc(%) Loss AP(%) AR(%) AUC'score
Baseline CNN 98.9 0.19 98.5 98.5 0.99
DenseNet201 98.6 0.0215 98 97.5 0.98
Xception 96 0.097 96 96 0.96
InceptionResNetV2 |80 0.4 54 53 0.53
EfficientNetB3 78 0.87 79 78 0.78
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Conclusion and Perspectives

In this paper, we present a comparative study of seven CNN architectures for the
computer-aided melanoma diagnosis. The adapted models improved the classi-
fication performance, but the outcomes show that the Baseline CNN, DenseNet
and Xception have much better performance.

In future, we will consider a large skin lesion image dataset with more classes.

Further work will focus on designing an ensemble model to enhance the classifi-
cation performance as well as extending the CNN architectures to different kinds
of skin lesions such as eczema and psoriasis. Another interesting direction would
be to explore more advanced deep learning models for the skin lesion diagnosis.
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