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Abstract. Collective operations represent a tool for easy implementation of 

parallel algorithms in the message-passing parallel programming languages. Ef-

ficient implementation of these operations significantly improves the perfor-

mance of the parallel algorithms, especially in the Grid systems. We introduce 

an improvement of multilevel algorithm that enables improvement of the per-

formance of collective communication operations. An implementation of the al-

gorithm is used for analyzing its characteristics and for comparing its perfor-

mance it with the multilevel algorithm. 

1 Introduction 

Computational Grids [1] represent a technology that will enable ultimate computing 

power at the fingertips of users. Today Grids are evolving in their usability and diver-

sity. New technologies and standards are used for improving their capabilities. Since 

this powerful resources need to be utilized very efficiently we need to adopt the pro-

gramming models used in the parallel and distributed computing. One of the main 

problems facing parallel and distributed computing when introduced to the Grid envi-

ronment is scalability.  

Currently most widely used parallel programming environment is the MPI standard 

[2]. MPI represents a programming standard that enables implementation of parallel-

ism using message passing. Operations for Collective communication represent a part 

of the MPI standard that involves communications between a group of processes. 

Optimizations of collective communications have been the focus of many years of 

research. This research has led to development of many different algorithms for im-

plementation of collective communications [3]. These algorithms were optimized 

mainly for cluster computations where the characteristics of the communications be-

tween every two nodes are the same. 

Main problem of introducing MPI to the Grid environment is the big latency of the 

communications. Even bigger problem lies in the different latencies of different pairs 

of processes involved in the communication. This led to the development of new im-

proved algorithms for implementation of collective communication in the Grid envi-



ronment. Most algorithms for implementation of collective communications are based 

on tree like communication pattern. There have been many efforts for optimization of 

the topology of this communication trees for better performance in the Computational 

Grids. 

2 Topology aware collective communications 

There have been different approaches for solving the problem of optimizing commu-

nication tree for collective operations in Computational Grids. First efforts started 

with the development of algorithms that involved Minimal Spanning Tree [4], fol-

lowed by variations of this approach by changing the weights and conditions in the 

steps for building the communication tree (SPOC [5], FNF [5], FEF [6], ECEF [6], 

Look-ahead [6], TTCC [7]).  

Currently best performing solution is the solution utilizing the network topology in-

formation for building the communication tree. This approach, later called topology 

aware collective communication, was introduced in [7] and later improved in [8][9]. 

This algorithm involved grouping of the processors in groups where each group repre-

sent either processors from one multiprocessor computer or processors from one clus-

ter. Once the groups are defined the communication tree is defined in two levels. The 

first level contains one group consisting of the root processes from each group. The 

second level contains the groups defined previously.  

The main disadvantage of the two-level algorithm was the utilization of only two 

levels of communication, local area communication (low latency) and wide area com-

munication (high latency). This disadvantage was overthrown by implementation of 

multilevel communication pattern introduced by Karonis et. all in [10]. Their ap-

proach, implemented in MPICH-G2 [11], defines up to four levels of network com-

munication. Each level consists of several groups of processors where the communica-

tions have common characteristics. This way they achieve more adequate topology 

aware communication pattern which is very close to the optimal. 

3 Multilevel communication  tree 

The multilevel communication tree improves the communication time of collective 

communications by introducing better topology awareness. The only disadvantage of 

multilevel communication tree is the choice of communication algorithms. Authors 

settle for simple solution where they choose one algorithm for high latency level (the 

first level – wide area level) and another algorithm for low latency levels (all other 

levels – local area and intra machine). The algorithm chosen for high latency commu-

nications is flat tree, which has been shown to behave optimally in such conditions. 

For low latency communications, the authors choose binomial tree, which also has 

been shown by LogP model [12] to be optimal in such conditions. 



3.1  communication tree 

One of the most advanced algorithms for implementation of collective communication 

operations is the -tree algorithm [13]. The algorithm is derived from the theoretically 

optimal algorithm of -tree. The -tree algorithm overcomes the problems for imple-

mentation of the -tree but with reduced optimality. 

The -tree algorithm represents a communication tree dependent of the value of the 

parameter . The value of the parameter is in the range between 0 and 0.5. The main 

characteristic of the -tree is that for =0, the -tree looks like flat tree, and for =0.5 

the -tree looks like binomial tree. This characteristic shows that the -tree algorithm 

can adjust itself according to the network characteristics, i.e. if the latency of the 

communications is low then the value of the parameter will shift towards 0.5, and if 

the latency of the communications is high then the value of the parameter will move 

towards 0. This behavior is visually represented in Fig. 1. 
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Fig. 1. Tree topology changes from binomial tree a) to flat tree d) as the value of the parameter 

 changes from 0.5 to 0 

3.2 Multilevel communication  tree 

 

The disadvantage of the Multilevel communication tree algorithm lies in the choice of 

the algorithms for communication inside the groups of processes on each level. Our 

approach tries to improve this disadvantage by defining new communication scheme 

which will be more efficient then the multilevel tree. 



Multilevel communication  tree represents an improvement of the multilevel algo-

rithm. The improvement lies in the ability to properly choose the communication algo-

rithm for each of the four levels of the multilevel communication tree algorithm. The 

best way to implement the communication algorithm for each group of the communi-

cation tree is to properly adjust the communication algorithm according to the latency 

characteristics of the network. We choose to use the -tree algorithm for each level of 

the multilevel tree but with different values of the parameter  for each group. This 

should enable more flexibility for the algorithm, enabling it to achieve better perfor-

mance. As it can be seen from the characteristics of the multilevel  tree algorithm, 

the multilevel tree algorithm represents a special case of the new algorithm when we 

choose value of =0 for the first level and value of =0.5 for all of the other levels. 

Therefore we can conclude that the new algorithm should enable better performance 

then the multilevel algorithm. 

4 Experimental results 

4.1 Simulation environment 

The evaluation of the proposed solution for implementation of collective communica-

tion was conduced in our relatively small Grid infrastructure. For evaluation purposes 

we have changed the topology of our Grid by making it more suitable to achieve real 

results from the simulation. Our simulation resources were four laboratories each with 

20 PCs installed with Red Hat Linux and Globus 2.4. The laboratories are separated in 

two buildings connected between with a link, which we have reduced to 10 Mbit link. 

Each laboratory we further separated in several clusters of 4-5 PCs. The overall Grid 

infrastructure used for evaluation of the new algorithm is depicted in Fig.2.  
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Fig. 2. Topology of the Grid infrastructure used for the experiments for evaluating the new 

algorithm 

From the figure it can be seen that the communication infrastructure on the second 

and third level is 100 Mbit switch/hub. To simulate different network scenarios we 



made different experiments in the grid infrastructure either by using switch technolo-

gy, or by using hub technology. 

4.2 Measurement technique 

Since the measurement of the performance is the crucial part of the evaluation process 

it is very important to choose the correct measuring technique. Measuring collective 

communication requires measurement of consequent execution of many operation 

calls since one operation call is very short and cannot be measured correctly. Main 

measurement problem is the pipelining effect that is generated by consecutive calls of 

the collective operation [14]. 

The pipelining effect can easily be solved by introducing barriers between consecu-

tive calls of the operations. This approach cannot be implemented straight forward 

because of the problems that arise with the barrier implementation. When using al-

ready implemented barrier from the MPICH library (topology unaware), the main 

problem lies in the very slow solution for the barrier. This slow solution cannot be 

used since if the barrier execution time varies only by few percents then the results 

from the collective operation will disappear completely. In such case the use of some 

specially tailored barrier is needed. This barrier will not be a real barrier but a barrier 

that in this circumstances will ensure that the execution will not be pipelined. 

Our solution for choice for semi-barrier is the use of opposite ring topology for 

communication. This means that the between each collective communication opera-

tion the processes synchronize between each other by communicating in a ring where 

each process (with rank r) receives a message from the process with rank r + 1 and 

once it receives the message it resends it to the process with tank r – 1. This process 

starts with the root process and ends with it. This solution represents simple, efficient 

barrier that reduces pipelining effect in the operation and the barrier. 

4.3 Experimental results 

Performance measurement of the new algorithm is evaluated by using the broadcast 

operation. In order to fully evaluate the new algorithm we have measured the perfor-

mance using many different scenarios. To achieve this in our experiments we have 

changed the following parameters: 

 message size 

 parameter  for the second level 

 parameter  for the third level 

 characteristics of the network topology 

The parameter  for the first level is fixed to the value of 0 because this level con-

tains only two processes and any value of  will lead to the same communication 

topology. 

The results of the experiments are depicted in the figures of this chapter. The fig-

ures represent three dimensional charts where on the two axes (x and y) are represent-

ed the  parameters for the second and the third level of the communication tree. The 



third axes (z – depth) represents the measured time of the operation for the particular 

values of  for the second and third level. 

On Fig. 3 we can see the results for the measurements for different network charac-

teristic. The figure shows how the performance changes once the network latency 

increments. The first part of the figure shown the performance of the hub infrastruc-

ture. This infrastructure characterizes with bigger latency because of the non-parallel 

communications. This makes the binomial tree very inefficient because of its low 

latency and parallel nature. This shows that the optimum shifts towards the lower 

values of the parameters . On the other hand the for the switch infrastructure the 

optimum moves toward the higher values for , but still doesn’t achieve value of 0.5 

for both levels which is the case of the multilevel algorithm. 
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Fig. 3. Results from the simulations using different network topology: a) hub infrastructure, b) 

switch infrastructure 

The second analyzed aspect during the simulations was the effect of the message 

size over the performance of the operations. Results gathered from the simulations are 

shown on Fig. 4. As it can be seen from the figures the optimum for the values of the 

parameter  change as the message size grows. The conducted experiments were for 

message sizes from 1 byte to 16 KB with the step “power of 2”. The results shown on 

the picture are from 2 KB and above since the results less then 2 KB are identical to 

the 2 KB results. Reason for this is the usage of TCP/IP protocol that sends messages 

of approximately 1KB in size even if we send messages with 1 byte of data. The re-

sults show the desired performance improvement. It can be concluded that for smaller 

packet sizes the optimum tends to move towards the lower values of parameters , and 

for bigger packet size the optimum moves towards the higher values of the parameters. 

This is expected since the usage of TCP/IP as transport protocol. When TCP/IP seg-

ments large packets into small packets the network communication is flooded with 

packets and in such case the parallelism in communication is increased.  
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Fig. 4. Results from the simulations using different message size 

4.4 Performance improvement 

As it could be expected from the analytical characteristics, experimental results show 

that the new algorithm gives the opportunity for improvement of the performance of 

collective communications. The overall improvements gathered from the experimental 

results are shown on Table 1 and Table 2. The results show that in switch topology the 

improvements are around 15% compared to the multilevel algorithm. In hub infra-

structure the improvements are smaller for the bigger data size, since this introduces 

many packets to the network which makes even flat tree behave as parallel algorithm, 

but for smaller data size the improvements are significant and achieve 40% improve-

ment. 

 

 



Packet 

size 

Optimal 

time 

Multilevel 

time 
 second  third Improvement 

16KB 42.5472 48.5963 0.3 0.3 12.45% 

8KB 24.4484 26.3964 0.25 0.35 7.38% 

4KB 9.82545 12.498 0.1 0.35 21.38% 

2KB 5.76205 7.16053 0.1 0.4 19.53% 

1KB 3.64349 4.04574 0.1 0.35 9.94% 

512B 3.17763 3.68794 0.1 0.45 13.84% 

Table 1. Performance improvement for switch topology 

Packet 

size 

Optimal 

time 

Multilevel 

time 
 second  third Improvement 

16KB 116.988 125.192 0.25 0 6.55% 

8KB 61.2282 64.0655 0.25 0 4.43% 

4KB 33.6797 34.9603 0.5 0.25 3.66% 

2KB 18.0641 18.6563 0.25 0.25 3.17% 

1KB 10.1231 18.4963 0 0.1 45.27% 

512B 5.59515 9.34781 0 0.15 40.14% 

Table 2. Performance improvement for hub topology 

5 Conclusion 

As Computational Grids are more widely used, the need for new techniques for paral-

lel and distributed computing are needed. Topology aware communications are essen-

tial aspect of improvement of parallel programs. The currently adopted multilevel tree 

topology aware solution achieves great performance improvements. Still the simple 

solution in algorithm performance limits the ability to fully utilize the topology and 

network characteristics. 

Our approach represents an improvement to the multilevel approach for optimizing 

collective communications in Computational Grids. The usage of the  tree algorithm 

for adopting the different network characteristics enables significant improvement in 

the collective operations performance. The new algorithm doesn’t increase the imple-

mentation issues since the -tree algorithm is very easy to implement and is easily 

fitted in the MPICH-G2 implementation of topology aware collective communications 

that utilize communication trees. 

Simulation of the new algorithm shows the possibility for improving the perfor-

mance of collective communications in Computational Grids. Because the measure-

ment of the performance of the algorithm is a very important issue, we gave special 

attention on problems concerning the measurement techniques. Our choice of meas-

urement technique is consecutive call of the collective operation followed by a semi-

barrier implemented using opposite ring communication topology. 



Future work is research in developing an efficient and easy way of utilizing this 

new approach for use in Computational Grids. This will require a mechanism for gath-

ering and using network characteristics for automatic parameter selection. 
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