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FOREWORD

These proceedings contain the papers and posters of the 13" International Conference
e-Society 2015, which was organised by the International Association for Development of
the Information Society, in Madeira, Portugal, March 14 — 16, 2015.

The e-Society 2015 conference aims to address the main issues of concern within the
Information Society. This conference covers both the technical as well as the non-technical
aspects of the Information Society. Broad areas of interest are eSociety and Digital Divide,
eBusiness / eCommerce, eLearning, New Media and eSociety, Digital Services in
eSociety, eGovernment / eGovernance, eHealth, Information Systems, and Information
Management. These broad areas are divided into more detailed areas (see below). However
innovative contributes that don't fit into these areas have also been considered since they
might be of benefit to conference attendees.

Topics related to e-Society are of interest. These include best practice, case studies,

strategies and tendencies in the following areas:

e eSociety and Digital Divide: Connectivity may imply social coherence and
integration. The opposite may result as well, when systematic measures are taken to
exclude certain individuals or certain groups. Papers are welcomed on the next
keywords: Social Integration, Social Bookmarking, Social Software, E-Democracy

o e¢Business / eCommerce: Business Ontologies and Models, Digital Goods and
Services, eBusiness Models, eCommerce Application Fields, eCommerce Economics,
eCommerce Services, Electronic Service Delivery, eMarketing, Languages for
Describing Goods and Services, Online Auctions and Technologies, Virtual
Organisations and Teleworking

e eLearning: Collaborative Learning, Curriculum Content Design & Development,
Delivery Systems and Environments, Educational Systems Design, E-Citizenship and
Inclusion, eLearning Organisational Issues, Evaluation and Assessment, Political and
Social Aspects, Virtual Learning Environments and Issues, Web-based Learning
Communities

e New Media and eSociety: Digitization, Heterogeneity and Convergence, Interactivity
and Virtuality, Citizenship, Regulation and Heterarchy, Innovation, Identity and the
Global Village Syndrome, Internet Cultures and New Interpretations of “Space”, Polity
and the Digitally Suppressed

o Digital Services in eSociety: Service Broadcasting, Political Reporting, Development
of Digital Services, Freedom of Expression, E-Journalism, Open Access

e eGovernment /eGovernance: Accessibility, Democracy and the Citizen, Digital
Economies, Digital Regions, eAdministration, eGovernment Management,
eProcurement, Global Trends, National and International Economies, Social Inclusion

e eHealth: Data Security Issues; eHealth Policy and Practice; eHealthcare Strategies and
Provision; Legal Issues; Medical Research Ethics; Patient Privacy and Confidentiality

e Information Systems: Electronic Data Interchange (EDI), Intelligent Agents,
Intelligent Systems, IS Security Issues, Mobile Applications, Multimedia Applications,

X1



Payment Systems, Protocols and Standards, Software Requirements and IS
Architectures, Storage Issues, Strategies and Tendencies, System Architectures,
Telework Technologies, Ubiquitous Computing, Virtual Reality, Wireless
Communications.

e Information Management: Computer-Mediated =~ Communication, = Content
Development, Cyber law and Intellectual Property, Data Mining, ePublishing and
Digital Libraries, Human Computer Interaction, Information Search and Retrieval,
Knowledge Management, Policy Issues, Privacy Issues, Social and Organizational
Aspects, Virtual Communities, XML and Other Extensible Languages

The e-Society 2015 Conference had 115 submissions from more than 28 countries. Each
submission has been anonymously reviewed by an average of four independent reviewers,
to ensure the final high standard of the accepted submissions. Out of the papers submitted,
27 received blind referee ratings that signified acceptability for publication as full papers
(acceptance rate of 24%), while some others were published as short papers, reflection
papers and posters. The best papers will be selected for publishing as extended versions in
the Interactive Technology and Smart Education (ITSE) journal (ISSN: 1741-5659) and
also in the IADIS International Journal on WWW/Internet (ISSN: 1645-7641).

In addition to the presentation of full papers, short papers, reflection papers and posters,
the conference also includes a keynote presentation and an invited speech. Special thanks
go to Dr. Gitte Bang Stald, Associate Professor, IT University of Copenhagen, Denmark,
for her keynote presentation. We would also like to express our gratitude to Jonathan
Bishop, Principal Researcher & Developer, Centre for Research into Online Communities
and E-Learning Systems, Wales, for being our invited speaker.

As we all know, a conference requires the effort of many individuals. We would like to
thank all members of the Program Committee (116 top researchers in their fields) for their
hard work in reviewing and selecting the papers that appear in this book. We would also
like to thank all the authors who have submitted their papers to this conference.

Last but not least, we hope that everybody has a good time in Madeira, and we invite all
participants for next year’s edition of the International Conference e-Society, in 2016.

Piet Kommers, University of Twente, The Netherlands
Conference Program Chair

Pedro Isaias, Universidade Aberta (Portuguese Open University), Portugal
Conference Chair

Madeira, Portugal, March 2015
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KEYNOTE LECTURE

EVOLUTION OR REVOLUTION? DIFFUSION AND ADAPTATION
OF (SMART) MOBILE PHONES AMONG CHILDREN AND
ADOLESCENTS

By Dr. Gitte Bang Stald,
Associate Professor, I'T University of Copenhagen, Denmark

Abstract

The emergence of new media and communication technologies and the subsequent potential and
actual changes in social practices are often associated with revolutionary consequences. When
advanced digital communication devices reach a certain level of diffusion within society they
become very visible as obvious choices for information, communication, entertainment and
management of everyday life. It is definitely important to expose and explain the qualitative
transformative consequences of the diffusion and adaptation of in this case especially the smart
mobile devices. It is, however, often less prominent to identify and explain the process of
continuity, appropriation and normative adjustments of new technologies as they blend into the
everyday routines and practices. I claim that there are good reasons to try and to discuss the simple
correlation between diffusion and adaptation of new media and processes of change. The aim of
this presentation is to provide such insights based on empirical data and to raise adequate questions
for research and debate. Empirically I draw on results from the two European projects Net
Children Go Mobile and EU Kids Online and from a five time repeated study of young Danes uses
of mobile phones.

I present two main arguments: First, that European children’s and adolescents’ appropriation of
smart mobile communication technologies predominantly take place in an evolutionary process
which is rooted in continuity of adaptation processes, in everyday routines, and in patterns of social
interaction rather than in a revolutionary transformation of communication strategies. Secondly,
following the first argument, that we must understand the emergence and momentum of digital
communication technologies in society in the context of media and communication history, culture,
and social structures. Hence, the diffusion of (smart) mobile phones may have revolutionary
consequences in some cultures, whereas it is obviously the result of a long process and continuity
in others. The social consequences differ according to context.
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INVITED TALK

THE MISREPRESENTATION OF DIGITAL TEENS AS TROLLS:
CONSIDERING POLITICAL, NEWS AND FEMINIST AGENDAS

by Jonathan Bishop,
Principal Researcher & Developer,
Centre for Research into Online Communities and E-Learning Systems, Wales

Abstract

If one pays attention to popular culture and the mass media, Internet trolls are unemployed young
men in their 20s at home in their parents’ basement spending their time posting abusive messages
online. This study finds that this stereotype, whilst common in the mass media, is not representative
of the empirical data collected. The research found that most trolling on blogs and defriending is
done by women and because of other women. It finds that the people who troll are unlikely to be
youths not in education, employment or training (NEETs), but more likely to be those in wealthy
areas who are bored. It equally finds that those who troll, or indeed troll-call, are likely to show the
symptoms of antisocial personality disorder and histrionic personality disorder respectively. With
the media focussing on represent young people as trolls, the research finds that the existence of
benevolent sexism in the police perpetuates this myth, meaning women are getting more favourably
treatment, either as trolls or troll-callers. In fact the research finds trolls are as likely to be men or
women, and they will change the way they troll based on their target, meaning feminists deemed
misandrist will face sexist posts including from women, but the same trolls, regardless of their sex,
would have used racist remarks if the feminists calling for more rights for women were Black and
calling for more rights for Black people. The research concludes that deterring trolling requires a
community-led approach, where local government can use their law enforcement powers, such as
to issue fixed penalty notices or anti-social behaviour orders, against those trolls they can prove
took part in trolling by using their surveillance rights.
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13th International Conference e-Society 2015

THE DOMESTICATION OF ICTS IN HOUSEHOLDS
LOCATED IN DEVELOPING COUNTRIES

Gloria Irakoze and Wallace Chigona
University of Cape Town
Private Bag X3, Rondebosch 7701, South Africa

ABSTRACT

Today’s wide spread of Information Communication Technologies (ICTs) has transformed the way people live their
everyday lives and communicate. Although, they are seen as intrinsic contributors to the domestic world, ICTs are also
considered as a threat to children, due to exposure of inappropriate content such as material of a sexual or violent nature
containing unsuitable gender, cultural or social stereotypes. It is therefore important to study the implications of ICTs
within the household context, since little is known about the ways in which ICTs are impacting social relations of
domesticity. The aim of this study is to understand and compare the process of integration of ICTs in households located
in developing countries such as South Africa and Rwanda. The findings of the research show that ownership and level of
integration of ICTs depend on households’ culture and lifestyle characteristics. Finally the study provides a foundation
and proposals for further research and investigation.

KEYWORDS

Information Communicating Technologies (ICTs), Domestication theory, households, developing countries.

1. INTRODUCTION

There is an ever-growing presence and utilisation of ICTs within households (Lim & Soon, 2010). In a
domestic space, ICTs are seen as intrinsic contributors. However, little is known about how technology enters
and gets integrated into households, especially in developing countries. The main objective of this study is to
understand the process through which ICTs are domesticated into households. Major emphasis is on the
factors that affect the integration of ICTs into the families and identification of perceived advantages and
disadvantages of the ICTs in households located in developing countries.

The research questions which are addressed in this study are:

*  What factors influence the domestication of ICTs in households situated in developing countries?
* What challenges do households encounter while integrating technologies?

This study aims at filling the gap by investigating how households cope while domesticating
technologies. The sample of the literature shows a relatively uneven coverage across the levels of
domestication of ICTs in households in developing countries, due to various factors. Poor households appear
to struggle to reach the appropriation stage which is related to the acquisition of a technology. Households
which reach the acquisition stage are likely to acquire cheap ICTs. Hence, there is a need to understand the
reasons why full domestication may not necessarily be attained. This study explores the benefits gained and
challenges faced by households while trying to domesticate technologies. We focus on Rwandan and South
African households to compare the patterns of ICT domestication for a wide range of economic and cultural
spectrums.

This research follows an explanatory approach. To answer these questions, the domestication theory
guided this study and probed deeply to ask what the technologies mean to people. A qualitative research
approach is used. Data was collected using fifteen semi-structured interviews. A thematic analysis technique
was utilised to analyse the data by examining the patterns across the data, based on the domestication theory.
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2. CONCEPTUALISING HOUSEHOLDS

A household is bound by social, psychological, cultural and economic considerations. Helle-Valle and
Slettemeds (2008) claim that a household needs to be viable in all the contexts since they fundamentally
illustrate how a household should functions as a unit. To understand domestication of ICT, people need to
appreciate the household’s negotiations, relationships and the beliefs which lie behind a household’s
collaboration process (Haddon, 2007).

2.1 Factors Influencing ICT Adoption in Households

Factors influencing ICT adoption in households can be contextual or psycho-sociological. Contextual factors
are the primary aspects of the environment in which the ICT is used; psycho-sociological could be both
psychological and sociological factors which relate directly to people in charge of using the technology
(Kozma, 2008). Table 1 summarises the factors influencing ICT domestication in households.

Tablel. Summary of factors influencing the integration of ICT in households

Category Factors Reference

Contextual Income Olatokun (2009)
Saocio-influence Haddon (2011)
Infrastructure Shonali and Jiang (2008)

Psycho-sociological Age Olatokun (2009)
Education level Silva et al. (2011)
Image Richardson (2009)
Gender Lim and Soon (2010)

Contextual factors relate to the efficiency of relationship or cooperation such as infrastructures required
for the use of ICTs. Shonali and Jiang (2008) claim that there is a growing need for electricity in households
due to increasing acquisition of ICT appliances. Additionally, the income level of individuals in a household
has a considerable impact on people’s ability to acquire and maintain technologies. Thus, with the increase of
household income, affordability of power housing gets stronger (Ke, Chang-bin, & Yu-meng, 2009).
Furthermore, social influence may impact the decision of ICT acquisition due to people’s attitudes towards
technology. People with ICT experience may largely influence beliefs of those who haven't adopted ICT yet.
These beliefs often result in shaping people’s views about technologies and it may compel them to arrive at a
premature decision about which ICT to adopt (Haddon, 2011). Privacy and confidentiality concerns in the
households are classified as contextual factors. Despite the many opportunities offered by ICTs’, people
value privacy (Kennedy & Wellman, 2007)

Socio-cultural factors such as gender play a role in the use and access of ICTs. Though many studies
indicate that males are usually more accustomed to a wide range of technologies than women, there is a
growing interest in ICTs among women, especially among the younger generation (Maleka & Mokebe,
2012). Additionally, women normally use the Internet and mobile phones to strengthen existing personal
relationships with people around them (Wei & Kolko, 2005). The use and attitude of women towards ICTs is
mediated by their roles in the household. Since women maintain primary responsibility for the smooth
running of the home and for the reproduction of domestic order and comfort, this means according to this
enquiry, that women have or perceive themselves to have very little leisure time. Richardson (2009) notes
that some women feel guilty for spending a long time on the Internet while they are at home, because they
believe that their needs should come after the household chores and after the family has been taken care of.

People with computer access are likely to have required skills to use computers at home (Lim & Soon,
2010). The education level and age impact positively on the probability of adoption and usage of a new
technology, up to a certain level; it then decreases (Chabossou et al., 2010). Hence, learning is associated
with concepts of prior experience with similar technologies and may be indicated by the length of time the
ICT has been used.
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2.2 Perceived Benefits of ICTs in Households

“With growing societal adoption of technologies, computers are no longer seen as a luxury but as essential
products which help individuals scale greater heights in school, at work or in social life” (Lim & Soon, 2010,
p. 206). For certain people, ICTs at home are crucial because their jobs require some level of Internet and
mobile phone connectedness (Leung, 2011). Therefore, ICTs are perceived as a welcome means of managing
work, especially for teleworkers who bring work into the home environment (Stewart, 2003).

ICTs such as mobile phones improve the social and economic aspects of people’s lives and help them to
communicate in emergencies as well as in real time from almost anywhere (Silva, Ratnadiwakara, &
Zainudeen, 2010). House members can afford physical separation since ICTs can keep people connected as
they communicate socially while they run other household responsibilities (Fusaro & Bonneau, 2007).
Additionally, mobile phones are seen to be of great benefit to parents because they can monitor their children
while they are outside the domestic sphere to assure that their children are safe (Lim & Soon, 2010). Parents
use ICTs as a parenting resource and as a disciplinary device, because they are aware of the appeal which
technologies such as television and computer games hold for their children (Harwood, 2011). For instance,
ICTs may be used as rewards for children’s good behaviour (Lim & Soon, 2010). Parents may also acquire
ICTs to help their children excel in ICTs competencies and future successes in education.

2.3 Perceived Risks of ICTs in Households

Since home is perceived as a private space (Stewart, 2003), ICTs, as objects and media, bring public life into
the domestic sphere, hence threaten to break down the moral borders that surround, and help to define, the
household (Helle-Valle & Slettemeds, 2008). Households have become less stable in composition and role
relationships (Kennedy & Wellman, 2007). Richardson (2009) reports that some hushands felt neglected
since spouses spend more time on ICTs such as the Internet and cell phones. Hence, many women experience
a great deal of domestic pressure when struggling to balance their work-life.

ICTs may also prevent the family from spending ‘quality time’ together (Helle-Valle & Slettemeas,
2008). Shah and Godiyal (2009) point out that ICT introduction into the home reduces human interaction,
which may lead to anti-socialism, which normally results in aggressive behaviour, especially for children
who grow up in such environment. Each household has its own way of applying the technology. Teenagers
often conflict with parents due to their misuse of ICTs such as the Internet and TV (Kennedy & Wellman,
2007). Parents claim that they exercise several kinds of formal and informal control over the use of ICTs in
the household (Fusaro & Bonneau, 2007). When ICTs have been sufficiently integrated into people's lives, it
is difficult for them to imagine being back to a stage without them (Baliamoune-Lutz, 2003). Through time
individuals develop an attachment to their ICTs which often results in addiction.

3. THEORETICAL FRAMEWORK: DOMESTICATION THEORY

Domestication theory focuses on the social, cultural, political and economic consequences (Silverston &
Haddon, 1996) of technologies. This paper is based on the Domestication theory since it is the appropriate
tool to use for this research and because of its explanatory power which can be applied to qualitative
methodologies. The theory distinguishes three main stages: commodification, appropriation and conversion
(Silverston & Haddon, 1996). Other researchers further divide the appropriation stage into objectification and
incorporation, thus making five stages (Habib, 2005). These stages are the different phases that a user goes
through when confronting new technology (Hynes, 2010). Every stage builds up on the preceding one,
thereby illuminating the step-by-step process by which the domestication is achieved.

Commodification refers to the way the users think about the product. Commodification is often seen as
the imagination stage because the customer is still evaluating potentials of the product. Thus, the design of
the product is a central component of the wider process of commodification (Silverston & Haddon, 1996).

Appropriation refers to when the technology is introduced into the owners’ daily routine and they decide
whether to make the technology acceptable or not (Habib, 2005). The appropriation stage may be split into
objectification and incorporation. Once the technology has been acquired, the object is awarded a space
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within the environment that it find itself in. This space is created within the structures, routines and values of
the household, thus objectivication (Silverston & Haddon, 1996).

Incorporation constitutes another dimension of appropriation which focuses upon the functionality of the
technology and its role-fit within the daily routine. An object becomes incorporated when it starts being
integrated into people’s habits. Conversion is the final stage of domestication from which the owner of the
ICT is trying to persuade other people to acquire the same technology by indicating the importance of the
technology (Verdegem & Verhoest, 2009).

The domestication process shows how people appropriate and find their own uses for new technology and
shape them to fit their own homes, activities and values. This is especially important in the home situation,
where there is a mix of many generations of technologies, and the need for their integration into activities and
routines may be established over many years.

This framework is widely adopted (Silverston & Haddon, 1996) to distinguish elements of the dynamics
of a household comprising the five stages of symbolic and cultural work (commaodification, appropriation,
objectification, incorporation and conversion). The stages are not discrete, but interlinked facets of the
biography of a domestic technology and the home. Although these processes are primarily related to the
initial adoption of a product, they are on-going, as usage, the household and technology change (Howard &
Mazaheri, 2009). Domestication includes many social features important in the adoption and consumption of
new ICTs, including exchange and gift giving. Rituals of possession and grooming can be seen in the
continual process of domestication, as products are constantly reassessed and given new value (Stewart,
2003).

4. RESEARCH METHODOLOGY

The study uses the interpretive approach to provide a holistic perspective of the household's situation,
through arich, in-depth explanation of the underlying factors impacting the integration of ICTs in households
(Dhillon, 1999).

4.1 Target and Sample Population

The study focuses on households with or without children. In households with children, we assessed parental
control over ICTs at home and how the children cope with surveillance. A convenience sampling procedure
was adopted. To verify the reliability of data, we followed a triangulation method by using a case study
technique which consisted of interviewing the whole household at once. Participants were selected based on
the information that they could potentially contribute and their willingness to participate in the research.
Table 2 summarises the demographic information of the respondents.

Table 2. Demographic information of the respondents of the study

Participants Gender Age Family role Country

Participant A Female 30-40 Lives with her husband and two South Africa
teenagers

Participant B Male 30-40 Lives with his wife and a one-year -old Rwanda
child

Participant C Female 50-60 Lives with her husband and two Rwanda
teenagers

Participant D Male 50-60 Single father living with his daughter South Africa

Participant E Male 20-30 Lives with parents and three younger Rwanda
siblings

Participant F Male 20-30 Lives with his single mother and two South Africa
siblings
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Participant G Male 30-40 Lives with wife and three-year-old Rwanda
child

Participant H Female 10-20 Lives with both parents and seven Rwanda
siblings

Participant J Female 10-20 Lives with parents and two siblings South Africa

Participant K Male 10-20 Lives with parents and three brothers South Africa

Participant M Female 10-20 Lives with her single mother and six South Africa
older sisters

Participant N Female 30-40 Lives with husband and two children Rwanda

4.2 Data Collection

The interview questions were created using the domestication framework. Questions were mainly open-
ended. The first author did all the interviews in person. Half of the interviews were done in the households of
the interviewees, where the researcher could observe the ICTs and their locations. The digital recordings of
the interviews formed the basis of the data analysis. The data was transcribed verbatim immediately after
each interview. The researcher also recorded details observed about the ICTs’ locations in the homes.

4.3 Data Analysis

Data analysis commenced soon after each interview. Using the domestication framework in each stage of the
model, the themes were noted and evaluated. The data set was analysed iteratively (Colwill, 2009). We
compared and evaluated the findings with the literature reviewed. Results in each household were then
compared and discussed which led to the identification of factors influencing the integration of ICTs in
families.

5. DISCUSSION AND RESULTS

5.1 Commodification

The commodification process is the way an ICT product is designed and is given an image by the users as it
emerges in the public space. The participants’ view of ICTs was mostly based on their consumer personal
sphere. Most participants had an image of the ICT product before acquiring it. They gathered information
from a number of sources such as media and people around them. Participant C best illustrates that the people
around have a massive impact on what people think about technologies. “Before I went to University, | used
to have a Blackberry and | was quite happy with it but at some point all my friends started talking about the
way Blackberry phones are outdated, then | started feeling the urge to change.” This finding supports
Habib’s (2003) claim that a consumer’s decision to purchase a technology is mostly influenced by its design
and that consumer’s experiences along with, for example, status and peer pressure. When asked about their
level of computer literacy before the acquisition of ICTs at home, most respondents reported they had had a
little knowledge about the product, but that their knowledge had gradually improved with time after the
purchase. Participant K who owned a smartphone claimed that: "I watch YouTube videos to understand
functionalities of some applications in my phone". Older people mentioned that they ask people around for
their opinions, watch adverts and do research about the technologies before acquiring them. Older children
helped their parents to do the research.

5.2 Appropriation

The appropriation process is the acquisition stage; this is where the members introduce the technology into
the house. A household acquires a technology depending mainly on the income, status, peer pressure and
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their age (Shonali & Jiang, 2008). Participant K demonstrated that although his family could not afford
expensive technologies, instead of living without a technology, his mother had bought the cheapest TV on the
market: "We didn't take time to think about the model to acquire, when my mother got the money, we just
went and bought the cheapest TV we could find". Participant K also added that, due to economic struggles, he
had grown up with limited exposure to ICTs such as smartphones or laptops until he could afford them
himself. "My mum cannot afford to buy cell phones . . ., so we wait until we can work or get money to buy
them ourselves, | bought my first cell phone when | was 17 years old.” On the other hand, children from
wealthier backgrounds are usually exposed to various ICTs at a young age. Participant A's daughter who was
11 years old claimed that while walking in a shopping centre, a phone captured her attention. When she told
her mother about the phone, two days later that same phone was bought for her.

Parenting style has a large influence on how and when the ICTs are introduced into the home (Kennedy &
Wellman, 2007). Controlling parents tend to refrain from buying ICTs such as cell phones for their children
because they think they are a form of distraction. Additionally, parents reported that gender had an impact on
how technologies were acquired at home. More attention was given to daughters as parents feared that the
daughters might expose their bodies to get the ICTs they needed. Although daughters were given ICTs at an
early age, the usage of the ICTs was fully controlled. Participant H, an 18-year-old young woman, reported
that when she went home on vacation, her mother exercised too much control on her use of her cell phone.
“Though I have my own phone, when | am at home I use my mum’s phone because she wants to know who [
call and who calls me.”

5.3 Objectification

The objectification process is the familiarisation stage; families tend to understand objectives of the
technology which leads to finding a place for it in the household. Participant N reported that the main use of
a laptop at home was primarily to facilitate and to complete work and education-related tasks: "Since my
husband and | are both lecturers, we often use our laptops at home to prepare teaching materials and also to
research on the Internet”. This action could be seen as an inhibitor to social interaction among house
members, since parents spend most of their time at home trying to finish work. On the other hand, ICTs such
as cell phones and computers are used predominantly for communication purposes (Baliamoune-Lutz, 2003).
Participant A claimed that communication would be impossible without cell phones: “I sometimes get
projects which send me away for the whole day; the cell phone is the only way | use to talk to my son and
daughter".

The location of the ICTs is often chosen depending on where the parents can easily monitor the use of
ICT by their children. This explains why parenting style influences objectification. In these instances,
mothers exercised significant influence over where and how ICTs were placed within the home, making
informed decisions about where they could best exercise supervision. Mothers perceived themselves to have
a higger responsibility than fathers in deciding where ICTs were to be positioned at home. Most families
claimed that they placed ICTs such as the TV and radio in the living room because it was the most suitable
place where the family met. In cases where children shared a PC, it was also placed in the living room. When
a household had more than one TV, the second one was mostly placed in the parents’ bedroom. Participant
K’s family had three TVs, one located in the living room, one in the study room and one in his parents’ room.
“When my parents find us playing . .. games on the living room TV, they directly go in the bedroom where
they can watch whatever they want without us disturbing them. ”

5.4 Incorporation

In the incorporation stage, ICTs are part of the owner's daily life. At this stage the owners tend to get attached
to their technology to the point that they cannot imagine themselves without it. This is why it is also labeled
the integration stage. Participant K who lived with his parents and three brothers mentioned that the TV had
helped the family to bond. “Every Tuesday night, my sibling and parents watch a documentary together.
After the documentary, we usually engage in random conversations about life and school. ” Participant M,
who had seven siblings all located in different places, reported that ICTs such as cell phones helped them to
communicate with family members, using a WhatsApp group that they had created. “WhatsApp is so far best
way to communicate with my sisters since it is cheap and can talk to them at any time | want. It is very
convenient since we send each other pictures and videos without having to spend a dime. ”
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Although, ICTs facilitate communication among household members, Shah and Godiyal (2009) indicate
that technologies at home may reduce human interaction. This is supported by the fact that most respondents
mentioned that relationships among house members had changed due to the introduction of ICTs. Participant
D, a divorcee living with his 15-year-old daughter, felt that ICTs had affected the relationship between him
and his daughter: "..my daughter doesn't communicate with me face-to-face any more. She sends me
WhatsApp messages even when she is in her room. . . . even though these technologies are making
communication easier they are also breaking us apart...".

5.5 Conversion

The conversion process is called the reach-out stage because the person owning the technology tends to
directly or indirectly advertise the technology. Most participants reported that ICTs exceeded the needs they
had in mind when they first bought them. The level on which people talk about their gadget is highly
dependent on age and gender. Most female participants claimed not to talk about their gadgets. This finding
contradicts Silverston and Haddon (1996) who claim that all ICT owners talk about their gadgets. However,
young and male participants showed interest in spending time explaining to their friends the functionalities of
their gadgets. Participant K often talked about his cell phone's apps (applications), but only to the people who
have the same cell phone or an even better phone: “Before I start talking about the features of my Samsung
Galaxy S3, | first check whether the person I going to be to have a conversation with has at least a smart-
phone". He explained that the reason why he did that was because he felt that having that kind of
conversation with someone who had a feature phone would be considered boasting to them.

6. CONCLUSION AND RECOMMENDATIONS

The primary objective of the study was to explore how technologies are introduced in households and the
processes house members go through to make ICTs fit into their daily lives. Domestication theory constituted
the major theoretical framework employed to carry out this analysis. This framework comprises of five
dimensions: In the commodification dimension, house members in question construct an image of the ICTs
based on what they see, read or hear from numerous sources. In the appropriation dimension, which
combines the objectification and incorporation stage, the house members accept the use of ICTs in their
physical environment. This space is situated within the confines of their lifestyle and daily routines and the
ICTs find a physical place within public and private environment. For instance, the technology is awarded a
symbolic space within house members’ daily rituals, structures and routines. In the conversion stage, house
members share their ICT experiences with people around them, based on the factors which define their
existence.

Participants mentioned benefits of ICTs at home such as facilitating communication and work, helping
children to complete school work, entertaining house members and, finally, keeping house members
informed about what is going on in the outside world. On the other hand, participants claimed that ICTs
mostly serve as a distraction which leads to poor family quality time, children being exposed to inappropriate
content and conflict between parents and children trying to control their use around the household. Briefly,
although there are numerous risks involved in the use of ICTs in households, the introduction of ICTs into
households is beneficial in the long run.

There are limitations to this study and further research is needed. This enquiry has been a small and
localised study based on two developing countries and has focused on ICTs’ use in families. Future studies
should consider investigating and comparing the results with other developing countries. It is important to
analyse why, when, where and how household members use technology, especially by comparing the people
living in rural areas to those living in larger towns.

REFERENCES

Baliamoune-Lutz, M. (2003). ICT diffusion in developing countries. Information Technology for Development, 10(3),
154-169.

Chabossou, A., Stork, C., Stork, M., & Zahonogo, P. (2010). Mobile Telephony Access and Usage in Africa. Centre
d’Etudes, de Formation et de Recherches en Développement, 1-39.



ISBN: 978-989-8533-32-6 © 2015

Colwill, C. (2009). Human factors in information security: The insider threat — Who can you trust these days?
Information Security Technical Report, 14(4), 186-196.

Dhillon, G. (1999). Managing and controlling computer misuse. Information Management & Computer Security.
Information Management & Computer Security, 7(4), 171-175.

Fusaro, M., & Bonneau, C. (2007). Inter-technological appropriation of ICTs by Quebec teenagers: challenging
perceptions to better define trends. Communication policy and technology, 1-14.

Habib, L. (2003). Domestication of e-learning technologies: A preliminary conceptual framework. Proceedings of the
NOKOBIT 2003 conference, (pp. 1-23). Oslo. Retrieved April 2014

Habib, L. (2005). Domesticating learning technologies in a higher education institution: A tale of two virtual learning
environments. Presented at the 33rd Congress of the Nordic Educational Research Association, (pp. 10-12).
Retrieved April 2014

Haddon, L. (2007). The Contribution of Domestication Research to In-Home Computing and Media Consumption. The
Information Society: An International Journal, 22(4), 37-41.

Haddon, L. (2011). Domestication Analysis, Objects of Study and the Centrality of Technologies in Everyday Life.
Canadian Journal of Communication, 36(2), 311-324.

Harwood, S. A. (2011). The Domestication of Online Technologies by Smaller Businesses and the ‘busy Day’.
Information and Organisation, 21(2), 84-106.

Helle-Valle, J., & Slettemeds, D. (2008). Domestication and Language-Games: A Wittgensteinian Approach to Media
Uses. New Media & Society, 10(1), 45-66.

Howard, P. N., & Mazaheri, N. (2009). Telecommunications reform, internet use and mobile phone adoption in the
developing world. World development, 37(7), 1159-1169

Hynes, D. (2010). Domestication of a laptop on a wireless university campus: A case study. Australasian Journal of
Educational Technology, 26(2), 250-267.

Ke, G., Chang-bin, L., & Yu-meng, W. (2009). Evaluation on Housing Purchasing Power of Urban Households. Wireless
Communications, Networking and Mobile Computing, 2007. WiCom 2007. International Conference on (pp. 6369-
6372). Shanghai : Harbin Institute of Technology. Retrieved June 2014

Kennedy, T., & Wellman, B. (2007). The networked household. Information, Communication & Society, 10(5), 645-670.

Kozma, R. (2008). Comparative analysis for policies in ICT in education to appear in the international handbook of
information technology in education. Center of technology in learning, 20, 1083-1096.

Leung, L. (2011). Effects of ICT connectedness, permeability, flexibility, and negative spill overs on burnout and job and
family satisfaction. Human Technology, 7(3), 250-267.

Lim, S., & Soon, C. (2010). The influence of social and cultural factors on mothers’ domestication of household ICTs —
Experiences of Chinese and Korean women. Telematics and Informatics, 27, 205-216.

Maleka, M. & Mokebe, M. B. (2012, October 3). A gender-based analysis of ICT adoption and usage in South Africa.
Retrieved May 2014, from Wired space: http://hdl.handle.net/10539/12016

Olatokun, W. M. (2009). Analysing Socio-Demographic Differences in Access and Use of ICTs in Nigeria Using the
Capability Approach. Informing Science and Information Technology, 6, 479-496.

Richardson, H. J. (2009). A ‘smart house’ is not a home: The domestication of ICTs. Information Systems Frontiers, 11,
599-608.

Shah, A., & Godiyal, S. (2009). ICT in the early years: Balancing the risks and benefits. Retrieved August 2014, from
aiaer.net: www.aiaer.net/ejournal/vol21209/17.%20Shah%20&%20Godiyal.pdf

Pachauri, S. & Jiang, L. (2008). The household energy transition in India and China. Laxenburg: International Institute
for Applied Systems Analysis. Retrieved June 2014, from http://webarchive.iiasa.ac.at/Publications/Documents/IR-
08-009.pdf

Silva, H. D., Ratnadiwakara, D., & Zainudeen, A. (2010, March 9). Social influence in mobile Phone Adoption: Evidence
from the Bottom of the pyramid in Emerging Asia. Retrieved October 2014, from Social Science Research Network:
http://ssrn.com/abstract=1564091

Silverston, R., & Haddon, L. (1996). Design and the Domestication of ICTs: Technical Change and Everyday.
Communication by Design. The Politics of Information and Communication Technologies, 1-10.

Stewart, J. (2003). The Social Consumption of ICTs: Insights from research on the appropriation and consumption of
new ICTs in the domestic environment. Cognition Technology and Work, 5, 1-32.

Verdegem, P., & Verhoest, P. (2009). Profiling the Non-User: Rethinking Policy Initiatives Stimulating ICT Acceptance.
Telecommunications Policy, 33(11), 642-652.

Wei, C., & Kolko, B. E. (2005). Studying Mobile Phone Use in Context: Cultural, Political, and Economic Dimensions of
Mobile Phone Use. International Professional Communication Conference Proceedings (pp. 205-211). IEEE.

10



13th International Conference e-Society 2015

THE ACCEPTANCE OF SOCIAL MEDIA IN
INTRA-ORGANIZATIONAL RELATIONS
IN A HIGHER EDUCATION INSTITUTION

Przemyslaw Polak
Warsaw School of Economics , Al. Niepodleglosci 162, Warsaw, Poland

ABSTRACT

The popularity of social media causes that in many cases they take over the informational functions of organization
websites. The article presents the results of the survey of such service users in an academic environment. The study
shows that students evaluate positively the use of social media by academic authorities. They accept extending
functionality of traditional websites by social networking sites, and the possibility of using social media in intra-
organizational communication in a workplace environment.
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1. INTRODUCTION

The first websites which deserve to be called social networking sites emerged in the late nineties of the
twentieth century (Boyd & Ellison, 2007). They were formed mainly as the initiative of individuals or groups
in order to create the best environment for the integration of people around certain spheres of activity (for
example: social, cultural or ecological).

Although social media are addressed to general public, some authors aim their content to private
audience, for example members of an organization to which they belong, including work colleagues (Dultta,
2010). Following that path, social networking services addressed to the intra-organizational communities,
such as universities or corporations, emerged usually as bottom-up initiatives of individuals, small groups or
associations. Such is also the origin of Facebook. It was launched in February 2004 at the Harvard
University, and at that time it was accessible only to students of that institution. Later, it expanded its range
to other lvy League universities, until it spread to other American and Canadian universities and finally
worldwide (Phillips, 2007).

Growing popularity of social media led to the business recognition of social networking services as
valuable media, first by non-profit organizations (Curtis at al, 2009), later by commercial companies
(Mikalef at al, 2013). First, they used them in marketing and public relations (Brown, 2009; Eyrich at al,
2008; Petrescu and Korgaonkar, 2011; Ramsaran-Fowdar and Fowdar, 2013) then to get feedback in market
research (Casteleyn at al, 2009). Organizations also recognized the potential application of social media
services as a platform for intra-organizational communication and collaboration (Cao at al, 2012; Leftheriotis
and Giannakos, 2014). Therefore from the point of view of a business organization two main areas of social
media utilization can be distinguished:

e external communication addressing current and potential customers,
e intra-organizational communication.

Further considerations in this article pertain to the second area of application.

Social media have been particularly strongly explored by academic institutions. They use them not only
for marketing purposes to draw attention of potential students, but also for integrating academic communities
and in a teaching process (Moran et al, 2011). Most social networking sites in academic environment are
initiatives of individuals, e.g. faculty staff commenting academic life and current research, students
organizing social activities. However, some academic institutions or their organizational units run official
social networking services, including blogs (Polak, 2014).
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2. SOCIAL NETWORKING SERVICES OF ACADEMIC AUTHORITIES
IN THE WARSAW SCHOOL OF ECONOMICS

Academic communities are numerous and very diverse collectivities. They include three main groups:
academic staff, administration employees and students. The last of these groups is the least associated with
the university. Students come and go. At the beginning of the studies they tend to be lost in a new
environment. They poorly know their rights and obligations, and they do not know much about the events
happening at the university. Later they often lack time and inclination to participate in university social life
and activities exceeding requirements arising from the program of study. This threat is particularly possible
in city universities (Haidrani and Haidrani, 2014). In such case, the social networking services can play
important role in communication and integration among students as well as between students and academic
organizations and university authorities.

An issue an unsatisfactory level of communication between academic authorities and students was
diagnosed in 2012 by a newly elected dean responsible for graduate studies at the Warsaw School of
Economics (WSE). The WSE is a typical city university oriented towards economics, management and
related fields. Students of that institution often hold internships or work parallel to their studies. It causes that
they restrict participation in academic life and staying at the university to a required minimum. In response to
this challenge the Dean of Graduate Studies Dr. Magdalena Kachniewska and the Vice Dean of Graduate
Studies Dr. Katarzyna Gorak-Sosnowska started an initiative to create official social networking services of
the Graduate Dean’s Office (GDO). According to the deans, the purpose of their initiative was “to improve
the flow of information and to make simpler (and even enable!) obtaining the opinions of students and
faculty members on procedures, rules and service quality of the Graduate Dean's Office” (Kachniewska and
Gorak-Sosnowska, 2012).

Within the framework of the project established by the Graduate Dean's Office, three mutually related
social networking sites were created:

e The Facebook page: Yes for the Graduate Dean’s Office (Tak dla DSM) -
https://www.facebook.com/pages/Tak-dla-DSM/206263802749991,

o The  official Twitter account of the WSE Graduate Dean’s Office -
https://twitter.com/Dziekanat_SM,

e The blog of the Graduate Dean’s Office: On the other side of the window (DSM: po drugiej
stronie okienka) — http://takdladsm.blogspot.com/ (see Figure 1).

All three sites are linked together. They contain similar content provided by the creators of those services.
However, the leading informative role is played by the blog. In case of longer posts, the other sites provide
links to the main text on the blog.

Within two years since the creation of the GDO blog (from 29 September 2012 to 28 September 2014)
321 main entries appeared on the blog, an average of more than 13 entries per month. However, monthly
distribution of these entries is not equal. Least entries, only two, appeared in the month of the holiday season
in August. On the other hand the most, as many as 71, in October, the first month of an academic year. Most
of the entries are accompanied by numerous comments of students and additional explanations of the blog
authors.

Since their establishment, the GDO social networking sites have become an additional channel of
communication not only with students but also with faculty members. The emergence of the services and
their content have been widely discussed in the academic environment. They exemplify a qualitative change
in communication of the university authorities with the students. In contrast to the formalism and laconic
content of official websites, the GDO social networking services provide an opportunity for in-depth
explanation of different issues concerning students and draw their attention to the important details often
overlooked when communicated by traditional and more formal channels.

However, there were no robust data to confirm the actual usage and acceptance of those services. Hard
data from a blogging service on the number of visits and the number of comments do not inform about
popularity and acceptance of the services.
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DSM: po drugiej stronie okienka
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regulaminu) istniata mozliwos¢ odptatnego wznowienia na czas obrony lub powtarzania IV semestru
(w praktyce samego seminarium magisterskiega), ale sad odrzucit obie te formy jako niezgodne z
Ustawa. Sad dopuszcza wylacznie powtarzanie cateqo semestru, a nie samego seminarium -

Figure 1. An entry “Confusion over the thesis” in the blog of the WSE Graduate Dean’s Office
(http://takdladsm.blogspot.com/)

3. THE DESCRIPTION OF A STUDY

The purpose of a study was to examine whether the Graduate Dean’s Office social networking sites actually
fulfilled the communication function and whether the usage of social networking services in intra-
organizational environment was accepted by potential users, in that case graduate students. The survey was
conducted using a group administered questionnaire, hence the respond rate was 100%. The high level of
external validity was achieved due to the distribution of questionnaires to the students of randomly selected
classes from all different majors studied in the WSE at the graduate level. The survey was conducted over a
year after the start of the social services, in December, the third month of a semester. A total of 113 properly
filled questionnaires were analyzed.

The survey consisted of two parts. The aim of the first was to examine the extent to which those services
met the assumed role. That verification was quantitative. It was examined what part of the student population
to which social networking sites were addressed actually used them and what was the declared frequency of
visiting them.

The second part of the study was designed to test the opinion of students on the GDO social networking
sites, as well as their assessment of the reasonableness of the use of social media in intra-organizational
relations. A series of questions regarding their individual assessments of the usefulness and usage satisfaction
of the sites was formulated using a five-level Likert scale.

4. THE USAGE OF DEAN’S OFFICE SOCIAL NETWORKING SITES

The first aim of the questions in the survey was to find out how many students use the GDO social
networking sites and how often they visit them. It turned out that just over 20% of respondents had never
visited those services (see Figure 2). Moreover, most of the students who responded that way explained that
they just had never heard about them. These responses were quite surprising, because the information about
the social networking sites and links to them had been published both on a regular university website and in
other media, including notes in traditional showcases in front of the Dean's Office.
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atleastonce a day

atleastonce a week 21,2%
atleastonce a month 22,1%
less than once a month 23,0%
visited once or a few times, but not any more
never 20,4%
T T T T T 1
0% 5% 10% 15% 20% 25%

Figure 2. The frequency of visiting by students the social networking services of the Graduate Dean's Office at the WSE.

In order to recognize a web service as an important communication medium, it should be visited
reasonably frequently by persons to whom it is addressed. In case of the Graduate Dean's Office social
networking services, taking into account the incidences of new messages, it can be assumed that a student
should visit the sites at least once a month, and it is desirable that he visits them at least once a week. The
study showed that only 44.2% of respondents use the services at least once a month or more, and 22.1% do
so regularly, at least once a week. Polak (2014) presented the discussion of the detailed quantitative results of
this part of the study.

5. QUALITATIVE EVALUATION OF DEAN’S OFFICE SOCIAL
NETWORKING SITES

Since the Dean's Office social networking sites were supposed to serve primarily as a communication
medium between the Dean's Office and students, the questions in the survey were to verify students’
subjective perceptions regarding being informed about important for them university issues. These questions
were directed only to those students who declared that at least once visited those sites. Therefore, students
questioned in this part of the study constitute 79.6% of the original study population.

strongly agree

agree 52,2%
neitheragree or disagree
disgree
strongly disagree

0;% 2(;% 4(;% 6(;%

Figure 3. Respondents' answers to a question whether they are better familiarized with study matters due to Dean’s Office
social networking services.

The first question in that part of the survey examined whether students are better informed about study
matters due to the Dean’s office social networking services (see Figure 3). 74.4% of respondents answered
positively to this question, while only 8.9% disagreed. Moreover, no one indicated an extremely negative
response.
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More conclusive, not based so strongly on subjective feelings, effects of the use of social networking sites
were studied with a question whether it had ever happened that the information important for the respondents
would not have been found out in time from other sources, if not the GDO social networks sites (see Figure
4). The occurrence of such a situation was confirmed by the vast majority of respondents, as many as 65.5%.
In contrast, a negative answer to this question was given precisely by one fifth of respondents.

23,3%

strongly agree
agree 42,2%
neitheragree or disagree

disgree 16,7%

strongly disagree 3,3%

T T T T 1

0% 10% 20% 30% 40% 50%

Figure 4. Respondents' answers to a question whether it occurred that the information important for the respondents
would not be found out in time from other sources, if not the GDO social networks sites.

The importance of those social networking sites for students and their attachment to them was verified by
answers to the question whether the respondents would be disappointed if the GDO social networking
services ceased to function (see Figure 5). The distribution of responses was similar to the previous
questions. 68.9% of respondents answered positively, and only one-tenth of questioned students gave
negative answers.

strongly agree 27,8%

agree 41,1%
neitheragree or disagree 21,1%
disgree
strongly disagree
0('% 2(;% 4(;% 6(;%

Figure 5. Respondents' answers to a question whether they would be disappointed if the GDO social networking services
ceased to function.

Answers to three questions presented above clearly confirm that the vast majority of students assess
positively the GDO social networking services and they feel better informed about matters related to
university life. However, it is not possible on this basis to determine whether the cause of this phenomenon is
general positive reception of social media as communication tools in intra-organizational relations or the
cause of the success of those sites lies in the weakness of traditional communication channels of the WSE
including standard internet service. The next group of questions was aimed on the verification of those
doubts.
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6. RECEPTION OF SOCIAL MEDIA IN INTRA-ORGANIZATIONAL
RELATIONS

Satisfaction and positive user experience with the use of social media for communication within a single
organization should be reflected in a positive attitude towards the use of such services in other organizations.
Therefore, the last group of questions concerned the respondents' opinion on the possibility of the use of
social media by other academic units and by present or future employers.

The first question in this group concerned people's views on the possible creation of social networking
sites operated by other organizational units of the Warsaw School of Economics, e.g.: other deaneries, a
library, etc. The study showed that students are very favorably to such initiatives (see Figure 6). 65.6% of
respondents believe that such services should be developed. While only 13.3% disagreed, including only
3.3% strongly opposed to that idea.

strongly agree

agree 36,7%

neitheragree or disagree 21,1%

disgree

strongly disagree

T T T T 1

0% 10% 20% 30% 40%

Figure 6. Respondents’ answers to a question whether other organizational units of the WSE should create their own
social networking sites.

The study participants were also asked whether they would like to see the use of social networking sites
to distribute information to employees in their current or future work (see Figure 7). This questions was
issued again to all study participants. And in this case, the majority of respondents (57.6%) supported that
idea. However, the amount of positive opinions was lower than in all the above cases. The number of
answers "strongly agree" was reduced by almost 10% compared with the question about the services of
university units. At the same time, there was a significant number of strongly negative responses (8%),
compared to the amount of such responses not exceeding 3.3% in all other questions concerning the use of
social networking sites. Hence, students supported the idea of the use of social media in the workplace, but
they were more cautious in their opinions than in case of using them by academic institutions.

strongly agree
agree 38,1%
neitheragree or disagree

disgree

strongly disagree

T T T

0% 20% 40%

Figure 7. Respondents' answers to a question whether they would like to see the use of social networking sites to
distribute information to employees in their current or future work.

16



13th International Conference e-Society 2015

The GDO social networking services provide only supplementary information channel. The respondents
were asked whether in their opinion those services, after appropriate additions and extensions, can
completely replace the GDO traditional website (see Figure 8). In this case most answers (56.7%) were
negative. However, a significant group, more than one quarter of the students saw such a possibility.

strongly agree

agree

neitheragree or disagree

disgree 40,0%

strongly disagree 16,7%

T T T T T 1

0% 10% 20% 30% 40% 50%

Figure 8. Respondents' answers to a question whether the GDO social networking services can completely replace the
GDO traditional website.

7. CONCLUSION

The study showed that social networking sites can be used to enrich information content in communication
between the university authorities and students. The usage of social media was positively evaluated by the
students. They also expect the expansion of social media usage to other areas of university life. However,
students do not think that social media can completely replace traditional websites.

Most respondents expressed positively about the possibility of the use of social media in intra-
organizational communication in their current or future workplace. The dominant positive attitude of
potential users suggests that the popularity of social media applications for internal communications will
grow in future. However, a significant proportion of respondents did not use the social networking services at
all. They were satisfied with existing communication channels, primarily traditional internet service.

The study examined only the users of social networking sites. Further research is needed to study an
attitude of managers and administration staff towards such services. It is worth noting that within 2 years
since the establishment of the Graduate Dean’s Office social networking sites, despite the general positive
response, none of the other units of the Warsaw School of Economics has created similar services. Therefore,
potential barriers to the spread of social media applications in intra-organizational communication are not on
the side of users, but rather organization authorities.
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ABSTRACT

The contribution of tourism as a promoter of social and economic development is strengthened at the international level
thanks to the emergence of new destinations. The activity has become one of the economic sectors of broader global
growth. The tourist digital communication acquires special relevance and is taken advantage of by the national
Governments of the countries of Iberoamerica as a platform for the promotion and dissemination of their offer. This
research identifies the tourist communication channels used by government agencies and analyzes the content and tools
used for the positioning of countries as a tourist destination.

KEYWORDS

Tourist communication, digital communication, tourism promotion, tourism in Iberoamerica.

1. INTRODUCTION

Digital tourist communication acquires relevance depending on the behavioral changes that have appeared in
the traveller, especially in the process of selection and purchase that are influenced by the growing use of the
Internet and social networks. Currently, the user takes center stage because "goes from being a mere
spectator and consumer of providing Internet to become creator and generator of contents and services...
participate actively (Nafria: 2007: 15)." In this way, being tourism a global activity, the promotion and
dissemination of the destinations and tourist services must be adapted and updated to meet the needs of the
customer”. Aspects such as the growing trend of eliminating intermediaries and direct purchase online
packages or tourism products; the independent (without an established program) travel; the emergence of
search engines of low-cost tourist services that provide rating service and customer service; portals and blogs
of recommendation for travellers; sites of geo-referencing, among others, have changed the conception of
communication tourist promoting a convergence towards digital and social. These changes have also
allowed new destinations through the promotion and dissemination on the Web from entering the
international market, generating significant economic growth in the sector. According to the reports
published by the World Tourism Organization (UNWTO), specialized agency of the United Nations and in
charge of the promotion of responsible, sustainable tourism accessible to all, "in 2013, total income derived
from exports that generated international tourism reached the $ 1.4 trillion. Income earned by the tourist
destinations due to visitors from other countries grew at a 5%, reaching 1.159.000 million dollars".

Iberoamerica countries have chosen tourism as an alternative for sustainable development, reason by
which national Governments have created specialized agencies in the sector in order to strengthen the supply
and position itself as tourist destinations. To meet these objectives plans and policies of communication have
been generated which are strengthened with digital strategies and 2.0, being discussed as the object of this
research to study: identify the Government agencies responsible for the promotion of tourism and
communication processes used; ((b) analyze and classify the contents that are published on web portals and
social networks of the tourist agencies in Latin America to identify the type of tourism that promote and c)
recognize the resources used on the official website for promoting tourism in the region.
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2. METHODOLOGY

Through the bibliographic collection this research enabled us to identify and analyze communication
processes that have been developed in Iberoamerica countries. Digital communication through web portals
and Government social networks of international tourism which the Iberoamerica countries present to
identify the published contents that allow tourists to select a specific product or advise in planning the trip
were examined. Analysis of web profiles was conducted during the month may 2014, prior to the
international tourist high season period as identified by the WTO. That monitoring helped us to select the
governmental institutions responsible for the tourist communication and web portals used for this purpose.
Using research cards and classifying the diffused contents, origin and trend, number of tourists, economic
impact of tourism, specific promotion plans were determined.

Web information of 22 countries that make up Iberoamerica were examined to identify tourism promotion
platforms linked directly from the governmental agencies responsible for this activity. Institutional websites
and social networks were selected for cataloging content and digital resources used; use of digital media;
segments of tourist communication by geographical criteria or by type of tourism; available information for
tourists to plan the trip; use of resources from support, maps, mobile applications, tourist guides, explanatory
brochures, guided tours, audio guides and augmented reality simulators; multimedia resources and presence
and activity in social networks generic such as Facebook, Google, Twitter, Flickr, Pinterest, Instagram, and
YouTube. The diffused contents and formats used as tourist visualization tools were also discussed and
analyzed. To meet the aimed objectives a matrix of research was designed to record the results from the
monitoring conducted at communication platforms in the month of may 2014, which allowed to carry out a
qualitative and quantitative evaluation of them.

3. TOURIST COMMUNICATION IN IBEROAMERICA

The Iberoamerica countries have developed tourism in different periods, the European states that make up the
region, found a century ago, favorable conditions and invested in infrastructure to strengthen the tourist offer,
according to the report by the WTO in 2014 Spain is the only country in the region that is part of world based
list of the 10 main tourist destinations on the number of tourists visiting the country and economic growth
generated by the activity. In the mid-20th century in the countries of North America, Central and the
Caribbean tourism emerges thanks to the economic boom in the United States, new important tourist
destinations arose that have managed to position internationally, as in the case of Mexico, which ranks the
second in the region with higher incomes thanks to this activity. The development of the activity in South
America begins with domestic tourism until countries get gradually enter the international market by
investing in infrastructure and betting on the international tourism promotion. According to Panorama 2014
Issue, 3% in South America growth remained in line with the average in the region. Against this background,
national Governments ministries, secretariats, offices or institutes - of each country begin and enter to
compete in the international market making a very similar offer, due to the geographical and social features
that the region show and present, which extend the offer to attract and generate new market segments to
satisfy the needs and tastes of tourists who increasingly demand a more customized product and a more
participative and less contemplative travel experience .

Convergence towards the promotion and tourist digital broadcasting is reflected by the use of web portals
and social networks by government agencies of tourism promotion. Out of the 22 countries that make up the
Iberoamerica region only Venezuela and Puerto Rico lack of a portal for the tourism promotion using an
institutional portal to disseminate the Organization's information. Brazil, Spain, Paraguay, and Uruguay have
developed mixed portals, divided into sections that are intended for a specific tourist communication and
organizational communication. On the other hand, countries such as Argentina, Bolivia, Chile, Colombia,
Costa Rica, Cuba, Dominican Republic, Ecuador, El Salvador, Guatemala, Honduras, Mexico, Nicaragua,
Panama, Peru and Portugal in their institutional portal link an independent tourist portal aimed at the
international promotion.
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Graphic 1. Tourists and foreign exchange revenue.

Social networks are also part of the strategy of communication employed by government agencies; Due to
its acceptance in the region.

Table 1. Presence in social networks

Social Network

AR
BO
BR
cL
co
cR
cu
po
EC
sv
ES
GT
HN
MX
NI
PA
PY
PE
PT
PR
Uy
E

Facebook
Google +
Twitter
YouTube
Instagram
Pinterest
Flickr

Source: Author s Personal research

3.1 Content, Tools and Digital Resources

Tourism is one of the economic activities in which the influence of new communication and information
technologies has generated important changes incorporating a myriad of platforms, applications, and
opportunities to promote and disseminate tourism products, becoming a strategy of international visibility
that the Governments of Iberoamerica, have implemented to add and ease the possibility of establishing a
direct relationship through interaction enabling thus social networks. Content management is extremely
important at the time of implementing the strategy of digital communication by which the 68.2 %of the
governmental portals distributed the contents in two types of search: by location or geographic area or
according to segments of tourism, facilitating the experience collecting information and trip planning. The
18.2% used as the sole criteria segmentation by type of tourism and the 13.6 % does not employ these criteria
for publication of information.

Argentina presents its offer concerning sport and adventure in its web site. City tourism, gastronomy,
nature, family on the web portal and is the only country in the region to identify a new market segment; the
tourism of bird watching. Social media makes visible segments different to those intended to enter. This way
on Facebook, with a rare update (16 posts in a month), the 31.25% of publications are answers and
interaction with the public, 25% to disseminate activities relating to sports and adventure, the 12.5% presents
information about institutional news, city and gastronomy tourism and the 6.25 %encourages cultural
tourism. Sports and adventure and City tourism is promoted on Google with 2 %post. On Twitter, with an
average of 4 daily publications, spreads the institutional news (48), 25 %offer city tourism, 13% cultural,
5.3%, sports and adventure, and in the same proportion interacts with his followers; 1.5% posts promote
tourism and dissemination of institutional information. On Flickr, 7 publications 28.6% are used to portray a
fair city, gastronomy and nature tourism segments, and the 14.2% to disseminate culture and traditions.
Instagram with an average of 3 daily publications, the 89.9% published photographs sent by the followers,
encouraging interaction. In a smaller proportion (3.8%), nature tourism is promoted; cultural and gastronomic
(2.5%) and city (1.3%). On Pinterest with 236 posts since its creation (40.7%) promotes City tourism;
(20.3%) publicize cultural nature; (16.5%) gastronomy; (11.4%) sports and adventure (11.1%). With two
videos YouTube promotes sports and adventure and City tourism. Segments as family tourism and birding
are excluded from promotion in social networks giving way to cultural tourism. For the promotion of the
tourist destinations on the web pictures and videos are used, however, the text does not have hyperlinks to
broaden information; Unlike the narrative used to promote on social networks, which uses videos,
photographs, hyperlinks, hash tags and mentions. Another difference that makes visible the communication
on different platforms is that on the web portal advice in the trip planning process, providing information
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about what to do, how to get? And tourist calendar too; provides data on mobility in the country; and
delivered resources such as maps, brochures, augmented reality, guides, travel, mobile applications and audio
guides, information and resources that are not used in social networks.

Bolivia. On the website of this country cultural tourism, sport and adventure, rural or existential, nature,
shopping is offered and a new market segment is opened: Mystic tourism. New segments are identified in
their promotion on social networks, this way on Facebook with an average of 3 daily publications tourism in
city (34.5%); gastronomy (15.5%), cultural (9.5%), sport and adventure (7.1%), also news broadcasting
(4.8%) and information (1,2%) institutional and interaction is promoted in the 3.5% publications. Tw (10%),
sports and adventure (16%), cultural (3,4%), and the accessible (1%); There is also News (14.6%) and
institutional information (3,%). YouTube shows only one video aimed at the promotion of the country. It can
be concluded that messages intended for the promotion of tourism do not maintain a relationship in its
various channels, as rural and experiential tourism, shopping and mystic segments are not broadcast on social
networks, in these spaces are new alternatives such as gourmet, from town and accessible tourism. For the
elaboration of messages for the promotion of tourist destinations only photographs are shown, unlike the
narrative in social networks, which includes photographs, videos, hyperlinks, mentions and hash tag. The
website advises tourists in the planning process providing references on entry requirements, weather
information, what to do, how to get? tourist calendar; it also shows tourist accommodation and mobilization
services and allows to download maps and mobile applications, which are not possible on social networks..

Brazil. On its website promotes sun and beach, sport and adventure, experiential, or rural nature,
conventions and events, cultural and idiomatic tourism. Additionally it identifies two new market segments
which, thanks to investment in tourism infrastructure, can serve the accessible tourism and for senior people.
Social media presents new market segments and avoids promoting tourism whether idiomatic or experiential,
conventions and events, or rural t. On Facebook with an average of 2 daily post the Government agency
disseminates information regarding sport and tourism adventure (20.8%), city (18%), nature (12.5%),
gastronomy (4.2%), cultural, religious (2.8%) and sustainable tourism (1,3%). 4.2% of content generate
interaction with the public, 20.8% disseminates institutional information, 4.2% organization news, 2.8 % are
greetings and congratulations. Travel advice is also considered on social networks, 2.8% of publications
consist of information for tourists and motivation to travel. Google with 2 daily post advertises tourism sport
or adventure (21%), city (15.5%), nature (11.2%), cultural (5,6%), gastronomy (4.2%), religious (2.8%), sun
and beach tourism (1.5%). 17% of posts are intended for institutional information, 4.2% to social campaigns
against child prostitution and violence to women and 1.4% correspond to greetings and congratulations. The
network also provides information (2.8%) and (4.2%) tools for tourists; It encourages travel, (2.8%) and
interacts with users (4.2%). In Twitter the network is being saturated with an average of 24 daily
publications, of which the 2.2% correspond to the interaction between the Organization and his followers,
16% institutional information disseminated, the 12.7% guides tourists through the information provided and
8.6% delivers tools for the traveller, 5.5% encourages travel, 0.7% are news and institutional greetings, 7.5%
are dedicated to social campaigns to stop child sex tourism; the network promotes tourism city (9.2%),
cruises (8%), sports and adventure (7.6%), sustainable tourism (6.4%), and beach (4%), senior (3.6%),
nature (3.3%), cultural (2%) food (1.5%) and religious (0.7%). Instagram shows an average of 3 photos per
day that promote tourism to nature (31%), sun and beach (30%), city (15%), cultural (6%), sports and
adventure (3.1%), gastronomy and religious (1%). 6% motivates to travel and 2% of total content are tools
for tourists and greetings and congratulations; 1% is dedicated to social campaigns against child sex tourism
and news of the organization. With t 2399 publications since its creation Pinterest promotes: (63%) City
tourism, gastronomy (3%,) sport and adventure (2%), nature (1.6%), Sun and Beach (1.3%), religious
(0.08%) and cultural tourism (0.5%). Institutional news is broadcasted in 22 publications and encouraging
and inviting to travel in a 6.5 %of the posts. The web portal as well as in social networks information to
tourists to help trip planning is provided. Advising on what to do, how to get, tourism calendar and weather
information appear there. A complete listing of all tourist services is provided along with the possibility to
download maps. In terms of digital storytelling on the web portal are completed with text and photographs in
contrasts with content in social networks which shows images, videos, hash tag and mentions.

Chile. On its website sports and adventure, rural or experiential, gourmet, nature, wellness and relaxation,
business, cruises, romantic, archaeological tourisms are offered being the only country that due to its
geographical location promotes astronomical tourism, which is not mentioned however, in their social
networks. During the month of may the Agency published 29 ads related to tourism of nature (69%), city
(10.3%), sun and beach, gastronomy (6.9%), cultural and sports and adventure (3,4%)appeared on Facebook.
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Update is very infrequent in Google +; with 6 monthly publications promotes the gastronomic tourism
(33.2%), nature, city, sport and adventure and culture (16.7%). On Twitter with 9 post during the month of
analysis sport and adventure tourism (33.4%) gastronomic, cultural tourism (22.2%), nature, city (11.1%) are
promoted. Flickr features a publication of City tourism. Pinterest account has 198 photos since its creation
aimed at promoting tourism of nature (86.9%), country (11.1%) and provides information for tourists (2%).
The tourism organization portrays on the web more complete information to help in the process of planning
the trip such as currency, what to do, how to arrive, tourist calendar and weather information. In terms of
tourist services o only mobility is directed, but it permits maps and brochures download, completing the
promotion of the country with virtual tours. Another advantage of institutional web is the narrative that
includes videos, photos and hyperlinks of tourist attractions, however, social networks fail to show video,
complementing the information with photographs, links, hash tag and mentions. Costa Rica. Alternatives of
cultural, sun and beach, sport and adventure, rural or existential, nature, wellness and relaxation, business,
cruises, romantic, archaeological and family tourism are offered on its website. With the publication of a
daily post on Facebook promotes tourism for: nature (26.5%), sun and beach, sport and adventure (23.5%),
cultural (11.8%), city (8.8)% and sustainable (3%). Information for tourists is delivered in addition in 3 of its
records. Using Twitter, which is updated less frequently, 11 posts were displayed during the month of May
to advertise nature tourism (36.4%), Sun and Beach (27.3%), sports and adventure (18.2%), and gastronomy
(9%). Pinterest network with little activity since its creation has published 69 photographs to promote
tourism of city (53.6%), nature (33.3)%, cultural (8.7%), religious (2.9%) and sports and adventure (1.5%).
YouTube presents two videos to promote nature, sun and beach tourism. As it can be noted segments such as
rural or experiential, well being and relaxation, business, cruises, romantic, archaeological tourism are not
disseminated in the social networks. The web portal provides information for trip planning such as the
country entry requirements, currency, how to arrive, tourist services as accommodation, travel agencies and
rent of vehicles. It is designed to accompany tourists during the journey with maps, brochure, travel guides
download, mobile applications, and provides a virtual guided experience. Images and hyperlinks are used on
the web portal to disseminate contents. Facebook shows videos and photographs as opposed to Twitter that
includes links, pictures and hash tag.

Cuba. Cuban website meets the demands of 7 tourist segments: cultural, Sun and beach, sport and
adventure, health, city, nature, conventions and events, showing a slight variation with the offer proposed on
the unique relevant social network , Facebook, with an average of 8 daily activities, 41.4% posts are
information 0.4% greetings of the institution; the network is also used to promote tourism in city (13.8%),
cultural (9.3%), sport and adventure (7)%, nature (6.25%), religious, rural or experiential (5.9%), Sun and
Beach (5.5%), gastronomy (1.6%) The 3% left are information that helps the tourist. Cuba on the web portal
geared to tourists with information of how to get? Admission requirements, providing besides with
information for currency, a search engine to look accommodation services and travel agencies and guided
tours services. The information on the web is explained with photography only in contrast with Facebook,
which includes other resources such as videos, links, and hash tag.

Dominican Republic tourist website promotes cultural, sun and beach, sports and adventure, city, nature,
wellness and relaxation, shopping, cruises, romantic, archaeological and family tourism. This trend is kept on
social networks. Posting on average twice a day, Facebook promotes the cultural tourism (22%), sport and
adventure tourism (17.6%), Sun and beach, romance (8.8%), gastronomy (7.4%), city (4.4%), nature,
wellness and relaxation, shopping and accessible tourism (3%). A (16%) is used to provide information for
tourists and (3%) for institutional greetings. Twitter account is updated 6 times a day to disseminate content
relating to sport and tourism adventure (13.6%), Sun and Beach (12.5%), cultural (12%), gastronomy (8.5%),
town (4,5%), romance (4%) nature (2.8%), well-being and relaxation, accessible tourism (1%), health,
shopping (0.6%). Information to plan the trip is provided to the tourist through this network (4%). There is a
space for institutional communication of (24.4%), institutional greetings (3,4%) and 6.8% of the post are
dedicated to interaction with the user. Instagram updates are less frequent (22 post in a month), are used to
disseminate content related to sport and adventure (18.2%) tourism, gastronomy, Sun and Beach (13.6%),
cultural (9%); nature, city (4.5%); information for tourists (4,5%) and advertising of tourist services (31.8%).
A total of 369 pictures that promote tourism of Sun and Beach in (52.5%), city (15.5%), nature (7.6%),
romance (6.8%), gastronomic (6.2)%; have been published on Pinterest. Images also motivate travel and
delivery information for tourists (5.7%). YouTube account was not updated during the analysis period. In
terms of the resources that the organization uses to advise in travel tourism website is one of the most
comprehensive since advises tourists in the Organization of navigation with content related to the
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requirements for entry into the country, currency, climate, what to do, how to get? tourist calendar; It
displays tourist services such as r housing, mobility with tourist maps download. The organization uses
pictures and hyperlinks to distribute the information on the website adding videos, hash tag and mentions on
social networks.

Ecuador promotes cultural, on its website tourism of many types: cultural, religious, of sun and beach,
sports and adventure, gastronomy, city, nature, conventions and events and archaeological keeping the same
trend of promotion on social networks. Facebook with an update of two daily publications, invites to enjoy
tourism of nature (43%), gastronomy (20.3%), cultural (8,9%)sports and adventure, city (7.5)%, Sun and
Beach (6.3%), shopping (3.8%); information and institutional greetings (1.3%) are also displayed in this
network., In Google only 4 post can be found, allocated to the promotion of tourism in city (50%),
gastronomy and nature (25%). In sharp contrast, Twitter shows an plentiful update which saturates
information by publishing an average of 23 post, which aims to promote the tourism of nature
(33.8%)gastronomic (25.8%), cultural (6.8%), city (5.2%), sport and adventure (4%), Sun and Beach (3.7%),
internal (1%), religious (0.7%), well-being and relaxation, conventions and events (0.1%), information for
tourists (0.9%). information (8.7%), news and institutional, greetings (0.1%) interacts with fans (7.9) are also
issued, and this is the only country that markets its export products in this network (1,2%).A weird upgrade
rate is applied to Instagram , with 4 publications in the month of analysis which advertise sport and
adventure ,cultural, nature and gastronomy tourisms. On Pinterest there are 236 pictures published since its
creation aimed to promote tourism of city (41%), cultural (20%), nature (16.5%), gastronomy (11.5%) and
sports and adventure (11%). Videos posted on YouTube motivate the development of domestic tourism
(50%) and shows the results of a national contest for rating and preferences. Similar to the trend in social
networks in the tourist portal little accompanying is provided to tourists in planning the trip, finding only
advises on what to do, mobility services and travel agencies presenting the application for mobile devices.
For content transmission multimedia resources are used in ever platform, adding links, hash tag and mentions
in social networks

El Salvador seeks access to the segments of tourism of sun and beach, sport and adventure, city and
nature using social networks, there is a daily update on Facebook with one publication. This social network
that distributes content related to tourism of nature (29.8%), gastronomy (21.3%), religious, cultural (10.6%),
country (8.5%) sport and adventure, Sun and Beach (6.4%) and additional institutional information (6.4%).
Flickr with 29 publications in the analyzed month serves to generate content to promote the tourism of nature
(38%), Sun and Beach (31%), religious (17%), country gastronomy (7%). Institutional account on Pinterest
shows 787 photographs that advertise cultural tourism (31.3%), nature (20%), gastronomy, Sun and Beach
(15%), city (10.2%), religious (5.5%), sports and adventure (1%) motivation to travel (2%). Updating in
YouTube is lower with only three videos where institutional information is disseminated and promotes nature
and gastronomic tourism. The website includes instructions on what to do, How to arrive, currency
information and travel agencies. There is also possibility to download maps and brochures. For content
management on the web only photographs are included, differently from social networks where hyperlinks,
hash tag and mentions are added.

Spain, which is considered one of the major world tourist destinations promotes on its website, cultural,
beach, rural, or experiential, health, of city, gourmet, nature, shopping and idiomatic tourism. Accessible
tourism is also offered, therefore it is the only country that has adapted its website to meet the
communication needs of this population segment. Social media adds new segments, on Facebook with a daily
publication disseminates information relating to tourism of Sun and Beach (39%), city, cultural (21.2%),
nature (15%), religious (3%). On Twitter tourism organization saturates information with an average of 19
daily publications that promote tourism in city (26%), cultural (22.5%), Sun and Beach (14.5%), nature
(13.7%), gastronomy (5.8%), sports and adventure, religious (3%), accessible, conventions and events, and
scientific (0.2%), information for tourists (1.3%), organizational (2.6%), institutional (4.6%) greetings,
motivation to travel (0.2%) interaction with fans 2.2%. 9 updates during the month of may on Instagram
account give way to motivate the tourism of Sun and beach, nature (33.3%), city (22.2%) and cultural
(112.1%) . YouTube broadcasts a video about sports tourism. In contrast with the scarce advice provided to
the tourist on social networks, web portal includes information of interest for visitors as the requirements for
admission to the country, currency, climate, what to do, how to arrive, the tourist calendar, tourist
accommodation, mobility, accessible services and download mobile applications, travel guides, brochures,
maps and enjoy the experience of a guided tour. On the web pictures and hyperlinks are used for tourist
promotion; Facebook makes uses of photos and hash tag, in the case of Twitter links and videos are added.
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Guatemala promotes on its website cultural, sport and adventure, health, nature, language learning,
wellness and relaxation, business, cruises, romantic and archaeological tourism. The same emphasis is given
through social networks: on Facebook with an average of 2 daily updates promotion of tourism of nature
(38%), cultural (26.5%), city (14%), Sun and Beach (7%) gastronomic, religious (3.8%), sport and adventure
(3%) is done, in addition 3.8% of its publications show the interaction that keeps with his followers. Twitter
and YouTube accounts were not updated during the analysis period. Instagram publishes 24 photographs that
promote tourism to nature (41.7%), cultural (33.3%), Sun and Beach (16.7%) city (4.2%) and promotion of
interaction in 4.1% of the post. Since the creation of Pinterest account 517 photographs have been generated
to induce interest towards the city in the traveller (31%), cultural tourism (30.5%), nature (11.5%) romance
and beach (8.5%), gastronomy (2.5%) and motivating to travel (8%). The website allows organization to
share information for tourists travel coordination, with information such entry to the country requirements,
currency, climate, what to do, how to arrive; advice on accommodation and travel agencies; Download in
mobile applications of brochures, maps and guided visits are encouraged, which does not happen on social
networks. For the digital narrative in social networks both web portal uses photographs, hyperlinks, and hash
tag. Honduras offer on the web portal portrays tourism of Sun and beach, city, archaeological, cultural, sport
and adventure and nature using the platform to advise the traveler in What to do? Along with housing
services using photographs in digital narrative these contents are not disseminated in their social networks
Facebook and Twitter. No loggings or updates were registered during the analysis period.

Mexico. Using a specialized tourist provides segmented content to promote cultural tourism, Sun and
beach, sports and adventure, city, romantic and archaeological. This offer is increased with new segments in
its social networks dissemination, thus Facebook with two daily publications aims to reach travelers
interested in cultural tourism (45%), Sun and Beach (15%)City (14%), nature, (11)% sports and adventure,
gastronomy (7%), religious (1%). In Google with less frequent updates (23 post in the month) cultural
tourism (48%), religious, country (22%), gastronomy (9%), religious, Sun and beach, sports and adventure,
nature, shopping (4.2%) are thus promoted. Twitter account is updated daily with an average of 9
publications concerning cultural tourism (33%), city (15%), sport and adventure (12%), Sun and Beach (8%),
gastronomy, nature (6%), religious (1%), travel advices (0.7%) tourists comments (5%) and institutional
(0.7%) greetings, also interaction with followers (36%). Using Instagram with 4 publications sport adventure
and cultural tourism are shown. Pinterest since its creation has stored 567 photos offering tourism Sun and
Beach City (25%), romance (24%) cultural (6%), gastronomy (3.5%), religious (1%), photographs of
celebrities visiting the country used as reference (34%). YouTube account has not been updates. As a support
tool to tourists in the visit to the country the Government Organization has included in content: entry
requirements, currency, weather, what to do, the tourist calendar, tourist mobility services and download
maps, using photographs as a resource in the tourist portal and Facebook, adding hyperlinks and hash tag on
social networks and video on Twitter.

Nicaragua is a country entering the tourism market by promoting tourism whether cultural, Sun and
beach, sports and adventure, city and nature on the website, This offer grows on Twitter, this through a daily
post generating institutional information (16%), 13% posts interact with fans and provide information to
tourists in 7%; promotes tourism sport and adventure tourism (23%), city (19%), cultural (16%), gastronomic
and Sun and Beach (3%). Even though the country tourist agency has presence on Facebook and Google,
there is not update registered during the analysis period. To strengthen tourism promotion, the web includes
information to facilitate the process of planning, proposing what to do, how to arrive, tourist calendar,
lodging, travel agencies, restaurants and vehicles rental .To achieve goals the contents are prepared including
pictures both on the website and on Twitter, where adds links, hash tag and mentions are added.

Paraguay tourist portal disseminates information concerning cultural, sport and adventure, nature and
shopping tourism by using the various social networks, so on Facebook with an average of two daily updates
cultural tourism (41%), nature (26%), sports and adventure (16%), city (4%) and gastronomy (2%),
institutional information (8%) are logged. On Twitter, with an average of 4 updates daily, gives relevance to
the interaction with fans in 58, 3% posts, provides institutional information; assigning the 39% for the
promotion of tourism, distributing the contents in cultural tourism (17%), nature (11%), sport and adventure
(8%), gastronomy (2%) and city (1%). Instagram 3 publications broadcast sport t, and adventure, nature and
gastronomy tourism. To meet the tourist information demand the web portal includes information such as
requirements for admission to the country, currency, weather, what to do, no information about tourism
services is given, and is set to download brochures, maps and conduct guided tours. To disseminate the
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information photographs are used on the web portal while social networks add hyperlinks, hash tag and
mentions.

Peru offers in its web portal cultural, sport and adventure, city, nature, and archaeological tourism;
however, social media provides various alternatives, thus on Facebook with 2 daily updates nature tourism
(47%), cultural and gastronomic (12.3%), sport and adventure (8%), Sun and Beach (6%) city (4.1%),
domestic and religious (2.1%)tourism are offered along with institutional information (2%) and interaction
with users (4.1%). On Twitter with 7 publications in the period of analysis the tourism of nature (57%),
cultural, sports and adventure (14.3%)are offered for enjoyment and interaction with fans appears in
(14.3%). Even though this country appears on Flickr, the account was not updated during the period of
investigation, YouTube channel is also used to broadcast content (4 post) related to domestic tourism (50%),
cultural and city (25%). The web portal is the most complete in the region in terms of information for
tourists, it provides advice on the requirements for admission to the country, currency, climate, what to do,
how to get?, the tourist calendar, has a search engine for tourist services to find accommodation,
mobilization, travel agencies, restaurants, vehicles ,rental accessible services, and contact to tourist guides. It
also supports to download mobile applications, brochures, and maps, audio guides and experience a guided
visit. For the tourism promotion this Portal uses videos and photographs adding links, hash tag and mentions
on social networks.

Portugal. On its website this country proposes cultural, religious, sun and beach, sport and adventure,
health, food, family, nature, wellbeing and relaxation, romantic tourism and has identified the needs of young
people by presenting specific offer for this population segment, being the only country in the region that does
it, keeping a similar offer in social networks, so when reviewing Facebook we find an average of daily
publications focused on the promotion of tourism sport and adventure (33%), city (21%), cultural (18%),
nature, gourmet (8%), sun and beach, religious (5%); and romance (2%). Twitter with an excessive
publication of an average of 36 daily posts city tourism with (22%)heads the list, Sun and Beach (19%),
gourmet (12.4%), cultural (10.5%), sport and adventure (8.4%), nature (7.4)%, accessible (0.5), conventions
and events, wellness and relaxation, religious, language (0.2%), family, archaeological, cruise and romance
(0,1%). It also publishes information and institutional greetings (0.5%), information (3.5%), (0,1%) tools for
visitors and interacts in a 13% of the post with the followers. The country has two accounts to share images
on Flickr that was not updated during the period of inquiry and Pinterest storing 13347 photographs intended
for the promotion of city tourism (56%), sport and adventure (13.7%), cultural (12%), sun and beach (11%),
nature (6.5%), family (0.5%), birds watching (0.3%). In YouTube account two videos that share tourists
experiences in the country are published. Unlike social networks on the web portal delivers tourists hints to
visit such as: country entry requirements, currency, climate, what to do, how to get?; tourist calendar, tourist
services relating to accommodation, mobilization, travel agencies, restaurants and rental of vehicles are
mentioned. There is also a availability of access to brochures, maps for download; information is delivered
on the website accompanied by photography in contrast to social networks that adds video bonds, hash tag
and mentions.

Uruguay offers religious, sun and beach, sports and adventure, gastronomy, nature, shopping, convention
and events, idiomatic, and cruise touristic experiences, increasing new alternatives in its communication on
social networks: Facebook with an unusual update (29 post per month) enter to the race for the tourism of
nature (31%), sport and adventure (21%), city (17%)cultural (7%) and internal (3,4%), also advises tourists
in planning trip through specialized information, transmitted information and institutional greetings (3,4%)
and promotes interaction with the public in cited 10 records. Twitter accounts update more frequently in an
average of 3 daily publications that offer cultural tourism (19%), city (15.5%) sport and adventure (6%),
nature (5%), internal, gourmet (25%) and religious (1%); Information (22%) and salutations (1%)
institutional, information for tourists (19%) are mostly published in this network and interaction with fans in
(8%) in the same form on the website is delivered to the tourist information. Regarding the organization of
the trip, the country sets the entry requirements, what to do, how to get? and tourist calendar, also
accompanies it the trip through mobile applications. For the promotion of the country in web portal
photographic resources are used in contrast with the social networks that use video, links, hash tags and
mentions. Venezuela. Its website portrays three specific segments: tourism of sun and beach, city and nature.
Only Instagram is used to enhance its promotion on the Social Web network Instagram, which is not
frequently updated amounting 19 publications in the month of analysis in this network broadcasts (5%)
institutional information and nature promotion (42%) gastronomy (21%), city(16%), cultural (11%) and
sports and adventure (5%). The Government agency promotion channel does not publish information for
tourists and only photography are used as a narrative resource.
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4. CONCLUSION

Digital tourist communication is incipient in Latin America. Despite the fact of being an alternative to
internationalize the tourism products, the governmental agencies responsible for the dissemination and
promotion of the country have not yet obtained all the benefit they could .It is time to change the concept of
communication towards the bi-directional sending of information and generation of digital, interactive and
participative content that allow the user to experience and find the strengths and competitive advantages of
each of the countries thus contributing in the purchase decision process.

The Content published by Government organizations demonstrates the influence of social networks and
the behavior of tourists in the tourist promotion, new information and communication technologies allow
tourist dissemination of Iberoamerica governmental agencies updating and adaptation of the offer, either
depending on the season or the market trends. The contents differ from those published on the website by
increasing ads of new products and discarding others without notice.

Managing and updating content on social networks demonstrates lack of planning in the digital media and
2.0, neither does it display an established plan for the promotion of tourism in the region since the contents
are adapted according to the needs of the institution, thus updating them varies from one network to another
existing very little update in some and saturation in others within the same country.

The published contents must be adapted to the digital narrative enabling the user navigate freely and
managing his personal story. Tourism makes it possible to generate content in video, audio, photographic
material that are not currently used in the promotion of the tourist attractions, and that should be included so
that the visitor can feel and foresee the experiences that will later live in the country to visit.

There are tourist products positioned at the international level not presented on the web portal as a
strength in the country. These references are shadowed by multiple and new tourism alternatives, so to meet
the need to reach new market segments too much information has been generated to satisfy everybody and
create new market niches by losing the already known strengths.

Tourism is nourished with experiences, so the needs of the user must be considered when generating the
contents for the web portals contributing in each of the phases of selection and purchasing that the customer
feels confident that the place to visit is the best touristic destination, not only because of the geographical
area but essentially because of the experiences to enjoy. That could be envisioned through the supportive
help and advise during the travel.
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ABSTRACT

In this paper, the results of ESVI-AL project are presented. This project was worked in conjunction with Latin American
and European Universities and was financed by the European Union. The aim of this project is to offer products that can
help to the development of an accessible and inclusive e-Learning education. It consists of reports, practical guidelines,
courses and software to install Learning Management Systems (LMS) with accessibility features. This work describes
each of the main actors involved in e-Learning projects, and for each of them a profile is defined. Each profile consists of
a series of recommendations based on the results of the project. The target users, to whom this project will be more use
useful, are teachers, students with a physical disabilities, LMS administrators and auditors of the e-Learning quality. The
intention of this project is to advance in an inclusive education, via an accessible e-Learning of good quality, by
considering the results of the ESVI-AL project and its guidelines.
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1. INTRODUCTION

To assure inclusive educational systems at all levels; and through lifelong learning; it is a commitment of the
states that conform the United Nations Organizations (UN, 2006). These states must assure that all people
with disability have access to an elementary education, high school, university, lifelong learning and
professional education without any discrimination and in equal conditions of all others.

In order to move towards an inclusive education, the use of alternative educational practices based on the
Information Technology and Communication (ICT), should experience a progressive and substantial increase
of implementation of e-Learning systems taking care of accessibility features (Hernandez et al., 2012; Hilera
and Campo, 2015). In this sense, the main objective of ESVI-AL project, developed from 2011 to 2015 with
the support of the European Commission, has been to move towards and inclusive virtual education. The aim
is to improve e-Learning accessibility through the implementation of virtual campuses and teaching materials
with accessibility features, enabling an inclusive learning to any person, including people with disabilities.

The products generated by the project have been successfully tested and implemented by the ten partner
universities participating in the project. These Universities are seven from Latin American countries
(Colombia, Ecuador, El Salvador, Guatemala, Paraguay, Peru and Uruguay) and from three countries in
Europe (Finland, Portugal and Spain). Nonetheless, other universities and students from Latin American
countries like Argentina, Bolivia, Brazil, Chile, Costa Rica, Honduras, Mexico, Nicaragua, Panama,
Dominican Republic and Venezuela have been using the products too. All results of the project are available
to be used by any one, via the ESVI-AL Cooperation Network website (www.esvial.org).

In this article, the main products created by the ESVI-AL Project are presented. The proposed products
can be useful instruments for all the stakeholders involved in online educational processes, interested in
provide education to any target student, including those with disability; in order to progress towards
achieving an accessible a fairer e-Learning.

In the following section, the identified profiles or roles of the possible users of the proposed products will
be presented. In section 3, the project products and the profiles are associated. Then, section 4 consists of a
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series of recommendations about how to use the proposed products. Finally, the last section presents the
conclusions and it includes ideas on how to improve these products in the future.

2. POTENTIAL USERS

In this work it has been identified four general types of user to whom the ESVI-AL project results can be
useful: EDUCATOR, STUDENT WITH DIABILITIES, LMS ADMINISTRATOR and QUALITY
AUDITOR. Each type of user will be described as follows (figure 1).

Reports, Guides, Reports, Guides,
Courses Courses, Software

P

EDUCATOR

ESVIAL PROJECT
STUDENT Reports, Courses Report, Guides QUALITY
WITH (Quality Model) AUDITOR
DISABILITIES

Figure 1. Users of the ESVI-AL results

The EDUCATOR profile refers to those people involved in designing or teaching e-Learning courses. For
example, administrators of educational institutions, instructional designers or teachers (professor, lecturers,
tutors, instructors). All of these users can find in the results of the project several guidelines, reports, and
training courses that can help them to adapt their usual activity as educators to achieve an accessible and
inclusive e-Learning. Therefore, they can avoid the possible discrimination of students with any kind of
disability by taking into account the possible limitations that the students could face when studying the
digital content that is not adapted to their needs. One example can be, if the educator omitted the subtitles in
videos that are visited by deaf students. Related to this type of users, more than a thousand of educators in
Latin America and Europa have been beneficiated along the project duration.

The main target of education are the students, and especially in this case, STUDENTS WITH
DISABILITIES. This group of users can be benefited by the following results from the project: at least six
job training courses for labor inclusion have been created to be used in the e-Learning mode. It has been
tested that the proposed job training courses are accessible, and so any student that has a physical or sensorial
disability can follow them. More than a half thousand of students with disabilities from Latin American and
Spain have participated in the courses created in the project.

The people included in the LEARNING MANAGEMENT SYSTEM (LMS) ADMINISTRATOR profile
can also be beneficiated by the results of the project. This is possible because in the project several guidelines
and training courses to install and manage an accessible learning platform have been created. The software
for the learning platform, based in Moodle (2014), is available to the LMS administrators so they can
download it freely. It is important for the educators, to create accessible digital contents, but it is also
important to assure that the learning platform that they are using is accessible and does not give any issues to
the students with disabilities (Archee and Gurney, 2007).

Finally, the project is also directed to QUALITY AUDITORS, which are people that can verify the
quality of the e-Learning projects. It can be firmly assumed that the accessibility is an indicator of the quality
of any product or service, if by quality it is understood that the user is satisfied by the product. It is evident
that for a blind person, a printed book cannot have a measurable quality, because it is not in a format that the
user can read, for example a Braille (Moreno-Chaparro et al., 2014) or Audio book (Armstrong, 2009). In this
way, one of the objectives of the project was to create a model of quality and accessible measurement of the
e-Learning courses (Bafiuelos et al., 2014). This model is public and the quality auditors can use them as a
reference to evaluate any course. The courses created during the project where accredited using the quality
model proposed.
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3. DELIVERABLES OF ESVI-AL PROJECT

In ESVI-AL Project, four types of deliverables have been generated:

Documents (books, guidelines, reports): Several reports about different aspects related to
accessibility of e-Learning have been published. The guidelines addressed to teachers, technicians
and auditors, were also published, these guidelines aim to easily explain how to apply the proposed
recommendations to achieve accessible e-Learning courses.

Courses: Three kind of online courses were prepared within the project.

o Two courses for educators. One to teach how to plan, design, and implement accessible
training programs in e-Learning mode. In addition, the other course is intended to teach
how to create accessible digital educational materials, such as documents, presentations,
pdf, videos, audio books, and web content. These courses have been taught to more than
one thousand teachers from twenty different countries through project’s duration.

o Six courses for students with disabilities, training for employment. These courses have
been useful for all students, including those with disabilities. These are courses on basic
computer office skills, entrepreneurship, community management (social networks),
preparation for job search, writing for communication essentials and customer service
foundations. These courses have been provided to more than five hundred students with
disabilities in Latin America.

o Two high-level technical courses. These courses are suitable for administrators and
developers for educational institutions. The first on the technical requirements to install,
maintain and update Learning Management Systems (LMS) platforms with accessibility
features. The second one on how to detect and correct accessibility issues detected on web
applications, among which one are precisely the LMS platforms, which are a type of web
application for e-Learning purposes.

Software: The Project partners improved and adapted the software code to install accessible LMS
platforms based on Open Source Moodle. It has also prepared an extension (plugin) to allow the
platform to suit the preferences and need of students, especially students with disabilities.

Observatory: As one of the main products to ensure the sustainability of the project results, the
group of partners has established a Cooperation Network on Accessible e-Learning and e-Society,
and as an extension of this Network was created an Observatory. From this observatory all Project
results and other additional services will be made available to all interested stakeholders. Any
person or institution are invited to join to the proposed network and be part of the different services
offered by the observatory available through www.esvial.org.

Table 1 presents the main results of ESVI-AL Project described in the four kind of deliverables. As a

reference, the results are identified as Rn, Gn, Cn, Pn and On. Each of the items numbered are explained as
follows: Rn represents the Reports, Gn represents the proposed guidelines, Cn identifies the ten courses
prepared along the project, Sn identifies the software, Pn identifies the six publications from international
conferences organized by the project partners, and finally On identifies the ESVI-AL Observatory services.
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Table 1. ESVI-AL deliverables and potential users.

Symbol (X) indicates than it is not the main user of this deliverable

Deliverable Educator | Student LMS Quality
with Admin. | Auditor

Disabilities

R1: Report on accessibility in higher education for people with X

disabilities

R2: Report on technology supporting the education of persons X X

with disabilities

R3: Report on web accessibility and accessible web design X

R4: Report on open educational resources that can support the X) X

training of people with disability

R5: Report on semantic and social web technologies for X) X

accessibility

R6: Report on the difficulties of access and permanence of X

students from vulnerable populations

R7: Report on the accessibility of Learning Management X

Systems (LMS)

R8: Report on training needs for people with disabilities (X) X

R9: Report on standards and capability maturity models related X

to the quality and accessibility of e-Learning

G1: Methodological guide for the implementation of accessible X X

e-Learning projects

G2: Best practices and success stories on implementation of X X X

accessible e-Learning projects, and accreditation of quality and

accessibility of e-Learning projects

G3: Guide for creating accessible digital content: documents, X X

presentations, videos, web pages

G4: E-Learning quality and accessibility accreditation model (X) (X) X

C1: Open online course about pedagogical design of accessible X

e-Learning courses

C2: Open online course about creating accessible digital X X

contents

C3: Open online course about managing accessible LMS X

C4: Open online course about programming accessible web X) X

pages and applications

C5: Open online courses to improve employability X

S1: Moodle-Esvial LMS (software) X

P1: Proceedings of CAFVIR conferences X X X

P2: Proceedings of ATICA conferences (X) X

O1: ESVI-AL observatory services X X X X

4. RECOMMENDATIONS OF USE

From a pedagogical perspective, this section is intended to provide a group of steps for a stakeholder
involved in an educational project, especially if it is the first time hearing about the ESVI-AL initiative. As a
first step when the participant get in touch on the initiative towards an accessible e-Learning project, he or
she should identify which of the four user profiles best suits her interests. The aim of this section is to
provide a summary of the theoretical and state of the art research prepared in three years within ESVI-AL.

The reader will explore on the starting steps, finding recommendations on how to take advantage of the
project’s results towards accessible e-Learning implementations, that are presented for each of the four type

of potential users identified in section 2.
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4.1 Recommendations for EDUCATORS

If an educator intends to improve his/her teaching methods and skills to achieve an accessible e-Learning, the
recommendation is to follow the next steps:

N

1. To read the reports R1, R2 y R6, to understand about the potential problems that students with

disabilities may have when dealing with content not prepared to be accessible. If the reader is
interested to apply a complete methodology to create an accessible e-Learning course, then he/she
should be part of course C1, addressing all the phases in the formative e-Learning cycle.

. To be part of course C2, in order to learn on how to create digital accessible teaching material.

3. Once the educator has decided to apply the knowledge from course C1, he/she can use the

guidelines G1 and G2 as support material to solve frequently asked questions. The guideline G2 has
practical examples applying the proposed methodology in real courses.

4. Once the educator has decided to apply the knowledge from course C2, he/she can use the

guidelines G3 as support material to solve questions that could find in the process.

5. If the educator teaches a Computer Sciences/Informatics subject, he/she can be enrolled in course

C4, to learn how to create web pages and web applications with accessibility features.

6. If the educator prepared an E-Learning course and wants to submit the course to an accreditation

process to evaluate quality and accessibility, then he/she should read guideline G4 in order to learn
about the details of the accreditation model and especially the tasks that the educator will be asked
to perform.

7. If the educator wants to use open educational resources with accessibility features available on

Internet, he/she is invited to read the report R4 about the state of the art on the subject; and if he/she
wants to explore on further details should read report R5 on resources using semantic and social
web.

8. If the educator has plans to create an e-Learning course intended especially for students with

disabilities, with a focus on employability skills, he/she should read the report R8, presenting
identified topics analyzing required competences and skills needed for different kinds of work
positons.
9. To learn about practical experiences and recent research lines related to accessibility in E-
Learning, the educator should read the conference proceedings (P1) from CAFVIR conference
organized by ESVI-AL

10. To learn about general aspects related to accessibility, the educator could find useful the

conference proceedings (P2), from ATICA conference, also organized by ESVI-AL, these
conference series include a workshop entitled ATICAccess about topics related on accessibility
within Information and Communication Technologies (ICT).

11. Finally, the educator should register to be part of the Cooperation Network ESVI-AL, being part

of this network he/she will be informed of all the services offered by the Observatory (O1).

4.2 Recommendations for STUDENTS

There are results from ESVI-AL project that have been created for students with disabilities, there are
training courses to improve the employability skills. Therefore, students could follow the next steps:
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1. Students should read report R8, this report presents a detailed examination of the possible subjects

related to courses to learn competences and skills needed by the labor market.

2. Students should read report R4 on the state of the art on supply and demand of accessible courses

over Internet.

3. The students could enroll one of the accessible courses prepared by ESVI-AL (C5) with the

objective to learn employability skills to improve the changes to apply to the most demanded jobs
in the labor market. These courses (C5), are related to competences and skills to improve the
employment status of any person, and especially for persons with disabilities. These courses are
endorsed by two important organizations for people with disability: Disabled People’s
International — Latin America (DPI) and Latin American Union of the Blind (ULAC).
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Finally, students should register to be part of the Cooperation Network ESVI-AL, being part of
this network they will be informed of all the services offered by the Observatory (O1).

4.3 Recommendations for LMS ADMINISTRATORS

The staff members involved in the Learning Management Systems (LMS) in educational institutions, could
also find useful results for them if are willing to have an LMS accessible platform, especially an LMS
platform based on Moodle. The recommendation is to follow the next steps:

1.

2.

10.

To read the report R2 to learn technologies that students with disabilities use to access e-Learning
platforms and possible barriers that they can find.

To read the reports R3 y R7, to understand recommendations, standards, regulation and legislation
related to accessibility in web pages and particularly on the most used LMS platforms.

To read the report R5, that can help him/her to learn and use the advantages of semantic and social
web technologies, and explore which of them can be used in LMS platforms and learning content
repositories or LMCS.

To be part of course C2, in order to learn on how to create digital accessible teaching material with
the aim to be able to check and assess if the content published by the teachers is accessible to
maintain accessibility in the LMS platform.

To download the code software S1 and be part of course C3, intended for staff managing an LMS
based on Moodle, where they will learn how to install, maintain and update this software to have
an accessible LMS.

To use the guidelines G1, G2 y G3 as support material to achieve that the digital contents available
in the LMS have accessibility features.

To be part of course C4, because while being the administrator of an LMS platform, some web
pages or web applications could need changes at code level to achieve accessibility and the
administrator could need technical competences.

If the institution have plans to submit a course installed on the LMS platform to an accreditation
process to evaluate quality and accessibility, the administrator should read guideline G4 to learn
about the details related to the accreditation model and especially the information that he/she
should prepare and provide to the quality auditor.

To learn about practical experiences and recent research lines related to accessibility in e-
Learning, they can read the conference proceedings (P1, P2), from CAFVIR and ATICA
conferences organized by project ESVI-AL.

Finally, the LMS administrators should register to be part of the Cooperation Network ESVI-AL,
being part of this network he/she will be informed of all the services offered by the Observatory
(01).

4.4 Recommendations for QUALITY AUDITORS

One of the main objectives of ESVI-AL project has been to improve the quality and accessibility of e-
Learning. For this purpose, a quality model was proposed with the collaboration from the Iberoamerican and
Caribbean Institute of Quality in Distance Education (CALED). The aim of the proposed quality model is to
provide a reference model to evaluate the quality of courses. In this sense, the recommendation is to follow
the next steps to the quality auditors involved in the e-Learning process:

1.
2.

3.

To read the report R9 for a general overview of quality models for e-Learning.

To read the guideline G4 to learn about the details of the quality and accessibility model for
accreditation proposed by ESVI-AL with the collaboration of CALED.

To read the guideline G2 with examples and best practices for courses already accredited by the
proposed model.

To learn about other case studies the auditors could read the conference proceedings (P1) of
CAFVIR, a specialized conference on quality and accessibility in e-Learning.
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5. Finally, the educator should register to be part of the Cooperation Network ESVI-AL, being part
of this network he/she will be informed of all the services offered by the Observatory (O1).

5. CONCLUSION

One of the main goals of any project co-financed with public funds, in this case funds from the European
Union, is the sustainability of the results and the dissemination so that the results can be exposed and used for
as many people as possible. At the end of the ESVI-AL project duration (2011-2015), the products have been
used successfully by hundreds of people from many countries. The aim now is to benefit other stakeholders,
and for this, the project partners have identified potential profiles that may be of use for everyone. The four
potential profiles identified are educators, students with disabilities, administrators of learning management
systems and quality auditors in e-Learning.

In this paper, we have proposed a starting guide to explore on the basic steps towards and accessible e-
Learning project, the reader is able to identify suggestions for the use of the project results for each of the
proposed profiles. The objective is to collaborate to move towards a universal inclusive education in a fairer
society through an accessible e-Learning. For this, the results from ESVI-AL can be used to achieve an
inclusive e-Learning, and especially an e-Society.
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ABSTRACT

This paper reports on a pilot study in which researchers explored new ways to design and to implement an original
English as a Foreign Language (EFL) Flipped Learning (FL) course at a university in Japan. FL in this course-based
action research study was defined as a form of Blended Learning in which students in small groups engaged in outside-
of-class e-learning preparatory tasks, on a website called Inkling Habitat, for in-class Collaborative Learning activities. A
FL approach was adopted in an effort to raise the current low levels of student participation in e-learning activities in
EFL courses. In order to sustain the motivation levels needed for on-going engagement in the outside-of-class e-learning
tasks, messages were sent by the teacher to the students by means of an online social networking system (SNS) called
LINE (http://line.me/en/). The messages were available on the students’ primary means of internet access and SNS
communication with their peers, mobile devices such as cell phones and tablet computers, and also on PC-based
platforms. The students’ post-course evaluations revealed that the students used their mobile devices for all of the online
components of the course and not PC-based platforms. The students described the preparatory materials on the Inkling
Habitat website as interesting and the students reported that they conducted research on the topics of the online reading
texts by using URL research-site links which were included with the materials. The students reported that the e-
mentoring messages sent by the teacher encouraged them to collaborate with each other on the online tasks. Moreover,
the students said that they were active participants in the in-class Collaborative Learning tasks. They believed that the
support provided by the teacher online and in class helped them engage actively in the in-class discussions. The pilot
study indicated that there is justification for the development of other FL courses that are based on teacher support for
student collaboration on learning tasks in small groups online and in class. In future the planning of courses which feature
e-learning activities should be based on an assumption that students will use mobile devices to access the internet and to
communicate with their peers.

KEYWORDS

Blended Learning, Flipped Learning, Collaborative Learning, the Inkling Habitat website, the LINE Social Networking
System, Mobile Online access devices

1. AFLIPPED LEARNING APPROACH TO EFL LEARNING

Blended Learning (BL) is a combination of conventional classroom face-to-face delivery of lesson
instruction with online-mediated instruction. The online lesson component may take place in class in tandem
with the face-to-face components of a lesson, or it may be conducted entirely outside of class (Osguthorpe &
Graham, 2003). Flipped Learning (FL) is a BL teaching methodology, currently being developed, which uses
the two BL channels of communication to reverse the conventional patterns of classroom teaching and
learning.

In FL courses, teachers provide their students with outside-of-class online content lectures or other
preparatory materials and tasks while classroom time is used for students to seek advice from the teacher and
to help each other understand the lesson topic through peer-instruction activities (Ishikawa, Akahane-
Yamada, Smith, Tsubota, & Dantsuji, 2014). Current FL course design intends to take advantage of the on-
going developments in ICT to create effective combinations of what can be done best online outside of class
and what can be done best in class time.
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An FL approach to EFL teaching and learning with its abundant online opportunities for review and
practice may support language learners at lower-proficiency levels (Hamdan, McKnight, McKnight, &
Arfstrom, 2013), and result in written-language skill improvement (Stuntz, 2013) and listening skill building
(Kim, Byun, & Lee, 2012). These three studies found that when a FL approach balances the online outside-
of-class learning opportunities with in-class discussion activities which engage all learners in communication
with each other and their teacher, it results in improvements in language learning.

There are three reasons an FL approach to BL in EFL education is worth exploring. First, online
preparation for lessons offers students easily accessible opportunities for communication with fellow students
and teachers while the assignments are been done. Second, collaboration in class in learning teams may be
enhanced by collaborative online communication. Finally, PC-based platforms for the provision of learning
materials and class communication have enhanced conventional outside-of-class opportunities for students to
gather in study groups and to consult with their teachers through the all-inclusive and flexible nature of
online communication. However, an apparent student shift away from the use of PC-based platforms for
online information gathering and social communication should be taken into account.

The use of mobile devices, such as smart phones and tablet computers, in FL for online teacher-student
and student-student communication should be investigated because university students in Japan, and perhaps
elsewhere, increasingly rely almost exclusively on mobile devices rather than PC-based platforms for
‘anytime anywhere’ online access and communication with their peers. A recent survey of students in all four
years at Kyoto University of Foreign Studies showed that 87.8% of the students use smart phones and that
the majority of these students have the messages that is sent to their university email addresses automatically
transferred to their smart phones (Kyoto University of Foreign Studies, 2014).

This FL project adopted the Jones Model of Learning (2006) as a guideline for learning task design and
implementation. It is a five step process which is centered on the processing of information by the learner
from various sources including the instructor’s lectures in class, or in video and written text formats, other
written text materials, and in-class peer discussions. The learner plays the following roles in the process: 1)
The learner receives a stimulus in the form of information from an instructor, a text, or another learning
resource. 2) The learner questions and analyses this information, and examines it from different perspectives.
3) The learner relates this information to what is already known. 4) The learner synthesizes knowledge from
the first two steps. 5) The learner attempts to integrate the new knowledge with existing relevant knowledge
(Jones, 2006).

The Jones Model of Learning can serve as a guideline for an experimental FL Collaborative Learning
EFL methodology if it is reasonable to assume that the learners’ creation of new knowledge about language
through collaborative peer interaction leads to making connections with previous knowledge that may be
beneficial because interaction with peers, ideally, can accommodate different learning styles more effectively
than a ‘one-size-fits-all approach’ (Jones, 2006).

FL rests on an assumption that students will use learning task materials before class, so that classroom
time can be devoted to interaction between students and their teacher that will support the outside-of-class
study through mutual problem-solving tasks and analytical examinations of learning materials. This study
examined a Collaborative Learning approach to generating, and then sustaining, motivation and engagement
in an FL course.

2. COLLABORATIVE LEARNING

Collaborative Learning is a familiar learner-centered approach to EFL teaching which has been defined as a
“personal philosophy, not just a classroom technique” (Panitz, 1999, p. 2). It relies on teams of students
working towards the building of team skills and team capacity in order to achieve the team’s goal. The
success of the learning tasks depends on cooperation among students for building understanding. Dillenbourg
(1999) defines collaborative learning as interaction between people that is expected to create learning
mechanisms which make possible the primary purpose of collaborative learning: the achievement of the
desired learning product.

In contrast, Cooperative Learning, another learner-centered learning-team EFL methodology has been
defined as “the instructional use of small groups so that students can work together to maximize their own
and each other’s learning” (Sachs, Candlin, & Rose, 2003, p. 181). It has also been described as an
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instructional method that encourages students to work together on a given task, and that prompts students to
find gaps in each other’s knowledge. The type of task determines the type of cooperation that takes place
(Slavin, 1987; Veenman, Kenter, & Post, 2000) but generally, the target of team work is to close the gaps.
The tasks are often specific and content based with structured learning tasks (Panitz, 1999), and the
instructions originate from the teacher who leads the task (Slavin, 1987).

Collaborative learning is more learner-centered and product-focused with the emphasis placed on students
taking autonomous responsibility in purpose-driven groups for achieving the aims of their work, as a group,
through good communication. In more process-focused cooperative learning approaches, teachers design and
manage the language-learning events and learners are less involved in learning task design and management.

Thus, although both approaches can usefully inform FL practices in a BL approach to EFL education, FL
in this study in terms of its philosophy and aims has been predominantly guided by Collaborative Learning
methodology. The primary FL aim in this project is to explore ways to encourage students to take
responsibility for their own learning, as members of a team, and to encourage students to focus their attention
on building productive team communication. Furthermore, the aim of creating a learning environment in
which the teacher is a facilitator, a mediator and a motivator of the learning process, not its controlling
director may match with a student sensitivity towards ownership of their online communication, particularly
via their mobile devices.

3. RESEARCH QUESTIONS

This study sought to answer the following two research questions:

1) Would the flipped learning approach in this study encourage students to work together on learning tasks?

2) Would the flipped learning approach in this study establish interaction between students and their
teacher during in-class and outside-of-class components of the course?

4. COURSE DESIGN: THE EFL FLIPPED LEARNING COURSE

In order to encourage students to work together on learning tasks and to establish student-teacher, student-
student interaction both in class and outside of class, an original EFL flipped learning course was
implemented from May, 2014 to July, 2014 at a university in Japan. Students in small groups engaged in
collaborative learning tasks both outside of class and in class. Outside of class they collaborated online to
help each other understand the course reading assignments, to conduct research activities related to the
reading materials, and to create a slideshow presentation of a summary and analysis of the reading
assignment. They also prepared to report the findings of their research. In class the presentations were made
and discussed. The teacher monitored the students’ participation in the online and in-class learning tasks and
offered timely proactive and reactive problem-solving guidance and support.

A conventional EFL in-class methodology typically consists of three phases: input, intake, and output
activities. Students are exposed to comprehensive input of an English text in order that they may have an
opportunity to learn about a language feature that is new to them. If they understand the new feature of the
language and it becomes part of their language knowledge, intake has occurred (Ishikawa, Kondo, & Smith,
2010). After engaging in learning tasks which are intended to allow intake to occur, students conduct output
activities to practice, using the new language feature. At the end of the class time, the teacher usually assigns
homework as an individual outside-of-class learning task to reinforce the in-class learning. The grading of the
homework assignment by the teacher confirms whether the intended teaching aims have been achieved.

In the EFL flipped learning course described in this paper, in the outside-of-class component, students
worked together on learning tasks in an interactive cloud-based environment, the Inkling Habitat website
(https://www.inkling.com/habitat/), in collaboration with each other and their teacher. The teacher supported
their collaborative learning by sending the students timely needs-based messages by means of a social
networking system called LINE (http://line.me/en/). A survey conducted in June, 2013 revealed that 98% of
100 randomly chosen students at Kansai University, Japan used LINE (Sankei Express, 2013). Therefore, it
was anticipated that many of the students who participated in this study had experienced the use of LINE as a
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communication tool with other students, and thus, that they would be able to use the LINE system. Table 1
shows the messages sent by the teacher.

Table 1. Messages sent by the teacher

Message type Time when the message was sent
Advice When the students found problems related to the outside-of-class activities
Encouragement Every day until the students started collaborative learning
After the initiation of collaboration— before and after weekends

In class, after the students reflected on their outside-of-class activities, they collaborated in small groups
on intake and output learning tasks which the teacher facilitated within the collaborative learning
environment. Before the end of the class time, the students reflected on what they had done in class.

Figure 1 shows a conceptual diagram of the transformation of a conventional EFL in-class lesson to the
EFL flipped learning methodology described in this paper.

Conventional EFL in-class lesson

Input Intake Output
activities activities activities

Outside

of class

Flipped learning

hd Intake and output activities
~clas Collaborative learning
ctivities
: Input activities
Outside - -
of class Collaborative learning
Learning materials on the Inkling Habitat

Figure 1. Conceptual diagram of the transformation of a conventional EFL in-class lesson to flipped learning

Homework ‘

The flipped learning course consists of two-session units, one session per week. Outside of class the
students read the assigned reading texts and prepared written and oral summaries of the texts. In class they
used their written summaries to make oral presentations. This set of outside-of-class/in-class learning tasks
comprises one learning session. In the next session of the unit, they created a slideshow outside of class, and
then in class, they used the slideshow to make a presentation. After the presentations, discussions were held
about the presentations. The following outline shows the flow of the learning tasks in the two sessions of one
unit:

Session 1

Outside-of-class learning tasks

1) Students engaged in small-group collaborative learning in order to understand a reading text on the
Inkling Habitat.

2) The teacher sent needs-based messages by means of LINE.

In-class learning tasks

1) Students reflected on what have done in the outside-of-class learning tasks.

2) The teacher provided the students with an achievement test such as a reading comprehension test, to
make sure that the students have understood the text.

3) The students in small groups collaborated on a written summary of the text and prepared an oral
presentation for the in-class session.

4) The teacher provided the students information and suggestions for the next outside-of-class learning
tasks. The teacher also gave the students information about useful websites for the further research
assignment.

5) Students reflected on the in-class learning tasks.
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Session 2

Outside-of-class learning tasks

1) The students in small groups collaborated on the research questions assigned by the teacher. They
prepare a group slideshow on the Inkling Habitat website for a presentation of their research findings in
class.

2) The teacher sent needs-based messages by means of LINE during the collaboration process.

In-class learning tasks

1) Students reflected on what they did in the outside-of-class learning tasks.

2) The students in their groups used the slideshow to present their research findings. They held discussions
about the presentations.

3) The teacher supported the students by giving them comments and advice.

4) Students reflected on the in-class activities.

5. VALIDATION OF THE STUDY

In order to answer the two research questions, a post-course evaluation was conducted in the last class and a
semi-structured interview with students was held one week later at the end of July, 2014. Five students in the
Department of Global Affairs at a university in Japan participated in the study and completed the course
evaluation. All of the participants owned smart phones or tablet computers, and used LINE, a social
networking system, to communicate with other students. The questionnaire for the course evaluation
consisted of two parts, as explained in Table 2 below.

A 4-point Likert Scale was used to measure the responses in order to adequately allow for the expression
of a range of participants’ beliefs and feelings about the course. The ratings of 1 and 2 respectively
corresponded to strongly disagree and disagree; and the ratings of 3 and 4 respectively corresponded to agree
and strongly agree.

When examining the internal consistency of scores on the questionnaire, the value for Cronbach alpha
was high, .76. Tables 3 and 4 show the results of the two different parts in the participants’ course evaluation.
The open-ended question in Part I asked about the students’ feelings about the outside-of-class activities. In
Part I1, three open-ended questions were asked for the students’ feelings about: 1. the presentations that they
made; 2. the discussions that they conducted; and 3. the support provided by the teacher (see Table 2).

Table 2. Questionnaire

Part Question Number of items
4-point Likert Scale Open-ended
Part | Questions about the outside-of- 6 1
class learning tasks
Part Il Questions about the in-class 8 3

learning tasks

As for the outside-of-class learning tasks (see Table 3), the participants said that the reading materials on
the Inkling Habitat were interesting, and four out of the five students used the URLs which were provided to
conduct research related to the reading texts. As for Item No. 3, two participants reported that they did not
constructively collaborate with the other students on developing an understanding of the reading texts, and on
creating the slideshow to report their research findings. Those two students’ comments on the open-ended
question show their feelings: “I was so puzzled that I had to work together with the other students to
understand the texts”; and “T absolutely could not get used to working on the tasks, especially understanding
the texts, in a group. | think the homework we do outside of class should be totally individual.”

As for the messages sent to the students by the teacher during the outside-of-class activities (Item No. 4),
all of the participants read the messages. Moreover, the participants reported that the advice was useful for
understanding the reading texts, and for creating the slideshow (Item No. 5). They appreciated that the
encouragement sent by the teacher kept the participants working together on the tasks (Items No. 6). Typical
comments were similar to the following student’s reply to the open-ended question: “The encouragement
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from the teacher made me want to work on the outside-of-class tasks and kept me doing the work every week
of the course, | really think so because usually | do not do my homework properly.”

Table 3. Results of Part | of the participants’ course evaluation

Part Item Mean (SD)
Part | 1. The reading text was interesting. 3.60 (0.55)
2. | looked for at least one related text each unit using the search 3.40 (0.89)

engines.

3. I actively worked on understanding the reading texts, and creating 2.80 (0.45)
the slideshow with the other members of the group.

4. | read the messages sent by the teacher. 4.00 (0.00)
5. The advice sent by the teacher was useful for understanding the 3.40 (0.55)
reading text, and for creating the slideshow.

6. The encouragement sent by the teacher kept me working with the 4.00 (0.00)
other students on understanding the reading texts, and on creating the

slideshow.

As for the responses regarding the in-class learning tasks, reported in Table 4 below, the participants were
satisfied with the tasks and they reported that they were interesting. They said that they were active
participants in the collaboration with other members in the group in making summaries of the text, and in
preparing and making presentations based on the summaries of the text. They also reported that they took an
active part in the in-class discussions on the research findings reported in the presentations.

The participants also felt that the reflection on the outside-of-class learning tasks at the beginning of the
classroom time was useful to help them collaborate on the in-class tasks. However, regarding the reflection
on the in-class learning tasks held at the end of the lesson, the students felt that it was not useful support for
the next outside-of-class learning tasks (see Item No. 11). The following comments from two students were
typical: “I know it is important to reflect on our previous work, but I can’t see the reason why | should
reflect on the in-class tasks for the next outside-of-class activities. The reading text we will read next is
different”; and “I cannot see a strong link between the in-class tasks and the next outside-of-class tasks.”

As for the support provided by the teacher for the following outside-of-class activities, the participants
reported that it was useful (Item No. 13). Moreover, the participants believed that the teacher’s support was
especially useful for the class discussions on the research findings (Item No. 14). Typical comments were
similar to the following student’s reply to the open-ended question: “I enjoyed the in-class activities. | had
never had any experience of students’ work taking up the whole classroom time by making presentations and
having discussions about the presentations with the teacher just supporting everything we did.”

Table 4. Results of Part 11 of the participants’ course evaluation

Part Item Mean (SD)

Part 11 7. The achievement test was useful for understanding the reading text. ~ 3.00 (0.71)
8. The presentation was interesting. 3.80 (0.48)

9. The discussion was interesting. 4.00 (0.00)

10. The reflection on the outside-of-class activities was useful for the 3.40 (0.55)
following in-class activities.

11. The reflection on the in-class activities was useful for the next 2.00 (0.00)
outside-of-class activities.
12. I actively worked on summarizing the text, on preparing and 3.40 (0.55)

making presentations on the summaries of the text, and discussing the
texts and the research findings.

13. The support given by the teacher was useful for creating the 4.00 (0.00)
slideshow.
14. The support given by the teacher was useful for the discussions. 3.60 (0.55)
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6. CONCLUSION

This paper reported research that showed a flipped learning approach to EFL teaching, which includes
students’ mobile devices as a means of communication, may encourage students to engage in collaborative
learning in outside-of-class and in-class learning tasks. The support of the teacher during the performance of
the online and the in-class learning tasks appeared to sustain engagement in online tasks and to provide
satisfaction to students on their in-class performance.

The answers to the two research questions are as follows:

Research Question 1
Would the flipped learning approach in this study encourage students to work together on learning tasks?

The students’ post-course evaluations revealed that the students felt that the reading materials on the
Inkling Habitat were interesting and most of the students used the research-site URLS related to the reading
materials outside of class. However, two of the five participants felt that they did not constructively
collaborate on understanding the reading texts, and in creating the slideshow presentation of their research
findings. Those two students believed that they should complete tasks given outside of class individually, and
not in a group. This could be because of the influence of conventional EFL teaching methodology that relies
on individual outside-of-class homework assignments.

The course evaluations also revealed that the students were satisfied with the in-class learning tasks. They
reported that the tasks were interesting. They said that they actively collaborated on the learning tasks with
the other members of their group in class.

Research Question 2
Would the flipped learning approach in this study establish interaction between students and their teacher
during the in-class and outside-of-class components of the course?

The students’ post-course evaluations indicated that the students believed that the messages sent by the
teacher encouraged them to collaborate on the tasks and that those messages were useful for understanding
the outside-of-class activities. The students also reported that the support given in class by the teacher for the
outside-of-class activities was useful. They believed that the support given by the teacher was also useful
during the in-class learning tasks.

Thus, the pilot study indicated that there is justification for the development of other FL courses that are
based on teacher support for student collaboration on learning tasks in small groups online and in class. An
FL approach to EFL teaching which allows students to use their mobile devices such as smart phones and
tablet computers to access learning materials and to engage in communication with their classmates and
teachers should be investigated to discover if it improves the rates of sustained student participation in e-
learning activities.

Our next task is to revise the EFL FL course design in order to effectively combine in-class and outside-
of-class learning tasks so that a larger scale study can be carried out. It will be important to make the FL
Collaborative Learning course class management feasible for busy teachers.
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ABSTRACT

This study investigated the effects of the use of Online Puzzle System (OPS), an alternative learning strategy, on the
learning and achievement levels of students. A pre- and post-test experimental model was used. In the study, 30 students
were chosen from each of the tenth grade classes of the Department of Information Technologies of Gazi Anatolia
Technical and Industrial Vocational High School in Elaz1g. In total, experimental and control groups consisting of 60
students were formed. These groups were equalized based on a pre-test implemented in the ‘Fundamentals of Information
Technologies’ course. The control group received traditional instruction; in addition to traditional instruction, the
experimental group conducted puzzle activities with the OPS. Four weeks after implementation, an academic
achievement test was re-applied to the groups to determine learning retention. In analysis, pre- and post-test means and
standard deviation distributions were calculated, and t-test was used to determine significant difference. Moreover, the
Online Puzzle Use Attitude Scale developed by the researcher measured the effects of the puzzles. It was concluded that
using online puzzles increases academic achievement and retention. Moreover, it was seen that students enjoy online
puzzles and think they are helpful in recalling technical terms.

KEYWORDS

Online Puzzles, Crossword Puzzles, Interactive Learning, Academic Achievement, Retention.

1. INTRODUCTION

In the teaching-learning process, determining aims to be reached is of vital importance. In 1960, a pioneer in
the behaviorist movement, Robert Gagné, developed the following teaching model (Gagné, 1985). This
model provides a great deal of valuable information to teachers and is an excellent way to ensure an effective
and systematic learning program, as it gives structure to lesson plans and a holistic view to teaching
(Khadjooi, Rostami, & Ishag, 2011). Evaluating the results of teaching-learning activities and adapting
material depending on these results is crucial in terms of retention of acquired behaviors. Behaviors not
repeated adequately can be forgotten, so repetition should be made at a degree to promote retention.

During the 1960s, Edgar Dale theorized that learners retain more information by what they “do” as
opposed to what is “heard”, “read” or “observed. Dale (1969) has stated that retention rates of information
learned are closely related to the manner of instruction. According to him, learning occurs 10% by reading,
20% by listening alone, 30% by listening in combination with watching a board or projector, and 50% by
watching people do something while listening. Moreover, the psychological basics of learning underline the
fact that students should be at the center of study and do activities themselves. In order to relieve monotony
in the classroom and arouse interest and encourage participation of students, activities such as puzzles and
educational games should be used. These forms of active learning are helpful to review and practice,
determine knowledge gaps, and develop new relationships among familiar concepts. Research on the specific
benefits of crossword puzzles has shown that they engage thinking functions and may help prevent memory
loss. In addition, crossword puzzles can help build cognitive reserve (Wilson et al., 2010). Giirdal and Arslan
(2011) have suggested that using puzzles in lessons increases both attention level of students and retention of
concepts. For these reasons, the crossword puzzle has been used in fields of education such as mathematics,
science, biology, and medicine to improve student learning.
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1. Gaining Attention
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3. Stimulating Recall of Prior Learning
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N

6. Eliciting Performance (Responding)
592

7. Providing Feedback
RZ
8. Assessing Performance

N

9. Enhancing Retention and Transfer

Figure 1. Steps in the Teaching Model (Adapted from Gagné, 1985).

Franklin, Peat, and Lewis (2003) found that crossword puzzles accelerate learning for first-year biology
students and helps them learn terms in an entertaining environment. In a study in the field of pharmacology,
it was concluded that a well-planned crossword puzzle is an appropriate method for testing high-cognitive
levels when compared with other evaluation types (Sivagnanam, Rajasekaran, Jayashree, Sreepriya, &
Rajakannu, 2004). In another study where crossword puzzles were used in a medical course, it was observed
that using such exercise stimulated and activated the interactive learning among the students, reflected by
their positive attitude and response (Manzar and Al-Khusaiby, 2004). Weisskireh (2006) stated that a well-
designed crossword puzzle activity may offer students an easy and engaging way to review concepts for a
test. Songur (2006) stated that puzzles and games in mathematics support retention of the lesson, improve the
attitudes of students, and increase achievement scores when compared with traditional lessons. In a study
where crossword puzzles were used in Psychology and Anatomy, students expressed that puzzles are
attractive, entertaining, and helpful in recalling the concepts and present a varied learning experience
(Kalyani, 2007). Parsons and Oja (2008) conducted a study in which they used crossword puzzles for
teaching computer terms and found a significant effect on increasing students’ efforts to learn. In a study
where crossword puzzles were used in the instruction of electro-magnetism, it was concluded that crossword
puzzles created by a computer have useful effects on learning for engineering students (Olivares et al., 2008).
In a study where free software for creating crossword puzzles was used in the field of sports instruction,
puzzles lessons increased the interest of the students compared to traditional instruction (Berry & Miller,
2008). Saxena, Neshitt, Pahwa, and Mills (2009) researched the benefits of puzzles in terms of being a fast,
productive way of reinforcing the learning of short words and basic terminology. In Blood Science and
Pathology courses, groups of 6 and 7 students were formed to solve puzzles. It was concluded that using
crossword puzzles contributes to student learning. The researchers suggested that creating logical crossword
puzzles is an effective method for transferring closely related content, discussing, recalling necessary words,
thinking critically, and forming small cooperative groups. In 2010, Whisenand and Dunphy (2010) concluded
that the use of crossword puzzles accelerated the learning of vocabulary in an introductory management
information systems (MIS) class. In a study where students created crossword puzzles in the field of finance,
students found the activity attractive and helpful in learning financial terms; students thought that this activity
enhanced their creativity, reasoning, written communication, and research skills (Serna & Azor, 2011).
According to Giirdal and Arslan (2011), teaching Turkish to foreign students using puzzle activities increases
the interest of the students and helps them learn.

Paper-based puzzles are frequently used, and there are few web-based puzzles (Segken, 2006; Tikbas,
2011). Despite their frequent use, preparing and evaluating paper-based puzzles can require a significant time
investment; another disadvantage is the lack of immediate feedback. Based on the literature review, there is
no dynamic, online puzzle system used in Turkey for educational purposes. This study uses an Online Puzzle
System (OPS) by which instructors can prepare puzzle activities for students to solve online. The technical
and functional properties of the OPS developed and used are beyond the scope of this study. The system
presents a user-friendly interface with Turkish character support and number-writing properties.
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The general purpose of this study is to determine whether the use of online puzzles in the instructional
process has an effect on student achievement and learning retention. To achieve this aim, the following
hypotheses were tested:

1. Using puzzle activities in lessons increases student achievement.

2. Using puzzle activities in lessons increases retention of information learned by the students.

3. Students have positive attitudes towards using puzzle activities in lessons.

2. METHOD

The current study seeks to determine the effects of using online puzzles on academic achievement and
information retention. A pre- and post-test with control group experimental research design was
implemented. Study participants were tenth grade students in the Information Technologies Department of
Gazi Anatolia Technical and Industrial Vocational School in Elazig during the 2011-2012 year. Thirty
students each were chosen for the experimental and control groups, totaling 60 students. During the study, a
traditional instruction method was used for the control group, while the experimental group received both
traditional instruction and performed activities using the online Puzzle System. The subject Fundamentals of
Networking was chosen, and the implementation period lasted 6 weeks. Four weeks after completion of the
study, the achievement level of students was calculated again to test learning retention. To remove bias,
while forming the control and experimental groups, students were asked whether they wanted to participate
in the study, and their test grades were taken into consideration. The views of students on which group they
wanted to be in can be seen in Table 1 below.

Table 1. Students preferences on group participation

Groups Number of Students Percentage
Experimental 46 76

Control 14 24

Total 60 100

The students mostly preferred to be in the experimental group, since they found the online applications
interesting and thought that they would learn better with the extra materials. Sixteen students in the
experimental group were transferred to the control group through random selection. In order to determine
whether the groups were equal, pre-test results of the Fundamentals of Networking Module Achievement
Test collected at the beginning and at the end of the experimental process were taken into consideration. The
results of the analysis are shown in Table 2.

Table 2. Pre-test Results of the Fundamentals of Network Module Achievement Test

Groups N X S t Significance Level
Experimental 30 25.65 4.35

.87 21
Control 30 21.70 4.69

*p<.05

As seen in table 2, there is no significant difference between the pre-test results of the groups. Therefore,
the groups were equal.

2.1 Online Puzzle System (OPYS)

The general purpose of the OPS was to produce puzzles to enhance and make the online instructional
environment more effective. Often providing instruction in this environment can be challenging, but
solutions are entertaining with the help of the online system (OPS). In addition, the system was developed for
providing immediate feedback to students. There are three types of profiles: administrator, instructor, and
student. The students see the puzzle list developed for them. Two puzzle activities were arranged: one at the
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beginning of a lesson for reviewing the previous lesson and the other at the end of a lesson for reviewing
concepts just taught. The system has an immediate feedback property showing students whether each of the
letters is correct by color. Wrong letters are red, and correct ones are green. The instructor determines a time
limit for completion. Figure 2 shows a screen capture of OPS and Figure 3 shows a screen capture of the
solution page of the OPS.
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Figure 2. Screen capture of OPS
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Figure 3. Screen capture of the puzzle page of OPS

2.2 Data Collection Tools

Two types of measurement tools were used to collect data: the Information Technologies Course:
Fundamentals of Networking Module Achievement Test assessed learning and retention levels of students in
the experimental and control groups and the Online Puzzle Use Attitude Scale determined student views.
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Information Technologies Course: Fundamentals of Networking Module Achievement Test: This
test consisted of 40 multiple choice items in line with program gains, developed to measure achievement and
retention levels of the students. To ensure the reliability of the achievement test, KR-20 value was calculated
and found to be .63, with average difficulty as .47 and average distinctiveness as .36.

Online Puzzle Use Attitude Scale: This scale was developed by the researcher and applied to the
experimental group. It included 25 questions, which was implemented to the vocational schools as opposed
to the study group. The field experts analyzed the questions and made necessary corrections. A five-point
Likert Scale ranging from "strongly agree" to "strongly disagree™ was used to determine the attitudes of the
experimental group towards the use of online puzzles. The scale was tested on 101 students at four different
schools of the same level as the schools where the research was conducted. For statistical analysis, Cronbach
Alpha reliability co-efficient was calculated as .900. When the factor analysis table was analyzed, one factor
showed a negative value; when one was left out, the reliability of the scale increased. Two items not suitable
according to factor analysis were omitted, and Cronbach Alpha reliability co-efficient of the scale was
calculated as .915.

3. RESULTS

3.1 First Hypothesis

The first hypothesis of the study is, “Using puzzle activities in the lessons increases the achievement of the
students.” Differences between pre- and post-test results of students in the study were evaluated. Average
scores of students on the Information Technologies Course: Fundamentals of Networking Module
Achievement Test were compared, and dependent group t-test results are shown in Table 3 below.

Table 3. Dependent groups t-test results of pre- and post-tests of experimental and control Groups

Groups N X SS t Significance Level
Pre-test 11.35 3.39
Experimental 30 -77.6506 .000
Post-test 38.75 3.85
Pre-test 12.28 3.43
Control 30 -19.65 .000
Post-test 26.97 4,77
*p<.05

As seen in table 3, post-test achievement scores increased for both groups. However, when post-test
scores are compared, a significant difference in favor of the experimental group can be seen. According to
this result, the first hypothesis was confirmed.

3.2 Second Hypothesis

The second hypothesis of the study is, “Using puzzle activities in the lessons increase the retention of the
information learned by the students.” Four weeks after completion of the study, the achievement levels of the
students were calculated again to test learning retention. An independent t-test was conducted to compare
retention scores of the two groups, and the results are shown in Table 4.

Table 4. Independent groups t-test results of retention test scores of experimental and control groups

Groups N X SS t Significance Level
Experimental 30 30.36 4.12
7.956 0.000
Control 30 22.52 3.95
*p<.05
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In the results of the statistical analysis, a significant difference by a level of p<.05 was found between the
retention scores of the experimental and control groups. Therefore, the learning retention of the students in
the experimental group is higher than that of the students in the control group. According to this result, the
second hypothesis was confirmed.

3.3 Third Hypothesis

The third hypothesis of the study is, “Students have positive attitudes towards using puzzle activities in their
lessons.” A 23-item 5-point Likert type Online Puzzle Use Attitude Scale was developed and tested for
validity and reliability by the researcher, then implemented in the experimental group. To assess the results of
this scale, frequency, percentage, mean, and standard deviation techniques were used. The means are listed in
Table 5 in descending order. Gender difference was not a criterion, because the two groups consisted of only
males. Moreover, students in both groups had approximately the same age and education level, so no
grouping on these variables was formed in analysis. Results show that students in the experimental group had
positive attitudes towards OPA. Based on these results, the third hypothesis was confirmed.

Table 5. Means of the Experimental Group Replies to Questions of the Online Puzzle Use Attitude Scale (OPA: Online
Puzzle Activity)

No Item X Sd
2 | greatly enjoy the OPA process. 4.63 0.71
5 OPA eases the understanding of the terminology in the lessons. 4.63 05
17 OPA eases my learning. 4.63 05
© 23 The points gained in OPA form a competitive environment in class. 4.63 0.71
o 10 OPA helps me recall the terms and definitions. 4.5 0.73
£ 12 I would like to do more exercises with OPA and similar activities. 4.44 0.81
_; 6 OPA helps me to develop my terminology knowledge in the lessons. 4.38 0.77
S 7 OPA develops my self-confidence in knowing the terms. 4.38 1.02
% 14 It was fun to communicate with my friends while reviewing the material doing OPA. 4.38 0.8
8 OPA helped my exam preparation. 431 1.07
9 OPA was an entertaining activity supporting my learning of the terms in the course. 431 0.79
13 OPA developed my learning. 431 0.94
4 | want OPA to be used in other courses. 4.25 1
3 Doing OPA was entertaining. 4.19 11
15 The time limit given for OPA was enough. 4.19 0.88
° 20 The words can be put meaningfully in OPA. 4.19 1.04
o 19 OPA provided more self-satisfaction. 4.13 1.02
2’ 11 OPA was an effective tool for arranging the terms in my mind. 4.06 1.23
1 | want to participate in an activity like OPA again. 3.88 0.79
22 | felt as if | achieved an important thing when | completed OPA. 3.88 1.25
21 | prefer OPA to fill-in-the-blanks in sentence-type questions. 3.69 1.25
16 The questions used in OPA were appropriate for the puzzles. 3.38 1.36
18 OPA was a good method for reviewing the obscure course materials. 3.25 1.36

Hesitant

4. CONCLUSIONS AND SUGGESTIONS

The aim of this study is to determine whether the learning environment in which an online puzzle activity
was used has an effect on student achievement scores. This activity was used in addition to traditional
instruction based on narration. A six-week study was conducted in the department of Information
Technologies of Gazi Anatolia Technical and Industrial Vocational High School in Elazig during the 2011-
2012 academic year. In the teaching of the Networking Fundamentals Module of Information Technologies
Course for tenth graders, a significant difference in favor of the experimental group where online puzzle
activities were used in terms of the student achievement and retention of learning was found. Therefore, it is
concluded that using online puzzle activities in courses such as Information Technologies where many terms
exist assists the students’ retention. This finding corresponds with studies conducted by Songur (2006),
Saxena et al. (2009), Whisenand and Dunphy (2010), and Gurdal and Arslan (2011). Doing online puzzle
activities accelerates learning for students and helps them learn networking terms by creating an enjoyable
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environment. Other studies (Franklin et al., 2003; Kalyani, 2007; Lin & Dunphy, 2012; Parsons & Oja, 2008;
Whisenand & Dunphy) also support that finding.

The statements of students that they like OPA, want to learn with these activities again, and desire to see
puzzles in other courses can be explained by motivation, one of the basic principles of learning. According to
Yalin (2000), no one can learn without the desire. For this reason, instructors should use activities such as
puzzles and games to arouse the interest and learning desire of their students. Prensky (2002) suggests that
students feel comfortable and relaxed when entertainment is part of the learning process, allowing
information to be absorbed easily. Moreover, immediate feedback is a necessity since it increases
effectiveness. The puzzle system used in this study gives students immediate feedback through color, helping
students reinforce concepts to be learned. Students in the experimental group mentioned enjoying the slightly
competitive atmosphere with the points earned from the puzzles. Students also mentioned the pleasure they
felt after completing a puzzle. The level of difficulty compels students to try their best, releasing feelings of
excitement, fear, and enjoyment and satisfying their egos. There is a relationship between the difficulty level
of the puzzles and self-efficacy perceptions of the students. When students complete an activity and move on
to the next level, they feel a sense of accomplishment and pride.

From the findings of the study, it can be concluded that online puzzle activities help students understand
subjects better and aid in exam preparation. Moreover, these activities are effective for students in terms of
increasing understanding and retention of learned terms in and outside class, forming valuable learning
experiences. Doing these online activities in class as a course-end activity can be said to be more effective in
students’ learning than doing them outside of class. Gomez and Scher (2005) underline this conclusion by
expressing that for courses in which the content is full of word-for-word important concepts, using crossword
puzzles is more effective in cooperative environments.

The recommendations related to the online puzzle system are as follows. The current study was limited to
six weeks of implementation during the 2011-2012 school year at Gazi Anatolia Technical and Industrial
Vocational High School in Elazig. Similar studies could be conducted in other schools for longer periods and
at different levels, so the findings can be compared with those of the current study. This study is further
limited to an Information Technologies Course. Studies can be conducted with various courses using
appropriate online puzzle activities. Puzzle types other than the crossword used in the online puzzle system
of the current study should be developed and added. The system should also be developed by visual
multimedia objects, allowing it to be more interactive. Moreover, in the development process of such an
online puzzle system, educators, software designers, psychologists, and scholars from other fields should
work together. Usability tests should be conducted to improve user-friendliness of the system by adding
various features related to functionality and visuality.
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ABSTRACT

The paper presents lessons learned while using multimedia in form of slidecasts and screencasts in engineering education.
The paper proves that Technology Enhanced Learning could be relatively inexpensive. According to Dale’s Cone of
Experience there is a big need of multimedia in education, also in the field of engineering. Multimedia in the form of
podcasts (personal on demand broadcasting) can be very useful as a supplementary tool for lectures and software training,
but they have one common drawback — they do not allow two way communication. Presented case studies, showing
complete way in which multimedia can be used, are taken from two subjects — Applied Computer Sciences and
Computing in Civil Engineering. They include a full set of software animations and multimedia lectures. After analysing
the use of podcasts the real point of the paper is presented - a new look at streaming media in which students are asked to
perform easier task at home and learn from podcasts independently. This enables to solve more difficult problems during
classes. The paper presents results of survey of students’ satisfaction and compares them with similar surveys from
United States and Canada.

KEYWORDS

Streaming, slidecast, screencast, flipped classroom, students’ satisfaction.

1. INTRODUCTION

Confucius in 450 B.C. said: “tell me and I will forget, show me and I may remember, involve me and I will
understand.” As outlined by many researchers individuals remember much more details and information as
well as for longer if they are more associated with learning process. In 1946 Dale published his famous Cone
of Experience (Dale, 1946). Dale stated that the cone device can be a visual metaphor of learning
experiences, where the different kinds of audio-visual materials are arranged in the order of increasing
abstractness as one proceeds from direct experiences (Figure 1). One of the later extensions of this idea is
common opinion, that individuals generally remember: 10% of what they read, 20% of what they see, 50% of
what they see and hear, 70% of what they say and write and 90% of what they say as they perform a task.
Moreover, the entire process of learning is split into two parts: passive learning and active learning.

Blooms Taxonomy proposed in 1956 (Bloom, 1984) by a panel of educators chaired by Benjamin Bloom
is a categorization of learning objectives as well as activities split up into three areas: cognitive (mental skills,
knowledge), affective (feelings, emotional areas and attitude) and psychomotor (manual and physical skills).
The cognitive domain most significant in higher education requires mental abilities and also knowledge.
Within this domain one can find six major categories outlined from the most straightforward: knowledge,
comprehension, application, analysis, synthesis and finally evaluation.
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Verbal symbols
Visual symbols
Still pictures, radio, recordings
Motion pictures
Exhibits
Field trips
Demonstrations
Dramatic participation
Contrived experience

Direct, purposeful experience

Figure 1. Dale Cone of Experience

In the middle of 1990°s the cognitive domain has been modified. Titles associated with different types
have been transformed from nouns to verbs. Moreover, their order has been somewhat changed. Bloom’s
Revised Taxonomy (Anderson et al., 2000) demonstrates to a greater extent active way of thinking and also
consists of six different categories: remembering, understanding, applying, analysing, evaluating and finally
creating. This taxonomy much better accounts for completely new behaviours and multimedia technology

innovations (Figure 2).
b o

Synthesis Evaluating
Analysis Analyzing
Application Applying
Comprehension Understanding
Knowledge Remembering

Figure 2. Bloom’s Revised Taxonomy

2. INFORMATION TECHNOLOGIES TUTORIALS

Curricula of the subject Information Technologies (IT) taught on the first semester at Faculty of Civil
Engineering is an attempt to make a reasonable combination of Information Systems (IS) and Computer
Sciences (CS). Curricula of IT subject is based on compromise between the level of students’ knowledge and
foreseen needs of other subjects. While the first point can be easily measured by questionnaires the second
one is hard to tackle with due to the conservative attitude of many teachers to the role of IS and CS in
engineering (Gajewski, Wlasak, & Jaczewski, 2013).

Questionnaires and surveys about students’ IT knowledge have been conducted regularly since 2011.
Their results are worse than expected. Students know how to run software like a text editor or a spreadsheet
but they do not know how to use it in order to solve a particular problem in an effective way. Both figure 3
and figure 4 show that the knowledge of more advanced functions in a text editor and in a spreadsheet
decreases.
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Knowledge of text editor

w2013 m2012 m 2011

Creaton 25%
Vector 8%
graphics 99,
Mail
merge
Tracking 8%
of changes 8%
Equation
editor 499,
Table of
content 579%
0% 10% 20% 30% 40% 50% 60%

Figure 3. Knowledge of text editor

This means that material from IT on the level of European Computer Driving License (ECDL) should be
still present in curricula of studies.

Knowledge of spreadsheet

w2013 w2012 m 2011

Rules of
addressing 24%
Database 0;2%
. (+]
functions 129%
Logical 31%
functions S0%
33%
Matrix 2%3%
functions 3%
3%
Solver 4%
7%
. 1%
L
o Irr;‘rs':lar:lin 2%
prog g 39
0% 5% 10% 15% 20% 25% 30% 35%

Figure 4. Knowledge of spreadsheet
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3. MULTIMEDIA ISSUES

Multimedia materials were prepared in the form of podcasts — personal on demand broadcasts. First podcasts
prepared in the Division of Information Technologies (DolT) had the form of screencasts — “digital
recordings of computer screen output often containing audio narration”. Screencasts contain software
animations helping students to learn how to use software. Second kind of podcasts are slidecasts — “audio
podcasts combined with slideshow”. Slidecasts have the form of knowledge clips — short explanatory
presentations of a particular problem and its solution. Last kind of multimedia materials prepared by DolT
are webcasts — “media presentations distributed over the Internet using streaming media technology to many
simultaneous viewers”. In fact webcasts were lecture captures which were recorded and later distributed as
podcasts. Tenths of hours of podcasts stored on an educational portal helped a lot during classes but did not
have an expected impact on quality of learning process measured in terms of grades obtained by students.

Questionnaires performed in the academic year 2011/12 showed that having a full range of podcasts not
all of students were fully satisfied by them. They were pleased by the quality and ease of use as well as by
their availability in the mode 24/7. Moreover, they stressed positively that such an approach addressed
different learning styles (Sarasin, 2006). However, in additional field of questionnaire reserved for remarks
some of the students complained that especially computer laboratories were boring for them because they
repeated what was recorded in screencasts. All podcasts were designed as additional, supplementary and
auxiliary tool and all teaching and learning activities were conducted in a traditional way. Students were
“taught” at the university how to use software and they were supposed to solve individual problems at home.
In many cases solving problems was too difficult for them.

Starting from the academic year 2012-2013 in some of the groups podcasts were used in a different way.
Students were asked to watch podcasts at home. During classes they should be prepared to use software
without any problems and to solve particular problems using it. First results of this experiment were to some
extend promising - students gained better scores in this mode, but they were not very keen to spend time at
home watching podcasts. Students do prefer to “be taught” during classes. This problem can be easily solved
by adding a simple point to subject regulations — students should be prepared to computer laboratories and
this fact is checked by means of a test before the class. In fact, according to European Credit Transfer System
(ECTYS) average student should spend learning at home the same amount of time as at the university. It is
much more effective to watch passive by nature screencasts at home and solve problems with a tutor in class
than the other way round.

4. REVERTING THE SITUATION

These observations lead to idea to revert the situation. Why not to ask students to perform easier task at home
and learn from podcasts independently and why not to solve during classes more difficult problems. Such
situation is with an agreement with Bloom’s Revised Taxonomy. Lower order thinking skills like
remembering, understanding and applying are gained at home from podcasts which can be treated as
recorded classes. Higher order thinking skills like analysing, evaluating and creating are gained at the
university. Such situation requires change of the role of academic staff — from teachers to tutors.

First results from academic year 2012/13 were very positive and promising (Gajewski, 2013). Average
result from tests increased by approximately 5% and the number of students who failed decreased. General
students’ opinion about two subjects — Applied Computer Sciences and Computing in Civil Engineering is
better than before. As it could be supposed not all students were satisfied by this change. There is a quite big
group reluctant to work at home and prepare to classes by watching podcasts. The only very upsetting thing
is the fact, that the idea of reverting class and home activities is not absolutely new. It is known as flipped
classroom and was already discovered (Bergmann & Sams, 2012), (Gerstein, 2012).
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5. SURVEY

The research concerning students’ satisfaction with flipped classroom was conducted in academic year
2013/2014 on a group of 222 students studying in Polish (PL) and a group of 51 students studying in English
(EN). From 222 PL students the questionnaire filled 211 students which makes 95%. Similar data are for
students studying in English. Questionnaire was filled by 49 out of 51 students. One third of students
studying in English were foreigners. Four weeks of classes, during which material covering the text editor
Word and the spreadsheet Excel was discussed, were carried out in the traditional manner. In the computer
laboratory equipped with 30 workstations there were two teachers. One of them demonstrated with a
multimedia projector solutions of the sample problems. The second teacher assisted students.

Observations from traditional classes were rather pessimistic. More than half of the students did not
follow the presentation and did not perform similar tasks to those presented by the teacher. As presented in
figure 3 and figure 4 this material was rather unknown for students but they were simply not interested in
learning new things. It is rather difficult to motivate digital natives to learn (Wlasak, Jaczewski, Dubilis, &
Warda, 2013). This is still a very important and significant problem even there were many books written on
that subject (Brophy, 2010). The answer to this question is difficult when we consider digital natives who do
not care and who also think that they know everything (Mendler, 2000) in the field of subjects like Applied
Computer Sciences and Computing in Civil Engineering. Mendler presents one of the existing solutions —
five key processes that motivate: emphasizing effort, creating hope, respecting power, building relationships
and expressing enthusiasm. But digital natives being real partners for learning (Prensky, 2010) are difficult
and demanding partners.

Questionnaire used in this survey consists of fifteen closed form questions and 6 opened form questions.
Due to the nature of answers all questions were divided into three groups. In order to compare results of
survey with other outcomes some of the questions were based on similar surveys: first one conducted in
Canada by (Johnson, 2013) and second one described in blog Flipping with Kirch conducted by Mary Kirch
from the United States.

6. RESULTS OF SURVEY

Scale of answers for all first five questions is from “strongly agree” to “strongly disagree”. Results for Polish
language and English language students were compared with surveys from Canada. First of the asked
questions was about level of engagement in traditional classroom instruction in comparison to flipped
classroom (Figure 5).

The FC is more engaging than
traditional classroom instruction

60%

M Polish OCanada English
50%
40%
31%
30% 5
8% 22% 20%
20%
10% 8%
0%
Strongly Strongly
Disagree Agree

Figure 5. Comparison of answers to the question 1/1
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40% of students studying in Polish language strongly disagree or disagree with the statement what is in
accordance with the observation, that nearly half of the students was not interested in traditional classes.
Answers of students studying in English language are closer to the answers from survey conducted in

Canada.
The second question from that group was about potential recommendation of flipped classroom to a

friend (Figure 6).

| would not reccomend FC to a friend

50%
mPolish @Canada English
40%

29%
30%
21%
17% 0 1%
20% ]
13%
10% “
0% —_— —_—

Strongly Strongly
disagree agree

Figure 6. Comparison of answers to the question 2/1

For this question answers of students studying in Polish and English languages are similar but they
definitely differ from the results of survey conducted in Canada. Nearly six times more students studying in
Polish language in comparison to Canadian agree or strongly agree with the statement that they would not
recommend the flipped classroom to a friend.

The next question (statement) was very simple — | like watching lessons on video (Figure 7). In this case
answers for all three groups were very similar.

| like watching the lessons on video

50%

M Polish OcCanada English
40%

28%
30% 26%

25% —|
20%

10% 11%

- “ | “:l
0%
Strongly Strongly
Disagree Agree

Figure 7. Comparison of answers to the question 3/1
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The fourth question in this group of questions was about bigger motivation to learn in the flipped
classroom mode (Figure 8).

| am more motivated to learn in the FC

m Polish OcCanada English
60%
50%
40%
. 29%
30% O 25%
20% Lo 18%
10%
10% “
0%
Strongly Strongly
Disagree Agree

Figure 8. Comparison of answers to the question 4/1

In the case of this question answers of students studying in Polish language differ from the answers of
two other groups. Nearly 40% of them strongly disagree or disagree with that statement that they are more
motivated to learn in flipped classroom mode.

The last question in this group is about an improvement of learning in flipped classroom mode (Figure 9).

The FC has improved my learning

50%

H Polish OCanada English
40%
31%

30%

21% 21%
20% 17%

10%
10% l
0% L L L L
Strongly Strongly
Disagree agree

Figure 9. Comparison of answers to the question 5/1

Also in the case of this question answers obtained for students studying in Polish language are definitely
different from results for two other groups. Nearly 40% of them strongly disagree or disagree with that
statement. Answers for students studying in English and answers from survey in Canada are nearly the same.
Nearly 80% agree or strongly agree with statement that the flipped classroom has improved learning.
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7. FINAL REMARKS

One of the pressures on universities is the rapid development of new information and communication
technologies for the provision of education and training. Wide opportunities in open and distance learning
create new markets. Moreover the principle of life-long learning extends the age groups to which university
can offer education. Additionally the principles of new techniques can be applied to traditional markets —
regular intramural students. All Polish universities willing to use modern information and communication
technologies face common opportunities, threats and constraints. A constant struggle between pressure to
change and fear and resistance to change is visible in Poland. Teachers’ attitudes are a major obstacle to the
introduction of change. There is an internal brake on the efforts to make changes through using new
technologies: resistance from people. Reference can be made to a “frozen middle” resisting attempts to
change from both the top of the institutions (authorities) and from the bottom (students). Students’ demands
are a powerful factor forcing universities to exploit the potential of new technologies to improve learning
experience. But the question “how to change the unchanging” is still open (Gajewski, 2002). Moreover one
should add to this question a new one — “how to motivate digital natives to learn?” (Wlasak et al., 2013).
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ABSTRACT

This paper evaluates the usability and user experience of a Wikipedia-type melody search engine Musipedia
(www.musipedia.org). Using Human-Computer Interaction (HCI) principles, the authors evaluate the perceptual,
learning, and social and organizational aspects of the interface and test the various melody and rhythm search engines for
usability and effectiveness. The Flash piano, JavaScript piano, and Contour Search prove to be the most effective tools
for music information retrieval. The interface is determined to be lacking in appeal, which belies the powerful search
tools provided by the site. The study recommends usability and interface improvements based on findings.
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Melody search engine, Music Search, HCI, Information Retrieval, Usability, User Experience,

1. INTRODUCTION

This paper evaluates the usability of the melody search engine Musipedia.org (www.musipedia.org) based on
the principles of Human-Computer Interaction (HCI). In contrast to many popular search engines that
perform simple text search to find music, Musipedia makes use of melody search engines to find music and
other relevant information, like artist, music sheet, video and audio renditions, and more. If the music seeker
does not know any of the text associated with the music, but knows the tune and can either play it on a
musical instrument or sing it, Musipedia’s various melody search engines provide the facility for finding that
music.

Musipedia is an “open music encyclopedia,” which according to its website, uses a melody search engine
to find and identify a tune. Musipedia was started by Rainer Typke in 1997 when the World Wide Web and
the newly developed graphical Web browsers were just beginning to gain popularity among the general
public. There is scanty information in its About Us page regarding its history, but there is a link to Wikipedia
for a historical background of its own site. In 2004, according to Wikipedia, the site added Wikipedia-like
collaboration features, which allowed editing and deleting existing entries. Typke called the music search
engine "Melodyhound." From 2006 onward, the Musipedia search engine can also be used for searching the
World Wide Web for MIDI files.

As an open Wikipedia-type music database (or encyclopedia), the public is allowed to contribute, edit,
and maintain a large collection of music and information about music. Musipedia’s search engine is unique
because it utilizes sound recognition applets for conducting melody search, contour-based search, rhythm
search and voice search. The user has the options of singing the tune, playing it on a Flash or JavaScript
piano, whistling or tapping its rhythm, or identifying a melody’s contours (up and down), in addition to being
able to write the music using the special musical notation.

This study evaluates the Musipedia website from an HCI and Information Retrieval perspective. It
evaluates the overall user experience and tests the usability of its interface. A recommendation for
improvements is offered based on the results. Both of the authors who conducted the tests have music
background but intentionally refrained from using the search engine prior to conducting the tests so as to
reduce a learning bias.
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2. LITERATURE REVIEW

The problem of storing and retrieving music as well as other media in formats other than text has been
discussed as early as 1996 by Lesk, where he proposes that research is needed in the handling of images,
sounds and video, as nearly all the search algorithms they had at the time were based on text and words. This
was a big challenge because the storage capabilities required by media looked insurmountable in that era
before the Web became popular. “In research terms, we will need to move into more serious image
recognition and sound recognition research, areas which have been more promising than computational
linguistics (as one might expect, given that pigeons can be trained to do image recognition, but not language
understanding)” (Lesk, 1996).

Today, nearly two decades later, not much has been accomplished in the way of music search by sound
recognition. A search of the term “music search” in online databases returns few results. The Library
Literature & Information Science Full Text (Wilson/Ebsco) retrieves only 23 articles. None of them even
makes reference to Musipedia, the subject of this study. Only four articles are relevant to this study as many
of the retrieved articles are simply noise or truncations of the term music and search with other non-related
terms. Of the four retrieved articles three are in fact not totally about melody search per se, but about
improving text-based music search interface (Thomas, 2011), the challenges of music search engines being
mostly text-based indexing (Nanopoulous et al., 2009), and search strategies in finding music materials for
catalog users where at least “research into new music retrieval methods are considered” (King, 2005).

Only one article by Duggan and O’Shea (2011), entitled Tunepal: searching a digital library of
traditional music scores, is about a melody search engine. Although this study is only specific to retrieving
traditional Irish music, it describes the Tunepal system, which can facilitate “query-by-title and query-by-
playing music (QBP) searches.” This system is worth a further research study because it is so far the only
alternative system found that utilizes searching by sound like Musipedia. A later search of the term
“Tunepal” in Google turns up a recently developed app for iPhone and Android by the same authors of the
article in review. It also points to the website www.tunepal.org and www.facebook.com/tunepal, its
Facebook page, where more information is provided. According to the website, “tunepal.org works best with
‘legato’ style instruments such as the tin-whistle, flute, concertina, accordian [sic], pipes, fiddle.” However, it
works only with traditional Irish music and only transcribes the melody into the lyrics.

Flash Piano

Javascript Piano

" HA)REE 20 ARE

Figure 1. Musipedia homepage with insets of Flash Piano and JavaScript Piano

From the music industry, the International Index to Music Periodicals retrieves 19 articles but none that
deals with searching for music. The Entertainment Industry Magazine Archive returns 85 articles that are
just reviews of music industry matters and none on searching for music. The media industry’s
Communication & Mass Media Complete also finds only two articles but which have nothing to do with
music search. In Google Scholar, an article by Peter Knees, et al. (2007) on a music search engine built upon
audio-based and web-based similarity measures is found in the ACM Proceedings of the SIGIR Conference
on Research and Development in Information Retrieval. However, the search engine developed in that study
is just another indexing method that uses tagging of the behavior of the notes. Of greater interest to our study,
however, is that Google Scholar also finds two U.S. patents that have been awarded to inventors of melody
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search engines: (1) R. lwamura (2001) invented a search engine that retrieves music in a database by entering
piano roll notes into a monitor interface or through a PC keyboard; and (2) M. Woo (2004) created an engine
where the user enters a sequence of notes into the computer through either a keyboard/mouse, MIDI
instrument or voice/solo instrument. The query building in both inventions is similar to the various interfaces
in Musipedia, except that the former would search solely from an internally created database while
Musipedia (Figure 1) searches the Web as well as its database that is created and maintained by the public.

Because this study concentrates on the HCI aspects of melody search engines, we identify the two
usability areas for testing to be query formation and result retrieval. A study by Casey, at al. (2008)
distinguished between “textual metadata” and “content-based”” methods of searching for music. It concurred
with Lesk that “at present, the most common method of accessing music is through textual metadata” and
stated that the type of applicable algorithm to use depends greatly on user tasks and specificity (low, medium
or high) of the desired results. The paper broke down the process of music information retrieval (MIR) into
four components: query formation, description extraction, matching and music document retrieval. Out of
these components, the first and the last ones are where HCI plays a significant role, and is used in the study
to determine the usability of the interface and the various melody search engines of the Musipedia website.

3. THEORETICAL REFLECTIONS

The three aspects of HCI that this paper studies are: the perceptual aspect, the learning aspect, and the
social/organizational aspect.

On the perceptual aspect, Rogers, Sharp and Preece (2011) state that “information needs to be represented
in an appropriate form to facilitate the perception and recognition of its underlying meaning” (p. 71).
Perception refers to the process of acquiring information via the sense organs — eyes, ears, fingers — and
transforming it into experiences of objects, events, sounds, and tastes. While it has long been established that
humans process most information through sight (Hurt, 2012), in the case of Musipedia the information
contained is split between visual and audio signals. Therefore, hearing, which is only second to vision in
acquiring information among human senses, is actually more important in our study.

Regarding the learning aspects of using the website, Rogers, Sharp and Preece (2011) also state that
people “prefer to learn through doing” (p. 81). Good interface design should support this active learning.
This study reviews the ease by which users learn to navigate and use the Musipedia website, as well as
indicate whether it is possible to effectively utilize it without the need for researching an extensive set of
instructions in a manual or on Help pages, if they exist.

The social and organizational aspect of the website is evaluated by how easy it is to join the membership
in the registry of users. In addition to serving as a MIR system, Musipedia also has a community of
volunteers “inspired by Wikipedia” that together enter and edit its collection of music documents — thus
increasing “social capital” (Resnik, 2001). Members of this community are united on the basis of common
ground in either occupation or hobbies (Olson & Olson, 2000), which for them is an interest in music and a
desire to get information about it to become public knowledge. Musipedia has, as of the writing of this
paper, over 5300 members from all over the world with 116 countries counted from the drop down list.

4. METHODOLOGY

4.1 Procedure

This study is conducted in two phases: Phase 1 studies the overall look of the website and tests all the search
tools; Phase 2 is a more in-depth usability study of tasks that regular users are bound to undertake.

4.1.1 Phase 1 — Preliminary Searches

In Phase 1, a profile of the regular users of Musipedia is described based on the characteristics of the current
members. It is important that the evaluators in this study have the same or similar characteristics as the
regular users of the site. This is in accordance with the principle of credibility as Shenton (2004) states, “in
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addressing credibility, investigators attempt to demonstrate that a true picture of the phenomenon under
scrutiny is being presented” (p. 63). It is shown in the following section that the authors fit the profile of
regular users and so could act as the evaluators for both phases of the study.

In the next stage, the evaluators try all the melody and rhythm search engines found in the site. They
record their impressions, comments, difficulties, and overall experience as they accomplish each task. Three
tunes are chosen for this search, two are popular music and one is classical. The popular songs are entitled A
Time for Us from the movie Romeo and Juliet and Lara’s Theme (Somewhere My Love) from the movie Dr.
Zhivago; the classical music is The Beautiful Blue Danube by Strauss. The tune, A Time for Us, is used for
searching through all the search engines provided by the website, namely the two piano search types, the
contour search, the rhythm search, and by whistling into the microphone. The top three search engines are
then chosen and used for searching the two remaining songs.

The steps taken by the evaluators, the results of the searches and the user experience are all recorded and
evaluated based on the User Impact specified in Chu (2011), i.e. time needed to learn the system, speed of
interaction, error rate, retention of techniques, and user satisfaction.

4.1.2 Phase 2 — Usability Testing

In Phase 2, the evaluators test the site for usability. Two usability tasks are tested: a text-based task and an
instrument-based task. The text-based task is to test for the ability to register for membership in the website.
The success criterion for the first task is for the user to be able to actually register for membership in the
website. The evaluators in this testing are the authors who are not yet registered members of the website.

The instrument-based task is to find out how easy or difficult it is to find instructions for the use of the
JavaScript keyboard. The particular instrument chosen is the JavaScript keyboard, because it is an unfamiliar
interface for most musicians using the site, including the evaluators in this study. The success criterion is to
be able to find help or instructions on any aspect of the use of the instrument, e.g. how to correct wrong notes
in the query entry, or how many notes to play on the keyboard before submitting the query, and the like. The
usability test employed in this study is similar to the think-aloud protocol included in the usability experiment
by Jung et al (2007). According to them, “The goal of the think-aloud protocol was to allow the participants
to report their thoughts while using each system, thus giving us a more direct view of the mental processes
searchers engaged in while searching” (pages 380-381). In this study, however, the evaluators are also the
researchers, so instead of thinking out aloud, the evaluators take note of their thoughts and activities as they
perform the assigned tasks.

Reqistering for Membership

As soon as the evaluators enter the Musipedia website, they look for the link to the membership page. They
record where they first go to look for the link, the exact wording of the link, whether it is easily identifiable
as a link and not just as text, and so forth. They then follow the link to the registration page and fill in the
form, while noting the usability of that page as well. The evaluators clock the time it takes to complete the
process from finding the link to successfully getting registered as a member.

Finding Instructions for the JavaScript Keyboard

Continuing from the previous task, the evaluators try to find the link to the JavaScript keyboard and note how
easy or difficult it is to navigate to that page. As soon as the page is shown, they look for instructions on how
to use the instrument or where to go for help. They then note the process of looking for help, including a
description of their feelings while accomplishing the task. Finally, they try to formulate a query based on
available information on how to use the instrument, using the first 4 notes of the popular music A Time for
Us, and submit the query. They take note of the initial result and complete the experiment.

4.2 Evaluators as Typical Users

By studying the profile of the registered members of the website, the authors determine that the typical user
would have to be able to read and play musical notes, to recognize and reproduce the movement or contour of
the tone, to tap the rhythm of the tune, or to at least be able to whistle or hum the music into a microphone.
The typical user is one who would be exclusively interested in matters related to musicology, like music
sheets or scores, and other related formal information or materials attached to the music being searched. The
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typical user will most probably not be interested in searching here for popular formats like MP3’s, MIDI’s or
music CD/DVD’s and videos. Those can be more easily accessed through music vendor websites, Amazon
Google, or YouTube.

Although familiar with the use of musical instruments and the search tools provided by Musipedia, the
typical user would not be considered an expert in the use of search engines. A typical user would be able to
enter the query because it is by playing a common musical instrument. However, she would be interested
only on the initial result and would not be able to further refine the query to the next level, if so required.

One characteristic that would classify the authors in the same category as the regular user described above
is that they both play the piano and read musical notes. Although, as researchers the authors have extensive
experience in text-based searches, they have not used this search engine before nor have they ever used any
other melody search engines. They are then on the same level of expertise as any first-time user of
Musipedia. They may have an advantage if the first search would need further refinement of the query, but it
does not matter in this study as the objective is to evaluate only the primary search activity.

Because the authors can read musical notes and play the piano and other musical instruments, they can
use all the search tools of Musipedia as a typical user. For the second phase of the study, this would be their
first time using a melody search engine for usability testing, and so the process of entering the search query
by sound and rhythm is still a novel experience for them. As a typical user, they expect to easily find
anything they need to be able to use the website’s offerings, especially as regards forming the query correctly
and getting the relevant results quickly. The authors are both familiar with information retrieval and HCI
concepts and one is an experienced Web designer. Important to the first task in Phase 2 is that the authors are
not registered members of Musipedia.org and actually register for membership during the testing. Important
to the second task of Phase 2 is that the authors have only briefly used the JavaScript-based keyboard while
doing the descriptive trials in Phase 1.

5. RESULTS
5.1 Phase 1

First Impressions
Both evaluators report the same or similar impressions. The home page is functional but lacks aesthetic

appeal. It is functional because as soon as the page opens the users immediately see what they would have
come for, namely the various ways available to do a melody search. However, the layout looks obsolete and
haphazard, where elements are not grouped logically together. The banner heading dominates the page. It has
the name and logo of the site on the traditional upper left hand corner, and right next to it are the types of
searches available on the site, like Keyboard Search, Contour Search, Flash Piano, By Microphone, and
Rhythm Search. What is not immediately obvious to the user, as noted by both evaluators, is that they are
actually hyperlink buttons; this only becomes evident when the cursor is hovered over them. The navigation
bar just below the heading banner points to other information and services available on the site, including all
of the musical search engines. It is located in the traditional spot for navigation and the user’s eyes are drawn
to it automatically.

The rest of the home page has enough background and functional information to get a user started with
the various types of melody search available on the website. However, the overall design, from an aesthetic
point of view, is amateurish, giving the impression that the page design has not been updated since the early
days of the Web. Although it hardly detracts from a user’s purpose in coming to the website, it belies the
powerful and sophisticated engines running below the surface. To find some possible reason for this
obsolescence in design, one of the evaluators visited the About Us page. This page does not give much
information on its history, like when the page was created, and simply acknowledges the contributors to the
system. Near the bottom of the page, however, one finds a link that says: “A bit more information can be
found in the Wikipedia article about Musipedia,” which indicates that 1997 may have been the date the web
page was designed. While the interface may be obsolete, a look at the underlying code of the homepage
reveals that it has already been updated to the latest version of the language, namely XHTML, and also
incorporates other modern programming languages.
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User/Member Profile

As there is a scarcity of articles on music searching and almost none on melody searching, it is difficult to
create a profile of the typical user of websites like Musipedia. For purposes of our evaluation, we look at the
characteristics of its registered members, as they would be representative of the potential and current users
that have not registered as members yet. As of the time of our first access in October 2013, in preparation for
this study, there were 5,207 registered members who work on improving the collection of tunes and musical
themes made available to the website (a more recent figure in December 2014 is over 5,600). Of the
registered members, we can approximate the total number of those who are musicians, by extrapolating the
figure from entries in the instruments played list. The average per instrument played is 26 members. There
are 35 declared instruments and so we can safely assume that a minimum of about 20% (910) of the
registered members are musicians. When we include those members who decided not to declare their musical
skills but do indeed play musical instruments, and the non-members who search Musipedia that are
musicians, the number may even be higher. This means that to be able to use Musipedia, one would have at
least know music, to be able to read and play musical notes, to recognize and reproduce the movement or
contour of the tone, to tap the rhythm of the tune, or to whistle or hum the music into a microphone. This
study then evaluates Musipedia based on this group of users and their user experience.

Flash Keyboard Search
The Flash keyboard looks like a real piano keyboard. The sound produced is that of an authentic piano note.
Any user who can play the piano would be able to immediately play the tune on this keyboard.

The evaluators play the first 4 notes of the song A Time for Us. It is noted that each note they play appears
on a textbox below the keyboard. It is however written in note letters (A, B, C, C#, etc.). One evaluator,
having been formally trained to only read notes on a music staff, is not familiar with the style and has some
trouble correcting mistakes. The other evaluator is familiar with both methods of notation and has minimal
trouble inputting the tune. After entering the correct 4 notes, the evaluators press the Search button.

The result for both evaluators is a No Match with an error message that read: “Your search query is very
short with its length of 4. Please enter more notes. It works best with something between 5 and 10 notes.”
There are no such instructions before the evaluators press the search button. Further, there is no Back or
Return button to go back to the Flash keyboard to redo the query. There is only a textbox to enter additional
keywords or phrases and the button next to it that says Refine Search. Two hyperlinks appear at the top of the
refine search textbox that said New Search and Search the Web for this. Both evaluators click the new search
link as the most logical choice and are taken to another page where they are offered to search by microphone.
This is not what the evaluators intend to do. Both return to the previous page using the browser’s Back
button. One of them clicks the search the web link and also gets a No Match error message.

Finally, when both evaluators get to the Flash piano again they reenter the query using 7 or 8 notes, and
this time it is a success. There are 10 retrieved tunes; the second is a perfect match. The names of the
composer and lyricists are given. The first few words of the lyric corresponding to the notes and an excerpt
from the sheet music are exactly the ones the evaluators entered.

Below the notes are three links: view details for further information about the resulting tune, edit to refine
the search, and delete the entry. When the view details link is clicked it retrieves a page that has all sorts of
information about the music, including artists’ names, lyrics, Parsons Code (to be discussed more later), and
sample sheet music, midi file, and websites where one can download or purchase CDs and sheet music. As
far as the evaluators’ information seeking need is concerned, it would be considered totally satisfied at this
point. The result for this query is used as the standard for the others.

There are additional buttons and links to more information below it that are now redundant after this
successful search, but are worth investigating for purposes of our evaluation. One link, Search the Web for
this, shows multiple sites where Midi files can be played or downloaded. Many of the sites have identical
files and there are also a number of sites that are totally unrelated or are just bad links. The button Buy MP3
takes one to an Amazon.com page, but the music retrieved is not at the top of the list and only in 6th place.
This ranking is not relevant to a regular user and it could now be considered a successful search. What is
most relevant to the search is the last link, Musicnotes.com/ Sheetmusicplus, where one could purchase
different versions of the sheet music for the song retrieved.

The last part of the retrieved music block is supposed to be a YouTube rendition of the song. It is not the
song. This part of the result could be improved further by having the title or name of the retrieved song as the
search query submitted to YouTube rather than the notes or tune found in the block.
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JavaScript-based Piano

The JavaScript-based keyboard looks like a plain drawing of a piano keyboard, and as such seemed crude and
not aesthetically pleasing. The sound produced is that of a chime but some keys seem to be out of tune, thus
giving the impression that the notes played are wrong. However, if the searcher can go past or ignore that
perception there are more useful features that can be found here than in the Flash piano. For instance, while
playing the melody not only the letter keys are presented like in Flash but also the actual notes on a staff
complete with the beat and tempo. When the evaluators make a mistake, they can delete and replace just the
wrong note and would not need to start over from the beginning (as was the difficulty with the Flash piano).
There is also a Play button where one can check for the accuracy of the tune before finalizing the search.
When ready, the search buttons have the option of searching the Musipedia database or the entire Web, and a
choice of where to look for matches in the music piece. Both evaluators select the choice only near the
beginning. Other choices are only at the very beginning of the tune and anywhere in the piece.

A regular user who has not yet tried the Flash piano prior to using the JavaScript keyboard would
probably also try 4 notes first as the evaluators did the first time in Flash. There are also no instructions here
to that effect. Unlike in Flash, however, as soon as the evaluator presses the search button, an error message
in red letters immediately comes up and advises the evaluator to enter at least 5 notes. This is an exclusive
feature of forms created in JavaScript because it is a client-based (browser-run) programming language, and
validations can be done on the browser itself.

After entering seven notes of the song, the result is impressive. The searched song is at the top of the list.
Of course the retrieved music block is exactly the same as the one presented earlier in Flash Piano. This is
one case where the outstanding functionality overcomes the initial negative affect from the unattractive look
and funny sound of the JavaScript keyboard.

Dragqing the Mouse

This is the worst search engine of the three so far tested. Both evaluators find difficulty in positioning the
notes on the grid because it is not a standard 5-line staff. Accuracy in placing the note diminishes as the
mouse moves away from the keyboard on the left. The sound is similar to the chimes in JavaScript keyboard
but fainter. There is a play button for testing the tune, and changing the position of the notes could be done
by dragging the note to a new location. The notes and the grid are things musicians would not be so familiar
with and could quickly drop this search. When satisfied with the query sound, the evaluators press the search
Musipedia button. None of the retrieved music is the song. The only way to refine the search is to enter text
related to the music, which defeats the purpose of the melody searching function.

Whistle it to the computer microphone.

This search function would have been the easiest to use, as it involves just the matter of plugging a
microphone into a computer and recording the whistling of a tune into it. The recording can be monitored
through a sound bar below the Record button. When the Stop button is pressed it is supposed to initiate a
search or bring up additional buttons or chart. Instead nothing happens except for a computer-speak message
“no hash given” in the area where the search results would have been presented. This search applet needs
further work to make it operational as well as user-friendly.

Contour-based Search

This is a good tool for those who are not familiar with reading or playing musical notes. Melody contour
search makes use of Parson’s code, which is explained in the website as: “Each pair of consecutive notes is
coded as "U" ("up") if the second note is higher than the first note, "R" ("repeat") if the pitches are equal, and
"D" ("down") otherwise. Rhythm is completely ignored.”

The first note is not written because it is the reference point, but may be entered as an asterisk. The
contour of our search song is therefore *UDDRUDU, which the evaluators enter into the search field and
choose Popular as the category. As musicians, the evaluators note their initial doubt to the effectiveness of
this kind of search; but they are quickly proven wrong.

Amazingly, the search is fast and accurate. The result has our music search query as the first in the set of
10 retrieved songs. The same block of information is presented for the retrieved song as found in the Flash
and JavasScript search results, and the page also includes a visualization of the contour of the melody.
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Rhythm Search
Rhythm-based search, or simply rhythm search, is a method of retrieving music based on its rhythm rather

than the tune. This is accomplished by tapping the rhythm of the music using any key on the keyboard. Our
music search is, however, unsuccessful and our tune is not found through this method.

External MIDI Piano

The one option that we are not testing is the external MIDI (digital) keyboard. If search can be successfully
accomplished through a limited scale piano keyboard as in the Flash and JavaScript pianos, a full-scale piano
keyboard should do even better. However, it would be superfluous for most melody searching needs, unless
there is already a digital piano keyboard permanently attached to the computer.

Additional Music Searches

After trying each of the music search applets in the Musipedia search engine, it is decided that only the Flash
piano keyboard, the JavaScript piano keyboard, and the contour search functions should be tested further
with the other two tunes. Two music pieces were chosen for this portion of the testing: The Beautiful Blue
Danube and Lara’s Theme (Somewhere My Love). The results are satisfying.

The first 8 notes of the Blue Danube are entered into the Flash and JavaScript piano keyboards. In Flash,
the result is similar to the main search above, in that the exact music is successfully retrieved but listed only
as the second best match. In the JavaScript piano keyboard, again the Blue Danube is listed as the best match
of 10 retrieved songs. In the contour search using the Parson Code of UUURURDR, the Blue Danube is also
successfully found but positioned only at 7th place out of 10. The surprise is that the YouTube video in all
three searches is an exact match with an orchestra rendition by Andre Rieu and the Strauss & Co.

The Lara’s Theme music is a bit challenging because the first note of the song is outside the available
keys on the Flash and JavaScript piano keyboards. The evaluators have to make adjustments, which is only
possible because of prior formal training in music. Users, who cannot read or write notes or just have very
basic knowledge of music, would not be able to use this applet for many songs. Once that was accomplished,
however, the results are almost the same as for A Time for Us and the Blue Danube.

5.2 Phase 2 — Usability Testing

Registering for Membership
The information about membership and logging in are usually found on the upper right hand corner of the
main page. The evaluators report looking for it there but not finding it. Next checked is the navigation bar
just below the banner heading. The titles of the major sections of the site are on the bar and can be assumed
as links. The word “Members” is quickly spotted, being positioned towards the right side of the bar. The
process is quick and intuitive. Although the link is not found at the first glance, it is immediately spotted on
the next eye movement. The navigation bar is actually the most common spot to look for links to the rest of
the website when not specifically looking for the login or registration link.

At this point, the first usability task is completed but the evaluators continue through the membership
registration to fully experience what a typical user would go through in the process. They both successfully
complete the entire process in less than seven minutes. The forms are straightforward and easy to accomplish.

Finding Instructions for the JavaScript Keyboard

It is not easy to find the link to the JavaScript keyboard per se. There is no obvious link to it from the banner
heading or from the navigation bar. The rollover button on the navigation bar that says “Music Search” is a
link to all instruments where the JavaScript keyboard is found. That, however, is not the object of this test.
Across the banner at the top of the page, the names and representative images of the five major search tools
are shown. These are links, but are not obvious as such, and the evaluators only find the JavaScript piano by
clicking the “Keyboard Search” image next to the “Flash Piano” link. It would have been better if that had
said “JavaScript Piano” to begin with. The evaluators do not find any Help or FAQ (Frequently Asked
Questions) link anywhere on the page, except for a small link for how to connect a digital keyboard to the
computer.
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The image of the keyboard itself is daunting in that it does not resemble a regular piano keyboard and
contains images (musical notes) in unusual places whose function is not quite clear. At first glance, they look
like decorations placed on the keyboard by an interface designer who has no regard for, or no knowledge of,
aesthetic norms. This garners a fail mark in our usability test. A typical user would rather opt for a tool that is
more familiar and easy to use like the Flash piano. However, they would miss all the good features of this
JavaScript application that render it a more efficient tool for music search than the Flash Piano.

On further fiddling around with the JavaScript application without the benefit of instructions on the page,
one of the evaluators discovers that turning on the hover sound feature allows the user to listen to the notes
first before entering it into the query. There are several other nifty features here that are not found in the
Flash Piano (inset in Figure 1), but the most striking of all is the otherwise confusing images of notes
superimposed on the keys. They are to specify the tempo or beat of the note, as in how long the note should
be played, by clicking on one of the four symbols on the key (e.g. quarter note, half-note, etc.).

6. DISCUSSION AND RECOMMENDATIONS

In order to properly evaluate the user experience in the use of Musipedia for music searching, we must first
consider the characteristics of the current and potential users of this search engine. It is shown earlier in the
study that they would generally be people who know more about music than the average person. The user is
not one who would be interested in just music CD’s and MP3’s that can easily be sourced from other popular
search engines. The user would be one who would need more serious music-related matters, like music sheets
and scores, and examples of renditions that they could probably use for their own playing of instruments, for
teaching, or for some serious enjoyment and appreciation.

The authors are of about the same profile as these regular users, although with a bit more expertise in
Web technology and information research. However, they do not need to resort to their extra know-how in
text-based searching to use this search engine. It is from such view point that Musipedia’s efficiency and
effectiveness is evaluated. According to Croft et al. (2009), “Effectiveness, loosely speaking, measures the
ability of the search engine to find the right information, and efficiency measures how quickly this is done.”
Musipedia is not just one big search engine but an integration of several search engine applets. As shown
above, there are keyboard search applets, contour-based search, rhythm and microphone searching. The Flash
and JavaScript keyboards and the contour search applet are highly effective and efficient in our testing. It
could be further improved, however, if there were clear instructions at the start of the query building process
about things like the minimum number of notes to enter. As has been shown, the search queries using these
three applets find the target music on the first run and listed it at the top or close to it in the list. The process
is also fast on all three modes, taking no more than 30 seconds to return the results.

The last two applets, rhythm and microphone search, are in theory great concepts that could allow non-
musicians to search the Musipedia database and the Web. But the applets need further development and
refinement. It will serve Musipedia better to take them off the website temporarily until improvements can be
done or make them work at all. If they are keeping the applets on the website, there must be a disclaimer or
warning that these may not yet work as expected. It will prevent frustrations on the part of the user, which
can throw a shadow over the effectiveness and efficiency of the three other applets that work really well.

On the user impact, the factors listed by Chu (2010) as criteria are the time needed to learn the system,
speed of interaction, error rate, retention of techniques, and user satisfaction. Musipedia fares well in them.
The web page itself, though not really pleasing aesthetically, is easy to navigate. It is the recommendation of
this study that the website be redesigned to a more current look so as to highlight its good qualities. A look at
the perceptual aspect of the site shows that the graphical style selected by the Musipedia designers is ascetic:
white background, with red color for headings and black color for main text. It has little graphics except for
those provided by advertisers. It looks like Musipedia tries to emulate, albeit unsuccessfully, the Spartan style
of Google search and Wikipedia as it tries to present itself as a similar free online information retrieval tool
that specializes in music

On the learning aspect, not much time is needed to learn the system because the process of searching and
the tools provided are commonly available to the type of users of the website. The speed of interaction with
the site in regard to finding a suitable applet and moving in between them is relatively quick and intuitive.
There are just some minor, non-structural omissions that can easily be fixed, and the overall time for the
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results to arrive after submitting the search query is also fast. There are some errors at the beginning of the
search session because of inadequate instructions, but they can be quickly resolved and learned. The
ineffectiveness of the rhythm and microphone search applets put a little damper on the overall positive
results, but can be mitigated with the outstanding successes in the other applets.

Overall, the user satisfaction over the use of this search engine could be high, as such is the effect on the
authors, in spite of their critical stance as evaluators. This supports Markey’s (2007b) findings in his survey
of 25 years of end-user searching, where he concludes that “Although research findings demonstrate that end
users are not conducting sophisticated online searches, the vast majority are satisfied with their searches” (p.
1128). The biggest factor is its novelty and usability, as there seems to be no other actor out there that
provides the ability to find music using melody search in the scale that Musipedia does. More research is
therefore recommended to improve the quality of the users experience with this search engine, and that
“researchers should design experiments that capture what end users really do, not what researchers want or
expect them to do” (Markey, 2007b).

From the results of Phase 2, it is shown that Musipedia’s usability in the first task of registering for
membership in the website is highly positive. It is relatively easy for the typical user to register for
membership in the website. Usability is part of the overall user experience, and so while it may be highly
positive for just the task of registering for membership, this study again recognizes that the lack of aesthetic
appeal in the design can reduce the user satisfaction on the usability as well.

The same attention should be given to the negative result of the test for the second usability task—that of
finding instructions and help for the use of the JavaScript keyboard. There should be snippets of instructions
written next to buttons or form objects, or if they require longer explanation, a link to a document page where
instructions can be provided. Since this is a JavaScript application, a method that would not clutter the page
is to employ JavaScript pop-ups or message boxes, which are relatively easy to insert into the code. They
should then be incorporated into the recommended redesign of the entire website.

As it now stands, the Musipedia website is usable on aspects that relate to the standard use of a text-based
search engines. Much has already been learned in this mature field of Web searching, and Musipedia reflects
that when looking at any text-based features of the website. However, Musipedia is a pioneer in melody
searching, and while some of its melody search tools are outstanding in efficient music retrieval, its
presentation of these tools fall short of the basic usability requirements. It is therefore recommended that
further studies be conducted on the usability aspects of all its music search tools with a wider variety of users
and potential users, so as to determine what elements need to be included, revised, or removed, as well as
what their optimal positioning on the page should be. It is further recommended that the website be
redesigned not only according to the latest trends in layout and usability models, but also with view to
capturing the mobile browsing market.
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Figure 2. Proposed Content Map

While this study is limited in scope as a preliminary testing by two persons, it has garnered enough
information to be able to recommend certain functional and design improvements. The proposed content map
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(Figure 2) shows how the current structure could be made to be more usable and efficient. The aesthetics
could then be built around the structure and made consistent across the website. The changes proposed in the
content map are:

e  The proposed website content is organized into three major sections: the search tools,
members section, and information about the website. The new design and layout would be based on
this organization, which would allow for easier updates and redesign without upsetting the structure.

e Upon user access, the type of browser being used, whether from a PC or mobile device, is
detected and the user is automatically directed to the webpage appropriate for the type of browser.

e  Based on the usability test of the JavaScript keyboard, instructions for the use of the tool
and contact information for additional help are provided for all the search tools.

e  The membership login and registration processes are reorganized as a separate section, to
also include the page for making financial contributions that is encrypted and makes use of the
HTTPS protocol (Secure Socket Layer).

7. LIMITATIONS

The limitations of this study rest mostly on the authors being also the evaluators of the usability and overall
user experience. This alone could have introduced some unseen bias or subjectivity. However, their expertise
in the use of the standard text-based search engines does not have a bearing on this study. The query building
in Musipedia using musical instruments and music-based interface is a totally new experience for them as
well. Their above-average knowledge of music is typical of the members of the website, but there would be
other users who may not be represented by the characteristics of the authors.

The other limitation of the study is in having only two evaluators. Both of these limitations could be
eliminated in future studies by employing more evaluators who are not the researchers or authors themselves.
The think-aloud method, with somebody else recording the spoken words will tend to be more objective and
fluid than when the evaluators themselves write down their thoughts as they go through the test. The usability
tests are conducted on only two features of the website. In future studies it is recommended that all or most of
the features of the website be tested for usability and overall user experience. A study using hon-musicians
could also lead to further development of a Musipedia app for mobile devices.

8. CONCLUSION

Although in his study on emotional design Norman (2005) proposes that “attractive things work better,” we
are not recommending an outright change in the design of this website. There may be many other factors
involved that the authors are not privy to. Some may even argue that there is no need to fix something that is
not broken. The authors are in no way connected to Musipedia and have not contacted them before or after
the study. We simply recognize the amazing contribution of this open-access search engine in the field of
Information Retrieval and HCI, and we merely seek to recommend improvements to make it even more
usable and efficient.

As has been said before, additional research could be done with more typical and non-typical users on the
relative importance of aesthetics in the design of this search engine as compared to its functionality and
effectiveness in retrieving desired results. There are many challenges encountered in conducting a search
through this system, but there are also many satisfying returns. Will these challenges be more efficiently
overcome by improving the design? Attractive things appeal to the emotions and as Norman explains,
“Emotions, we now know, change the way the human mind solves problems—the emotional system changes
how the cognitive system operates.”

Finally, there should now be a consideration for the needs of the exponentially growing number of mobile
device users. Tunepal has already jumped the gun on Musipedia with their recent development of apps for
iPhone and Android. While theirs is limited in scope to Irish traditional music, Musipedia has unlimited
potential for melody search. Musipedia has some of the most advanced music retrieval engines in the world;
its website must now reflect that level of sophistication.
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ABSTRACT

Information and communication technologies, doubtlessly, play a crucial role in the participatory development of
democratic societies. The potential of an e-society does not only lie in the anytime and anywhere participation of the
majority of related human beings. Even more importantly, there are innovative technologies bearing the potential of
provoking unforeseeable thoughts, revealing unsought discoveries, establishing unprecedented communications,
encouraging incredible co-operations, and leading to unexpected solutions. Those technologies lead beyond the limits of
technologies by getting humans engaged in innovative ways. The origin lies in the humanities, in general, and in
sociology, in particular, where serendipity has been identified as invaluable way of discovery and theory formation.
But serendipity, by nature, cannot be planned. Instead, appropriate interface technologies set the stage for working and
communication environments which bear the potential of provoking serendipity, an approach extended to e-society.
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1. INTRODUCTION

The term serendipity has been used for the first time on January 28, 1754, with reference to some Persian
fairytale entitled (in English translation) “The Three Princes of Serendip”, where Serendip is a historical
name of Sri Lanka (see Appendix A for more details). Nowadays, serendipity means the phenomenon of
discovering something unsought. As such, it plays an important role in science, especially in the humanities
(see Merton and Barber, 2004, and Campa, 2008). There are quite recent attempts to systematically introduce
the serendipity idea into business processes, in general, and change management, in particular (Olma, 2013).

The recent emergence of digital humanities (Carter, 2013) is bringing with it new potentials of hypothesis
creation and theory formation, but conventional tools support only conventional thoughts. There is an explicit
call for unconventional technologies supporting serendipity (Schubert, 2013).

Unfolding the potential of serendipity in science is definitely an endeavor worth investment in research.
But unfolding the potential of serendipity to boost the impact of human participation in an e-society is even
more far reaching.

Humans connected via the web manipulate interfaces. But instead of controlling systems, they should be
enabled and encouraged to deal with intellectual resources (Tanaka, 2003). Tanaka took on the challenge to
make Dawkins’ ideas of memetics computationally feasible (see Dawkins, 1976, for the roots, and Tanaka,
2003 and 2013, for the big picture of digitalization). Meme media a la Tanaka are digitalized knowledge units
the manipulation of which may result in expressing original opinions and representing innovative ideas.

This paper is intended to introduce and demonstrate the newest technological realization of meme media
sufficiently generic to support a wide range of human participation in an e-society. The technology under
investigation has been sketched for the first time in (Fujima, 2013). This approach extends earlier meme media
implementations ranging from (Tanaka and Imataki, 1989) to (Kuwahara, 2013). The newest technology
relies on HTML5, CSS, and JavaScript to reach over the web as many end-users as possible.
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2. WEBBLE TECHNOLOGY TOWARD SERENDIPITY

Dawkins introduced the term meme to denote units of non-biological evolution (Dawkins, 1976) which may
be identified in areas as diverse as animal behavior, architecture, technology, and religion (Blackmore, 1999).
Tanaka developed the idea to represent memes digitally as meme media to allow for computer-supported
knowledge evolution (Tanaka, 2003 & 2013). Early implementations were named IntelligentPad (Tanaka and
Imataki, 1989). Around 2009, the term webble has been coined (Kuwahara and Tanaka, 2010) and was used
immediately for purposes such as meme media based learning (Jantke & Fujima, 2010). The advantageous
technology allows for a paradigmatic shift from direct manipulation (Shneiderman, 1982) to direct execution
(see Fujima and Jantke, 2012, and Jantke, 2013).

2.1 Introductory Example of Meme Media Technologies

This short introductory subsection into webble technology is intended to provide some touch and feel of real
webbles in practical applications to prepare the reader for the technicalities to come on the subsequent pages.

<= Ridney on _Jo

reg-902342

v Where does the
Date of Diagnosis: What is irradiated ive?
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Figure 1. Screens from a Webble-Based Clinical Trial Outline Builder and Inspection Tool (Sjobergh and Tanaka, 2013)

All objects on display in the two overlapping windows of figure 1 are webbles. There is some visualization
webble in the lower right corner of the figure showing mortality statistics for three groups of patients with
respect to some clinical trial. The basic population of this statistics is controlled via the dashboard on the left.
The map as well as the graphic showing the human body is a webble. And so are the parallel coordinates and
the triangular delimiters on the coordinates.

Wehbles on top are plugged, so to speak, into the webbles below. Every plugin means to connect the
webble above via some pipe, so to speak, to the webble below. There are data flowing through all the pipes
up and down. Wehbles receiving new data are performing computations and, if it applies, sending results
through pipes to other webbles. Some, when triggered by newly incoming data, are just updating their view.

On the dashboard on display in figure 1, one can pick a triangular delimiter on a parallel coordinate (say,
on the “Date of Diagnosis” coordinate webble, for instance) and shift it along the axis. In this way, the
selected interval is modified. The delimiter webble represents just a single value which is sent through the
pipe down to the underlying parallel coordinate webble. This webble is sending its updated interval data
through the pipe to other webbles which process the data accordingly. As a result, the mortality rate display,
e.g., is changing the curves on display. And on the map, the connection to some location may disappear in
case there have not been any diagnosis at this place during the changed time interval.

2.2 Webble Technology — The New Generation of Meme Media

The present technology relies on the strategy outlined in (Fujima, 2013) and (Kuwahara and Tanaka, 2014).
The new generation of meme media runs in HTMLS5, JavaScript, and CSS. “Webble” was coined by
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Kuwahara to abbreviate “Web PEBBLE” where “PEBBLE” abbreviates the already cumbersome expression
“Pad Enhanced Building Block Lifelike Entity” in which “Pad” is a reference to Tanaka’s “IntelligentPad”
concept (see, e.g., (Tanaka, 2003)).

Webbles are objects—that is what Kuwahara calls a pad—which have a Model-View-Controller (MVC)
structure and may be manipulated on a webble desktop. The webbles’ key touch and feel is decisive for usage.
Humans may click a webble on the screen and move it to whatever place desired. When one webble is
dragged over another one, there is established a slot connection (the pipe metaphor in the preceding section).

Let us have, first, some closer look into individual webbles. The webble’s view is what a user is seeing on
the screen as illustrated below. The webble with the two gears has been copied. The views appear identical.
Internally, there are several differences. For instance, there are view-related parameters (hamed the slots)
such as the values of the x-coordinate and the y-coordinate. Those slot values are different. Other slots
belong to the webble’s model which determines its behavior. One slot name is rpm (rotations per minute)
shown in the opened connection shield in the middle. The gear webble under inspection has a transparent text
webble sitting on top in the left upper corner. This text webble’s slot is connected to the rpm slot of the gear
webble showing the current value. After making a copy of the gear webble, the two corresponding values,
naturally, have been identical. But after dragging and dropping the slider webble over the gear webble on the
left, they got connected; the lower one is named the parent and the upper one is named the child. The child’s
value is flowing into the parent’s connecting slot—the value 29 shows in the text webble on top of the left gear.

Connection Sheet

Figure 2. Exemplified Manipulation of Simple Webbles Making Copies and Plugging one Webble into the other one

The way in which this connection and the flow of data take places is predefined by each webble’s core
functionality. Naturally, developers have the freedom to intervene. One may open the connection sheet of the
slider webble as shown above to manipulate the data flow by hand. Turning on the gimme functionality,
plugging in the slider into the gear would not change the rpm value. The reason is that there is a priority
among the three features set, gimme, and update, where gimme is highest. If gimme is activated, a child
webble plugged into a parent webble does, so to speak, suck up the corresponding slot value.

Apparently, different predefined settings may result in a different touch and feel of webble technology.
This bears enormous potentials for tailoring webble interfaces toward the different need of varying customers.
For naive users, for instance, one may prepare webbles in such a way that they are latching when overlapping.
This leads directly to the paradigm of direct execution (Fujima and Jantke, 2012); see section 2.3.3 below.

When one webble is plugged into another one as shown in figure 2, the result is some composite webble.
The child is embedded into the parent webble forming a compound document. It may be moved around as it
were just one webble. And as such, it may be plugged into another one for forming more complex constructs.
All the mechanisms explained before apply as well.

The webble container forming the background of the screen is operating essential functionalities such as
moving webbles around, copying webbles, and offering useful pull down menu features on right click.

2.3 Technologies for Participation, Collaboration and Serendipity

The focus of application determining this contribution is human participation in political and social processes
enhanced by e-society technologies. By the society’s very nature, this involves a larger number of humans
and an unforeseeable spectrum of attitudes, opinions, needs, and desires.

For the purpose of participation, governmental institutions may offer interfaces providing information to
the public, allowing for human input, and providing feedback to and surveys of participation.
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For effective and far-reaching impact, it is not sufficient to just provide an opinion by means of a poll, e.g.
Humans must be encouraged to ponder the problems under consideration in some depth. They may want to
communicate about, to access further data, and try out variants which need to be visualized for comparison.
The subsequent sections 2.3.1, 2.3.2, and 2.3.3 are intended to demonstrate the usage of webble technology.

2.3.1 Webble Technology for Web Service Integration

There is no way to forecast what web services and what databases may play a role in a certain future human
participation in an e-society. If this would be predictable, there were no opportunity left for serendipity.

Therefore, the authors have chosen some extreme combination® to illustrate webble technology for web
service integration at work.

There are two composite webbles: some weather service and some digital machinery. Both are simply
combined by plugging the temperature output of the weather tool into the parameter of the machinery
determining rotations per minute. The one service is controlling the other.

Vice versa, one may turn the control dial of the digital machinery to tune the direction and the speed of the
gears. In response, the temperature on Madeira changes accordingly. Fortunately, there is no impact on the
real weather outside.

Portugal

122.49°C

Figure 3. Integration of some Web Service and some Digital Machinery

The screenshot above, unfortunately, is static and does not change throughout the paper’s present reading.
Even after acceptance of this paper, it still looks the same. Imagine more advanced publishing and conference
technologies which allow for the submission and publication of e-papers embedding webbles. When there is
an internet connection, the weather webble in the proceedings may access the underlying web service to
control the gears accordingly. When conference participants open the proceedings and click to the composite
webble in section 2.3.1 of this paper, the web service is accessed and the gears turn (except the rare case that
the temperature on Madeira is exactly zero centigrade). Experienced viewers may watch the turning gears to
anticipate what they will feel when leaving the conference center; needless to stress that this works similarly
at any other place of the world including places where the gears are forced to turn backwards.

The aim of this sample implementation delivered by the second author of the present conference paper is
to demonstrate that webble technology allows for integrating literally everything digital.

Earlier implementations based on predecessor technologies illustrate this well (Ito and Tanaka, 2003).
Interested readers are directed, for instance, to (Fujima et al., 2004) where monetary web services are
integrated flexibly just by clipping, connecting, and cloning. Another leisure application demonstrated is
combining (i) private preferences in an urban environment, (ii) information about the local cinema program,
and (iii) a local transportation source for the purpose of interactively planning night entertainment.

2.3.2 Webble Technology for Communication and Collaboration

Humans active in e-society processes should not be left to their own devices just fetching data, pondering
some alternatives, and making up their mind in privacy. Instead, they should be encouraged and enabled to
communicate with the right agencies, on the one hand, and with their peers, on the other hand.

! The webbles on display in Figure 3 show some real demo implementation which may be found on the web page
http://www.incowia.de/webbles/. The web service combination on display has been arranged when writing the present submission on
September 23, 2014, and it has been double-checked when writing the final version on November 15, 2014.
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For the time being, governmental agencies do mostly provide information on web pages to read and/or for
download (Coursey and Norris, 2008), (Kabbar, 2014), but completely fail to provide enabling technologies
(see (Umweltbundesamt, 2012) for some urgently relevant, but still conventional case).

Here are a few scenarios illuminating the potential of webble technology when invoked by governmental
agencies who really want to establish and develop an e-society with lively public participation. The scenarios
are in accordance with German legislation (EGovG, 2013) and refer, in particular, to 8§14 EGovG which
requires geo-references in all public documents. The scenarios rely on providing webbles for download.

o A webble prepared for download may carry in its model (according to its MVC structure) some
implementation parameterized by address data or by GPS coordinates, e.g. If customers download
the webble and fill in their own address data, the webble works and responds location-dependently.

~  For illustration, applications are large construction projects (airports, highways, tunnels, ...)
which may bring with it some pollution to be considered in advance.
~ Humans may fill in other location data for comparison and for communication with others.

o A webble prepared for download may be parameterized by health data such that humans may fill in
their personal data in privacy instead of sending them out into some cloud not under their control.

Due to the hierarchical structure of webbles (see sections 2.1 and 2.2) which allows for peeling off any
so-called child webble from its parent, humans may extract parts of some webble after they have used is as
sketched above. Such a peeled off part is individualized in dependence on the data put in before (see, e.g.,
personalized visualizations in section 2.3.3 below). Those peeled off webbles may be used in other contexts
and, for instance, may be exchanged with other humans for communication and collaboration.

2.3.3 Webble Technology for Visualization to Enable Comparison and Evaluation

Visualization is crucial to humans for understanding alternatives, for evaluating decisions, for anticipating
effects including side-effects, and the like (Shneiderman, 1982). For this purpose, webble technology is
appropriate (Fujima et al., 2012). Even further, it allows for a specification of the direct manipulation paradigm
toward a new paradigm named direct execution (Fujima and Jantke, 2012), (Jantke, 2013). Direct execution
means the feature of webbles to be able to run automatically whenever new data are coming in.

©00  Buwamiasan
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Figure 4. Fitbit® Data Fetched on the Web for Visualization

Here is some implementation developed for the purpose of demonstrating webble technology
visualization and for exploration of its usefulness.

The webble on the left with dark gray background, with some data input webble left on top, and with two
button webbles on top is wrapping the Fithit® access web service.

By typing in some date such as 2014-07-06, which is on display, the webble fetches the related data from
the web service and shows them on the webble sitting on top of the wrapper—the one with the white
background on top of the gray. Users may drag and drop this visualization webble over another one and they
combine automatically

The wrapper shown in the figure above (the darker gray box on the left) may be replaced by any other
webble wrapping any web service of interest. Users may place whatever visualization webble they want next
to the web service wrapper as illustrated by means of the two webbles on the right. This is setting the stage
for exploratory visualization. As described in section 2.2, users can freely combine webbles. They may copy
webbles and use them in different ways in parallel. In this way, the humans can see alternatives at a glance
(see (Lunzer and Hornbaek, 2006) for an in-depth discussion of the usage of meme media technology for the
exploration of largely varying alternatives). For illustration, bar charts as show in figure 4 on the left can be
dragged over each other to fold into a single bar chart as shown on the right. Flexibility is almost unlimited.
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3. SUMMARY & CONCLUSIONS

Most recent investigations show that even nowadays attempts to establish e-society practices fall short
(Kabbar, 2014): ... e-government initiatives have fallen short of their potential to transform service delivery
and improve public trust in government. The well-established technology adoption literature shows that
perceptions and attitudes of potential adopters towards innovations are critical in the successful uptake of
these innovations.” (ibid., p. 255) The crux is, as already pointed out earlier (Coursey and Norris, 2008), “that
although Web sites are commonplace, the delivery of anything but basic information is not. The only services
provided by at least a majority of local governments were nontransactional.” (ibid., p. 523)

Apparently, it is not particularly ingenious to digitalize already available information and put it online.
“Instead, the challenge is to understand how new technologies can be used to bring a transformation in the
culture and structure of government in order to provide better services to citizens.” (Kabbar, 2014, p. 256)

The present contribution is offering one approach—among, perhaps, many others—to improve the current
practice by means of some generic technology which bears the potential to go beyond the present limits of
document visualization and downloads toward provoking and supporting active human participation.

Beyond the applications for establishing e-society practices in focus of the authors’ present contribution,
main application areas of webble technology in the near future will be (i) in the digital humanities,
(ii) in personalized medicine and health care, (iii) in business administration, particularly, when web services
are of relevance, and (iv) in technology enhanced learning as demonstrated by (Fujima and Jantke, 2012) and
(Jantke, 2013). Particularly interesting is the ability to federate data from social media as exemplified in
(Sjébergh and Tanaka, 2013); see especially figures 2 and 3 of the paper under reference (ibid, pp. 121/122).
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APPENDIX A: THE UNDERLYING PHILOSOPHY

There are always readers, especially engineers, who dislike “philosophy” in technical papers. But for the
appreciation of meme media technology, reading Dawkins is inevitable and reading Blackmore may be
inspiring to finally arrive at Tanaka. Furthermore, the concept of serendipity may require some elaboration.

A.1 Serendipity

For already a century, serendipity is understood as “the faculty of making happy and unexpected discoveries
by accident” (The Oxford English Dictionary, 1912-13). Columbus’ discovery of America, Fleming’s
discovery of penicillin, and Nobel’s discovery of dynamite are prominent illustrations of serendipity.

There is a recent trend toward digital humanities (Carter, 2013) which is bringing with it a strong desire to
use information and communication technologies in innovative ways. Digital humanities mean much more
than providing every scholar and student with database access. New technologies allow for new research.
Particularly important is the high potential of computerization to make unexpected findings more likely.
Generating hypotheses and forming scientific theories is not what contemporary computers are expected to do.
Scientific work is performed by the scientists of a discipline and, sometimes, by teams of scientists working
interdisciplinarily. The higher expectations of the digital humanities is not to replace scientists by computers,
but to provide technologies and tools which allow for or even provoke new forms of research and experiment.
Co-occurrence search as discussed in (Schubert, 2013) is an illustrative example. It may reveal semantic
relations which are neither obvious nor familiar. Conventional search tools and strategies do usually not
arrive at those results (ibid., p. 182).

Beyond conventional technology and innovative approaches such as, e.g., co-occurrence search, there is a
desire to introduce more flexible technologies which allow for unforeseen data manipulation and investigation
toward unsought syntactic results provoking unexpected semantic interpretations — serendipity.

The larger and more diverse the community of involved human beings, the larger is the likelihood of
unforeseen operations and unsought results. Participation in an e-society is the ultimate place for serendipity.

A.2 Memetics

Dawkins, the father in spirit of memetics, has been very much inspired by work like this of Thorpe on the
evolution of birdsongs (Thorpe, 1958; see Podos and Warren, 2007, for a more recent treatment). In his
seminal book (Dawkins, 1976), he develops a comprehensive theory of non-biological evolution where bird-
songs are just an example of what may evolve in a Darwinian sense. Notice, seen from this perspective, the
birdsongs are living and the birds with their environments and living conditions are just the songs’ habitat.
Units of non-biological evolution—in the case of birdsongs, the syllables, trills, and the like—are called memes.
Dawkins coined the term meme to recall the concept of a gene and, simultaneously, to refer to memory.

Blackmore discusses a quite large spectrum of fields to which Dawkins’ ideas apply (Blackmore, 1999).
Those fields are, for instance, animal behavior (as mentioned above), architecture, fashion, and religion.

Those memes like, for illustration, ideas and concepts of architecture are subject to reproduction in-
cluding mutation and cross-over. Therefore, memes may evolve over time and change according to their
usage as well as randomly. Those memes that are fit enough may survive for a considerably long time like,
e.g., the style of Gothic somehow survives in neo-Gothic. As Dawkins pointed out, “the computers in which
memes live are human brains.” (Dawkins, 1976, p. 197)

Such as Dawkins has been inspired by the behavioral scientists, Tanaka has been inspired by Dawkins.
He took up the challenge to carry over the evolution from memes in the human brain to the evolution of
memes in digital computers (Tanaka, 2003). For this purpose, he laid the cornerstone of the technology and
coined the term meme media to denote the units of digitalized evolution.

There has been a long series of related implementations ranging from (Tanaka and Imataki, 1989) through
(Kuwahara and Tanaka, 2010) to (Fujima, 2013); see also (Tanaka, 2013) for an overview.

Relying on the newest technological basis, meme media can be made available via any browser which
supports HTML5 on any terminal device. Technology is setting the stage for digitalized knowledge evolution.
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ABSTRACT

The paper investigates the user experience of young people with video content accessed through different technological
artefacts. To this purpose, an essay has been assigned to the pupils of two lower secondary school classes (mean age 12
years) to know their diverse types of usage of multimedia content in their everyday lives. These compositions have been
analysed employing a plurality of text analysis tools in order to find out both the preferred artefacts and their mutual
relationships. The results are here presented giving emphasis to qualitative and methodological aspects. The analysis is to
be intended as a preliminary field research study mainly oriented to testing the visualization power of the selected
technical tools, primarily Network Text Analysis, in the context of children exposure to video content made available by
today's information and communication technologies.
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Content analysis, network text analysis, tag clouds, user experience, video content, young people

1. INTRODUCTION

The use of technological artefacts by children has always been one of the most important subjects in many
fields: Information Science, Pedagogy, Psychology, and more generally in Social Sciences. However, before
the beginning of the third millennium most of the studies on this topic were directly connected to some types
of educational or developmental processes because, in most cases, children had not a constant and pervasive
contact with technological tools (such as laptop computer, mobile phone, personal computer, etc.) in their
daily lives. The advent of the Internet in the 90s and, starting from the third millennium, the production of
many and different devices to be constantly connected to the Internet (particularly smartphone, tablet and
laptop) and the development of software, apps and websites to share personal experiences and activities (e.g.
social networking sites and online gaming) has profoundly changed the social contexts in which children
live: family, school and social life environments.

Thanks to a relevant cultural change in the pervasive use of the web in every life moments of parents and,
more generally, in family, web artefacts became more and more familiar to children and increasingly used in
their daily life moments. Furthermore, thanks to the important change at a usability level, such as the passage
from the mouse to the touchscreen interface (Mcknigh and Cassidy, 2010, Abdul-Aziz, 2013), the use of
those technological artefacts has become more and more familiar to children since it adapts to their patterns
of world exploration, principally based on direct touch, due to their yet weak motor skills, and not on the
mediation of some device (such as in the case of the mouse).

The pervasive use of the web and the changes determined by the ONline life on the OFFline one has been
differently treated by authors that we could associate to two different currents. On the one hand, there are
scholars who deal with this topic more at clinical level, trying to understand which factors determine the so
called Internet Addiction (Young, 1998; Andreassen, Torsheim, Brunborg, Pallesen, 2012) or, more
cautiously, a Problematic Internet Use (Caplan, 2010). On the other hand, there are those who deal with this
topic from a developmental, social and cultural point of view and are more interested on the positive use of
the Internet, trying to determine which factors allow a positive integration of the web artefacts in daily life
activities (Ellison, Steinfield, and Lampe, 2007; Mazzoni and lannone, 2014).
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However, most of the previous studies have focused their attention on adults and emerging adults, while
there are few studies on the use of technological artefacts by children. Therefore, the aim of this exploratory
study is to understand which types of technological artefacts children use in their everyday lives, not only at
school, but in general during all the day. In order to achieve our scope, we propose the use of Network Text
Analysis, a type of analysis which is experiencing an increasing interest in many fields of inquiry and proved
to be very helpful and effective to analyse the school compositions that children wrote in class on their usage
of technological devices during the day. Tag clouds are also employed in this study as a preliminary
representation tool.

2. KIDLAB MEDIA RESEARCH AND KIDLAB SCHOOL PILOT

In the framework of Scenario Analysis and in the field of media convergence, the original methodology
KidLab Media Research was developed in Fondazione Ugo Bordoni (FUB), focusing on the characterization
of the use of video content on multiple platforms by the younger members of the population through
experimental investigations. KidLab Media Research, which is related to Scenario Engineering (Nicolo and
Sapio, 1999), can be regarded as a multidisciplinary research environment that fosters the study of the
behaviour of younger generations related to new media content accessible through mobile phones, tablets,
digital television and the network.

A number of studies concentrated on the effect of media over the relationship parents-children (Rideout
and Hamel, 2006), whereas other studies underlined the effects of television over children (Byron, 2008;
KidsHealth, 2008). And in-depth studies investigated two related aspects: the physiological side to delineate
changes in kids' behaviours imputable to a heavy exposure to television and, more in general, media content
(Millwood Hargrave and Livingstone, 2006) and the social side to research changes in spoken language
among young people influenced by television (National Literacy Trust, 2008).

The KidLab School Pilot project is a first step towards this direction. Its main objectives are the
exploration of dynamics of adoption and use, attitudes and cultural patterns, user profiles, purchase intentions
and consumptions, psychological and social risks. KidLab School Pilot involves the comprehensive institute
(primary and lower secondary school) “Giorgio Perlasca” in Rome (Italy) through the interaction with
teachers and pupils. A set of specific tools was developed for the field research, taking into consideration the
peculiar characteristics of younger audiences and of the school setting. The integration of qualitative and
quantitative methods provides greater consistence to results (Giaoutzi and Sapio, 2012).

In the first phase of the field study a qualitative methodological approach was adopted in order to explore
the phenomenon under consideration, while building hypotheses to understand the point of view of the young
users, their behaviours, their emotions and their needs. A focus group was held, which involved the pupils of
a third year class of the primary school in May 2011. Moreover, a questionnaire was prepared to analyse
quantitatively the phenomenon of video consumption by children. It was administered to pupils in the
classroom by their teachers. It covered general information about the children, technology preferences and
usage, usage times, availability of technologies in the household and in the child's room, video content
preferences, motivations, social viewing modalities, social network subscriptions, multitasking and other
activities. First results of this pre-testing, from both qualitative and quantitative analysis, were presented in
(Sapio et al., 2012-1). A focus group had also been held in April 2011, involving the pupils of IC (lower
secondary school) and results of which can be found in (Sapio et al., 2012-1I). Also the already mentioned
questionnaire was administered to the pupils of this class: the results built the first annual data set of a three-
year longitudinal study.

The second year dataset for this study was collected in 2012, administering the same questionnaire to the
same pupils (class 1IC), within the larger KidLab School Pilot campaign carried out in the same year in the
“Giorgio Perlasca” Institute, which involved 135 children ranging from 6 to 13 years old. The quantitative
analysis relevant to this larger field research were shown in (Mazzolini et al., 2013).

The third year dataset for the above mentioned longitudinal study was gathered in June 2013 by
administering the same questionnaire to the pupils of the I11C, that is, again, to the same pupils a year later.
The overall results of this study can be found in (Nicolo et al., 2014).
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3. AN EXPLORATORY STUDY

In May 2014 an essay was assigned to the students of two lower secondary school classes of the “Giorgio
Perlasca” Institute: 1B (9 males and 4 females) and I1C (10 males and 9 females), i.e. two first year classes of
the lower secondary school. The mean age of these 32 pupils was approximately 12 years. Class IC was a
“class 2.0” due to its larger use of new technologies for education purposes (mainly interactive multimedia
boards): this peculiarity might explain some of the differences between classes highlighted in the following.

The extended title of this composition, whose analysis is the object of the present paper, was: “I write
about my videotechnological day: from morning when you wake up until night when you go to sleep,
describe the moments when you use video communication and video game equipment, such as television,
computer and mobile phones. Needs, expectations, difficulties, joys and disappointments.” Some tips that
could help the students write their essays were available too, that is: “Describe what video equipment you
use, how much you like them, how much time you spend to watch videos via the different technologies and
in what hours of the day this happens. Say what video technologies are present in your home and which of
them are in your room and tell the people with whom you watch videos. Explain also what video content and
programmes you prefer. Furthermore, you may explain for what reasons you like to watch videos. If you
want, please tell your user experience about the technologies which are present in your classroom, such as the
interactive multimedia board (IWB). Eventually, say if you sometimes go to the cinema.”.

3.1 Tag Clouds

A first visual representation of the textual content of children's compositions is provided by tag clouds. They
are a text-based visual depiction of tags (or words), typically used to display the relative tag frequency,
popularity, or importance by font size (Lee, Riche, Karlson, Carpendale, 2010). In our study tag clouds are
used as a visualization tool to extract macro information, before proceeding with more sophisticated analysis.

Figure 1 presents a global tag cloud considering all of the children's compositions, whereas figure 2
highlights the most repeated words by boys and girls.
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Figure 1. Tag clouds with words in all compositions.
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Figure 2. Tag clouds with words in compositions by boys (left) and girls (right).

3.2 From Content Analysis to Network Text Analysis

As data is represented by the words written by children in a class school composition, we decided to analyse
this qualitative data by integrating two types of analysis: content analysis (CA) and social network analysis
(SNA). There are already several examples of an integration between CA and SNA, especially as regards the
study of ontology (Hoser, Hotho, Jaschke, Schmitz, & Stumme, 2006) and the semantic aspect of a network
(Gaggioli, Riva, Milani, Mazzoni, 2013). Network Text Analysis (NTA), i.e. the SNA applied to qualitative
data such as those collected in this study, focuses the attention on the relations between the lemmas
(keywords) derived by the content analysis applied to the children. The purpose of this methodology is to
explore the nature of the relationships between words to have a different and deeper understanding that goes
beyond the simple numerical data of SNA. In particular, NTA focuses on the ability to understand what are
the central and peripheral arguments of a speech, the strengths and weaknesses of a message or conversation,
which arguments are more or less central in real or virtual conversations about a topic, etc.

To analyze our data, we proceeded as follows. First, we have taken together all the essays of pupils of the
same class and divided them by gender. Therefore, we have 4 different datasets: the females of a first class,
the males of the same class, the females of a second class and the males of the same class. By means of T-
LAB software, we have carried on a content analysis on each dataset to take over the keywords (lemmas), i.e.
the words more frequently written by children in their school compositions.

After this step, we have focused our attention on the co-occurrence matrix of the keywords, i.e. a square
matrix (lemmas*lemmas) that shows keywords that are more likely to appear together in the children's
sentences (Riva, Gaggioli, Mazzoni, Milani, 2013).

The co-occurrence matrix is similar to the adjacency matrix normally used to represent numerically the
data of SNA and it is therefore very simple to save this matrix and open it by a SNA software such as
NetMiner (the software we use in this study).

3.3 Network Text Analysis Applied to Children School Compositions

Now, for the explorative proposal of this study, we will present and describe the analysis made on each of the
two classes (IB and IC), by separating boys from girls. So we will analyze if, concerning the technological
use during the day,
- there are some differences between the two classes, maybe determined by a class culture suggested
by teachers,
- there are some differences between girls and boys in the type of technology used.
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The SNA analyses that we will present are:

a) the graph of neighborhood analysis representing the network of relations between the selected
keywords, in which the centrality of each word (that is its relevance in the children's essays) is
visualized.

b) the graph of the eigenvector centrality representing the most central (relevant) words in the
children's essays, i.e. the more a keyword is co-occurrent with keywords characterized by high
relevance the more it becomes relevant. Weighted scores are assigned to nodes based on
connections to all other nodes.

We start with the description of the girls of the class IB (figure 3).
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Figure 3. Neighborhood graph (left) and eigenvector centrality graph (right) of the keywords derived by the compositions
of the girls of the IB.

The graph on the left represents the network of co-occorrences between words where the dimensions of
keywords represent their frequencies (centrality or relevance). To select the most relevant keywords, we have
defined a co-occurrence baseline of three, i.e. that only keywords with at least 3 co-occurrences have been
selected. The arrows between words represent the sense of the co-occurrence, i.e. which keyword appears
before the other. The graph on the right (figure 3) represents the most central (relevant) keywords. By
looking at the graph on the left, we can see that the core of the girls compositions of class IB is focused on
seven most relevant keywords: use, mobile phone, see, TV, technology, instrument, devices (the order is
based on the degree centrality index, i.e. the frequency of co-occurrence in terms of the number of links
incident upon a node).

At a more deeper level, by looking at the eigenvector centrality (right) we can observe that the most
relevant aspect of the technological use for girls of the IB during a day is the mobile phone use.

The score near each keyword represents its centrality (between 0 to 1, this last representing the highest of
centrality) i.e. its relevance with respect to the other keywords.

Differently from the previous class, the compositions of the girls of the IC (figure 4) are focalized on four
keywords: watch, computer, use, TV (left). However, the eigenvector centrality (right) shows that the most
relevant technological use of the girls in this class is “watch TV”.
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Figure 4. Neighborhood graph (left) and eigenvector centrality graph (right) of the keywords derived by the compositions
of the girls of the IC.

Now we can analyze the boys of the IB (figure 5).
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Figure 5. Neighborhood graph (left) and eigenvector centrality graph (right) of the keywords derived by the

compositions of the boys of the IB.

For them, the most relevant keywords resulting from text compositions are, in order, computer, play, use,
see, mobile phone, Playstation.

It is clear that, compared with what has been seen for girls, for boys the use of technology to play
becomes more relevant and that is confirmed by the eigenvector centrality in which play and Playstation are
the most central keywords.
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Finally, the group characterized by the boys of the IC (figure 6) shows three very central keywords
(watch, use, computer) followed by other seven but less important (TV, technology, school, play, homework,
mobile phone, home).
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Figure 6. Neighborhood graph (left) and eigenvector centrality graph (right) of the keywords derived by the compositions
of the boys of the IC.

The eigenvector centrality shows that for this group the most relevant action is using technology to watch
TV and film.

4. CONCLUSIONS

This exploratory study has shown which types of technological artefacts are used by the children of two
school classes in Rome (ltaly) in their everyday lives, not only at school, but during all the day. In order to
achieve this scope, both tag cloud analysis and Network Text Analysis have been applied, by analysing the
school essays that the pupils wrote in class about their usage of technological devices during the day.

The results obtained, distinguishing between the two classes and between males and females, show some
differences in both the types of technologial artefacts used and the intensity of usage (in terms of relevance)
by the students. Due to the limited size of the considered sample, only a qualitative illustration of the main
outcomes achieved has been presented. As a matter of fact, the study was intended to be a preliminary
exploration, i.e. a pilot research project whose main interest resides in the test of the methodological tools
employed.

In this sense, Network Text Analysis has revealed its strength, thanks to its synoptic diagrams, which also
offer an effective visualization of the socio-technological phenomena under consideration.

As already said in section 2, further studies, based on wider field research campaigns and on the use of
NTA and other methodological tools, both qualitative and quantitative, could allow the study of dynamics of
adoption and use, attitudes and cultural patterns, user profiles, consumptions, psychological and social risks.
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ABSTRACT

This paper explores theoretical and practical opportunities for describing human expansion into the digital worlds — the
so-called ‘information revolution” — using the wide body of theories and approaches under the common name of
postcolonial science and technology studies (PSTC). In order to employ digital postcolonialism as a feasible research
methodology, it explores three dialectically related themes: opportunities for creating a new geography of the digital and
creating conceptual bridges between geospatial migrations of the past and digital migrations of the present, the
relationships between the digital territories and the digital settlers, and situating the current stage of (post)colonialist
developments into a wider historical context. On that basis, it shows that digital postcolonialism might provide a fresh
insight into human relationships with information and communication technologies, and explores the main
methodological challenges. Finally, it warns that the material base of digital postcolonialism is much more elusive than
material base of geographical migration, and points towards further research directions.
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1. INTRODUCTION

Social impacts of information and communication technologies are often discussed using familiar colonial
discourse. Founding fathers such as Bill Gates and late Steve Jobs have created brave new virtual worlds
populated by digital immigrants — few decades after, the logic of historical development has created the new
digital natives (Prensky, 2001). This list of references could be expanded almost indefinitely. Once our
attention has been set in an appropriate direction, we have started to notice traces of colonial thinking about
information and communication technologies in diverse places from everyday language to prestigious artistic
talks and academic journals. Inspired by such traces, this paper explores opportunities for describing human
expansion into the digital worlds — the so-called ‘information revolution’ — using the wide body of theories
and approaches under the common name of postcolonial science and technology studies.

Technology and colonialism are dialectically intertwined — one cannot be thought of without the other.
However, their relationship can be understood in various ways. According to Itty Abraham, ‘“’postcolonial
techno-science’ as a way of doing science studies may not be commensurable with ‘postcolonial techno-
science’ as a way of thinking about alternative and local knowledges” (2006: 211). In order to build our
theory from ground up, we will try and develop digital postcolonialism as a way of doing science. However,
digital postcolonialism could also be used as a way of exploring alternatives to mainstream information and
communication technologies, and will do our best to explore that line of reasoning in our future research.
Similarly, Warwick Anderson asserts that

[t]oo often the 'postcolonial' seems to imply yet another global theory, or simply a celebration of the end
of colonialism. But it may also be viewed as a signpost pointing to contemporary phenomena in need of
new modes of analysis and requiring new critiques. (...) The term 'postcolonial' thus refers both to new
configurations of technoscience and to the critical modes of analysis that identify them. (2002: 643)

Deeply immersed in the field of critical theory, this research implies its active role within the society.

Digital worlds created by the internet are definitely amongst the most important developments of our times —
it goes without saying that they require new research approaches and new critiques. Borrowing one more
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sentence from Warwick Anderson, therefore, we can say that our take on digital postcolonialism is an attempt
to develop “a means of writing a 'history of the present, of coming to terms with the turbulence and
uncertainty of contemporary global flows of knowledge and practice” (ibid: 644).

2. GEOGRAPHY OF THE DIGITAL

In Culture and Imperialism Edward Said leaves no trace of doubt that geography is the very heart and soul of
imperialism.

Underlying social space are territories, lands, geographical domains, the actual geographical
underpinnings of the imperial, and also the cultural contest. To think about distant places, to colonize
them, to populate or depopulate them: all of this occurs on, about, or because of land. The actual
geographical possession of land is what empire in the final analysis is all about. (...) The geographical
sense makes projections — imaginative, cartographic, military, economic, historical, or in a general sense
cultural. It also makes possible the construction of various kinds of knowledge, all of them in one way or
another dependent upon the perceived character and destiny of a particular geography. (Said, 1993: 78)

Following Said’s argument, it is appropriate to start analysis of digital postcolonialism from inquiry into
opportunities for geographical thinking in the digital worlds. In 1974, Henri Lefebvre published the highly
influential book The production of space (1991). He claims that every society produces own spaces, and that
such production is prerequisite for (re)production of social relationships. The contemporary society has
produced the digital worlds that consist of two main components: the material space of the internet and the
non-material space of the World Wide Web. Gradually, their dialectical mix in the form of digital worlds has
become essential for maintenance and (re)production of the contemporary network society. Mechanisms of
social reproduction are deeply rooted in human nature. Therefore, the (re)production of the new digital
spaces is undertaken by the dominating classes as a tool for (re)production of the existing hegemonic social
relationships. In this sense, digital worlds are true Lefebvre’s social spaces as described in the following oft-
used quotation: “(social) space is a (social) product (...) the space thus produced also serves as a tool of
thought and of action (...) in addition to being a means of production it is also a means of control, and hence
of domination, of power” (1991: 20).

Obviously, the digital spaces are not physical in the same sense as Madeira. Digital grass cannot be felt
on bare feet, digital potatoes will never feed people, and — most importantly — digital artefacts cannot
(re)produce life. In spite of being intangible, however, this article on our screens is just as real as coffee mugs
placed next to our keyboards. Its production requires intellectual and physical effort. During the process of
(re)production, it utilizes physical resources such as plastic, silicon and electricity. Its transport through the
network requires energy, and its acceptance by the research community will contribute to tenure
appointments of its authors. While the nature of the digital is clearly different from the nature of the physical,
those differences do not impede opportunities for spatial thinking in the digital worlds — at least on the
abstract level required by digital postcolonialism. In words of David Harvey, “different concepts of space
may be appropriate for different theoretical purposes. It may be realistic to regard the concept of space,
therefore, as a ‘multidimensional’ concept in the sense that the concept has a different meaning according to
cultural background, perceptual ability, and scientific purpose” (Harvey, 1973: 197). Based on Lefebvre’s
concept of production of space, therefore, digital worlds can be considered as fully developed physical,
social, economic, cultural and linguistic territories.

The task of science is to survey and map the new territories. In general, the territory is an entity that is
being described; the map is a description which represents human knowledge of the territory. The map covers
the same space as the territory, but in less detail. Therefore, the map forever remains representation of the
territory and never reaches the full accuracy. In this way, map-making is inextricably linked to epistemology.
In order to build maps smaller than territories, map-makers must inevitably exclude and simplify — political
maps are focused to physical borders between countries, while meteorological maps are focused to the
dynamics of water and air. Furthermore, map-makers are always at least indirectly immersed in the mapped
territories: it is hard to find a truly apolitical geographer, or a meteorologist who does not care about accuracy
of own forecasts. Therefore, maps are never objective or neutral, and the act of map-making is always
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political. This understanding gives rise to the field of critical geography. Based in the dialectic between
theory and practice, action and reflection, critical geography assumes that “maps are active; they actively
construct knowledge, they exercise power and they can be a powerful means of promoting social change”
(Crampton and Krygier, 2006: 15).

In the field of postcolonial studies, “the scholarly trend in recent decades has been to view scientific
activities such as surveying and mapmaking as two cogs in an imperial machine — a ‘scopic regime’ —
grinding across far-flung colonies and distant landscapes™ (Craib, 2009: 481). In this context, cartography is
dialectically intertwined with discourses of power as the technology of plunder and control. Imperialist
cartography always excludes indigenous knowledges, languages and worldviews. In order to challenge the
imperial routines, however, it is not enough to include bits and pieces of indigenous knowledge in the current
maps. Instead, we need to “more fully historicize the practices, categories and narratives themselves by not
artificially bounding — geographically or socially — the subjects of study in the first place” (ibid). In
cyberspace, subjects of study cannot be easily bounded according to any particular criterion — more often
than not, it is next to impossible to know who is on the other end of the network. Therefore, Craib’s
conclusion that “the history of cartographic practice needs to take a social, not solely cultural, turn” (ibid:
487) gains particular relevance in the context of digital postcolonialism.

According to McKenzie Wark, subjectivity may be “formed within two sets of exterior relations, both
external to individual subjects and their “consciousness”, both equally real. Those two relationships are the
map and the territory upon which people locate themselves and form their sense of place.” (1994: 62) In this
context, the nature of digital territories raises at least two important consequences for critical geography of
the digital. First, as Jaron Lanier clearly shows in his analyses of virtual reality, digital worlds provide us
with the powerful illusion of detachment from their physical origins (2011). Therefore, mapping the digital is
even more susceptible to politics — and requires even more grounding in critical theory. Second, geography of
the digital directly influences human decisions about the physical (the internet) and the logical (the World
Wide Web) structure of the described territories. Therefore, the map of the digital is just as real as the
physical optical fibre that enables its virtual existence.

3. THE DIGITAL SETTLER AND THE PRE-DIGITAL SAVAGE

Digital worlds created by the internet arrive into existence only through interaction with human beings.
Therefore, further inquiry into colonization of the digital should be conducted in dialectical relation with the
settler. In his analyses of traditional colonial conquests, Frantz Fanon describes this relationship as follows:

The settler makes history and is conscious of making it. And because he constantly refers to the history of
his mother country, he clearly indicates that he himself is the extension of that mother country. Thus the
history which he writes is not the history of the country which he plunders but the history of his own
nation in regard to all that she skins off, all that she violates and starves. (Fanon, 2001: 40)

Digital colonialism transfers the existing social relationships into another territory, and the very act of
settlement irreversibly changes the emitting and the receiving territories and their inhabitants. Certainly, the
digital worlds cannot be ‘plundered’, ‘skinned off’, ‘violated’ and ‘starved’ in any traditional sense.
Therefore, differences between geography of Earthly territories and geography of digital territories cause
profound differences in the dynamics of settlement. Geographical structure of Earthly territories is given: as
powerful as they were, the British could never cause snow in Mumbai. Faced with staggering heat, therefore,
the best thing they could do was adapt: re-organise activities in order to avoid the warmest periods of the day,
install air-conditioning, eat low-fat foods. This kind of attitude, known as environmental determinism,
reflects the view that “environmental features directly determine aspects of human behavior and society”
(Encyclopedia Britannica, 2014). Faced with familiar problems, people often instinctively resort to familiar
solutions: in the digital worlds, environmental determinism transforms into technological determinism.

However, information and communication technologies are not ‘natural” in the same sense as the weather.
The structure of the internet — or any other human creation, as Ivan lllich has clearly shown in Tools for
conviviality (1973) — results from negotiation of various influences that contribute to its design and
development. The British in India had the power to conquer territories and introduce new customs. However,
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Tim Berners Lee and the creators of the internet had the power to design new territories and customs from
the scratch. Naturally, their designs were taken from what Frantz Fanon calls their ‘mother country’ or the
existing social relationships in their environments. However, the digital settlers have much more power over
the new territories than their traditional counterparts — therefore, digital postcolonialism rejects technological
determinism and replaces it by more nuanced approaches to human agency thus corresponding to theoretical
achievements of the third generation of Frankfurt School theorists (Kellner, 2003; Feenberg, 2002).

In early 2000s, Marc Prensky’s article Digital natives, digital immigrants has become “a commonly-
accepted trope within higher education and its broader cultural contexts, as a way of mapping and
understanding the rapid technological changes which are re-forming our learning spaces, and ourselves as
subjects in the digital age” (Bayne and Ross, 2011: 159). While this trope has recently been heavily contested
(ibid), it does not take much to realize its potentials for explorations of digital colonialism. Transferred into
the new digital territories, however, the concepts of native and immigrant require a bit of good old-fashioned
conceptual analysis. For Edward Said, Frantz Fanon and other postcolonial authors, the first immigrants —
known by various names such as colonizers and conquistadores — are curious adventurers, mighty soldiers,
zealous missionaries, cold-blooded mercenaries, heartless murderers, savage rapists, true oppressors, male,
white machistas who plunder the colonized territories and extract their riches for the benefit of themselves
and their crowns. During colonization of the digital, however, the likes of Christopher Columbus, Vasco da
Gama and Amerigo Vespucci have been replaced by people such as Tim Berners Lee, Steve Jobs and Mark
Elliot Zuckerberg.

So what are the digital colonists like? Without any doubt, they are also curious, adventurous, brave, bold,
organized, white, middle class, and male; many amongst this colorful lot made even larger fortunes than their
ancient counterparts. However, their strategies of domination are very different from those employed in the
age of geographic discoveries, as historical forms of legalized crime such as murder and rape have been
replaced by the global system that consistently turns a blind eye to unhuman conditions in factories
throughout the global South. Conceptually and geographically, new forms of oppression closely follow
geographic, racial, economic and other lines of traditional colonial relationships. This interesting parallel
requires more fundamental research which lies out of scope of this paper. For the purpose of the presented
argument, it is enough to recognize that — while digital colonists cannot be literally paired with their ancient
counterparts — Fanon’s concept of colonists as creators of the colonized territories is even truer in the context
of the digital. Prior to arrival of the digital settlers, the digital worlds were lifeless, empty, non-existent — it is
only through their creative interaction with physical infrastructure, that the digital worlds came into the
current form of being.

Speaking of natives, things are obviously different. In the context of traditional colonialism, natives are
the original inhabitants of the colonized territories, recipients of other nations’ colonial ambitions, sufferers
of territorial conquest, slaves to colonial masters, infidels who dearly hold on to their backward religions,
lazy savages who need to be put into service of civilized peoples. As Syed Hussein Alatas masterfully
explains in The myth of the lazy native (1997), this image is a social construction designed and developed by
colonial masters in order to serve their political and economic interests. Following a similar pattern, digital
conquistadores have also created own class of savages. Obviously, empty digital worlds which arrive into
existence only through interaction with the settlers do not have own pre-existing natives. Instead, the new
savages are sought for and created elsewhere — from the population that did not follow digital conquistadores
into the digital worlds, or people residing on the non-privileged side of the digital divide. In this way, the
age-old principle of creating the savage has merely shifted direction: instead of creating the savage from
peoples found in the new territories, digital colonialism has modelled the savage from peoples who are left
behind in the old territories. Simultaneously, digital colonialism has created own class of digital natives —
people who were born into the world of information and communication technologies, their most able users,
the true citizens of the network society. The concept of the digital native does not have an exact counterpart
in traditional postcolonial theory. However, their main features are roughly the opposite from traditional
colonial natives. In order to remain within postcolonial discourse and avoid terminological confusion,
therefore, we paired traditional natives with digital savages. While this linguistic acrobatics adequately serves
requirements of this article, further developments in digital postcolonialism will inevitably have to develop a
more nuanced jargon.
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In order to (re)produce superiority, the settler needs the inferior other, the primitive, the savage. While
critical theory clearly recognizes that ‘inferior’ features of savage peoples result from objective conditions in
their surroundings, traditional colonialism had to create the savage (Harding, 2011). Similarly, the supposed
superiority of the digital arrives into existence only through juxtaposition with the pre-digital. Up to very
recently, there was nothing wrong with traditional face to face communication, education or business. It is
only through introduction of information and communication technologies that traditional activities have
been digitalized and ‘improved’, while their prior versions have been proclaimed ‘primitive’. As soon as the
command of information and communication technologies has become necessary for full participation in the
society, digital colonialism has evoked the familiar discourse of personal responsibility for structural
inequalities. In ancient times, the savage was guilty of being poor, dirty and ill; contemporary pre-digital
savage (at least in good part) is guilty of being unable to use computers. Thus, digital postcolonialism has
created own version of ‘the myth of the lazy [pre-digital] native’ (Hussein Alatas, 1997) that needs to be
saved from ignorance, poverty and the sin of failing to catch up with the ‘inevitable’ logic of technological
development. In spite of all advances brought by information and communication technologies, the
relationship between the digital settler and the pre-digital savage has remained one of exploitation, violation,
and oppression.

4. DIGITAL POSTCOLONIALISM

When first sailors embarked on new lands, their large ships and fair skin impressed the savages. They made
peace and traded: knives for food, mirrors for gold, glass pearls for ebony. In the early days of colonization
this exchange was conducted on more or less equal grounds, because the sailors were still mere visitors —
received and treated just like any other foreigners. Soon after, however, the sailors had been followed by the
settlers, and it became clear that the white man was here to stay. The settlers brought their ways of living,
working and organizing daily affairs, and the traditional ways of functioning slowly but surely became out of
date. The settler economy was blooming, and vast open pastures that once belonged to savages gave way to
organized plantations, mines and manufacture. Naturally, the savage did not let go easily — however, the logic
of techno-social development has inevitably pushed once free hunters, gatherers, shamans and many other
occupations into one or another form of slavery. Centuries later, the most stubborn savages have exiled into
reservation sites, where they still trade their ‘original way of life’ for a modest living in the modern society.

When first people embarked into the digital worlds, chess-playing machines and immersive worlds of
virtual reality impressed the pre-digital savages. They lived in peace and traded: algorithms for scholarships,
network protocols for PhDs, computer programs for wages. In the early days of digital technologies this
exchange was conducted on more or less equal grounds, because computers were still just tools — handled
and developed just like any other machinery. Soon after, however, more people settled into the digital worlds.
Digital technologies entered homes, offices and factories, and the traditional ways of functioning slowly but
surely became out of date. The settler economy was blooming, and vast open pastures that once belonged to
pre-digital savages had been narrowed down to sporadic niche jobs and hobbies. Naturally, the savage did not
let go easily — however, the logic of techno-social development has inevitably transformed professors,
tradespeople, artists and many other occupations into operators of various digital machines. Decades later,
the most stubborn savages have exiled into the small niche of manual occupations, where they still trade their
‘pre-digital way of life’ for a modest living in the modern society.

The dynamics of early settlement is obviously very different from the dynamics of late colonialism and/or
postcolonialism. Early settlers plunder using brute weaponry and strong colonial administration;
postcolonialism exploits through politics of knowledge, representation and cultural perception of the
colonizer and the colonized, human relationships within the colonial nations, and ideology. Therefore, the
current dynamics of human settlement into the digital should be placed into an appropriate historical context.
During the past few decades, the digital worlds had been created and conquered. Their founding fathers such
as late Steve Jobs are slowly but surely entering history. Recent critiques of Prensky’s digital natives and
digital immigrants “argue against the reduction of our understanding of these issues to a simplistic binary”
(Bayne and Ross, 2011: 169). Recent research of the digital divide is oriented towards alternative
formulations “which take into account the hybrid, scattered, ordered and individualized nature of
cyberspaces” (Graham, 2011). Important social changes such as the development of the global class-in-the-
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making, the precariat, reflect a multiplicity of tensions between the global North and the global South, the
industry and the environment, the digital and the pre-digital (Standing, 2011). Profound global impacts of
digital colonialism have reached all the way to worldwide acceptance of evolution from the mass society to
the network society (van Dijk, 1999; Castells, 2001).

Temporal aspects of this evolution are obvious — we are witnessing the period of fastest technological
development in human history. However, it is (again) the geographical aspects that are particularly relevant
for the current dynamics of settlement into the digital. At the end of 2013, 34.3% of world population was
online. This percent vastly varies amongst countries: from 92.9% in the Netherlands, 83% in Germany and
78,1% in the USA to 1.1% in Ethiopia and 1.2%, in Congo (Internetworldstats, 2014). In order to analyze the
current stage of colonization of the internet, we shall draw a brief comparison with its geographical
counterpart. In 2014, the global North has a decent network of roads and railways (internet infrastructure) as
well as legal institutions (data protection laws, international treaties, technical standards). Slavery had
recently been abolished (internet access has transformed from commodity into social category), but the
unequal social relationships resulting from colonialism cannot be stronger (the digital divide still strictly
follows the poverty line) (van Dijk and Hacker, 2003). In the global North, therefore, digital colonialism has
already transformed into early stages of digital postcolonialism. The global South, however, still anticipates
the sweeping wave of digital colonialism. Its internet infrastructure is yet to be built, its technology-related
laws are yet to be adopted, and pre-digital slavery is still the stark reality. Naturally, it is hard to expect that
the global South will re-invent digital technologies from the scratch. Instead, it is likely to buy Northern
technologies, re-write Northern laws, and adopt Northern social inclusion policies —and it is even more likely
to pay for these services by exporting natural goods in various forms from oil and minerals to human labour.
Powered by globalization, uneven development is dialectically intertwined with usage, design and production
of information and communication technologies (Smith and Harvey, 2008: 147).

Using its upper hand in the fields of science and technology, the global North utilizes (its knowledge of)
information and communication technologies to maintain its borders and inculcate superiority. In this way,
we arrive directly to Michel Foucault’s concept of power-knowledge (1980) and to the notion of technology
as ideology. Few centuries ago, colonists set out to ‘civilize’ the savage by introducing Christian missionary
schools that taught basic skills such as reading, writing and calculus — all soaked up in the Holy Scriptures. In
this way they inculcated knowledge, values, representations, and ideology of the colonial powers, only
occasionally allowing minor cosmetic adjustments such the Black Madonna. They preached that every
government is divine, and that only the meek will inherit the Kingdom of God, thus employing religion
directly into the political and economic service of colonialism. Throughout the twentieth century, Frankfurt
School theorists have repeatedly shown that modern technology has become the new (colonial) ideology —
information and communication technologies are considered as humanity’s inevitable destiny, and only their
meek adopters will inherit the network society.

Evidence of the colonial nature of information and communication technologies is all around us. For
instance, two short sentences in the back panels of our smartphones — ‘Designed by XXX in California.
Produced in China’ — say conceptually the same thing as our complex analyses. Global IT companies will
happily map Nigerian streets for those who can afford their geographic information systems. During the
process, Nigerian precariat will spend long hours driving smart cars designed in California and produced in
China for a meagre wage and no social security. Powered by information and communication technologies,
traditional colonial relationships have gained new wind in their sails. For instance, our Nigerian precarious
workers might ‘subjectivate’ (Foucault, 1980) their ‘inferiority’ to the Western ‘digital masters’, and be
proud to work in the lowest ranks of a successful global corporation. Their Californian employers might
evoke the myth of the lazy pre-digital savage and complain about bad performance of digital immigrant
workers. Opportunities for drawing such analogies are numerous, and we are strongly convinced that they
might significantly contribute to our understanding of the network society. In this way, digital
postcolonialism might graduate from a mere description of the contemporary reality to the powerful tool for
scientific inquiry.
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5. DISCUSSION

This paper stablishes opportunities for using postcolonial thinking for analyzing the relationships between
information and communication technologies and the society. Digital postcolonialism reveals economic and
social relationships between the users and the non-users of information and communication technologies,
between the global North and the global South, between the rich and the poor, between the oppressor and the
oppressed. Once again, missionaries from ‘civilized’ countries bring ‘enlightenment’ to the ‘savage’ — this
time, in the form of creating material and educational preconditions for ‘informatization’. At the one hand,
the return to the familiar terrain of economic, cultural and military domination gives some confidence in
accuracy of digital postcolonialism. For instance, its elegant explanation of technological determinism can be
interpreted as a powerful confirmation of the developed theories. At the other hand, however, it still remains
to be answered whether digital postcolonialism is a mere coincidence — a curious, but unimportant
consequence of universality of human nature — or it can be used as a research methodology. In the worst case
scenario, this paper will represent just another description of the current reality. In the best case scenario, it
will start a new, exciting research adventure.

Cyberspace was born and raised in fully artificial laboratory conditions. With the advent of participatory
web, however, digital colonists have quickly built up own communities, customs and even vernaculars, while
research methods such as internet ethnography have quickly gained popularity. Local knowledges and
languages are rising in importance, and researching contemporary phenomena on the World Wide Web
strongly resembles the phase of epistemic primitive accumulation (Hess, 2011: 429). ‘Hard’ sciences such as
physics and electronics have created the digital worlds of the internet — in turn, our experiences from these
worlds have started to question the primacy of ‘hard’ sciences. This inversion is an essential feature of
postcolonial science and technology studies, and might be used as another argument in favor of developing
digital postcolonialism. However, the developed perspective is burdened with profound methodological
challenges. Digital postcolonialism is based on the idea of human expansion into new digital territories.
While our analyses introduce some theoretical opportunity for geographical thinking in cyberspace, such
expansion is clearly metaphoric. Therefore, theoretical opportunities for digital postcolonialism are deeply
rooted in fundamental, unanswered questions about the nature of relationships between the analog and the
digital.

Last but not least, the rise of the network society cannot be further from the smooth curve of technology
development envisioned by technological determinists — instead, it is a battlefield of various world-views,
cultures, interests and social forces. Certainly, we could try and align digital postcolonialism with traditional
anthropological approaches. Moving towards postmodernism, we might also follow Edward Said and
examine the impacts of digital postcolonialism through the lens of Michel Foucault’s discourse. In a recent
paper, however, Warwick Anderson has clearly showed that the mentioned approaches do not provide the
best fit for postcolonial science and technology studies (2002: 646-650). Looking into the existing body of
research, it is fairly obvious which theories should not be used to place digital postcolonialism into a
historical perspective. However, there will be a lot of water under the bridge before digital postcolonialism
manages to develop a theory that would situate its 'history of the present' (ibid: 644) in the context of past and
future.

6. CONCLUSION

Faced with numerous opportunities offered by information and communication technologies we dream, hope,
fear and anticipate. Sometimes, such as in the embarrassing case of the Millennium Bug, we develop
unjustified collective fears. Other times, such as in the unfulfilled vision of the paperless office, we expect
too much from technologies. Some people try and replace real-life relationships with online social
networking, while ‘cyborgs’ go as far as replacing physical parts of their bodies. To each their own — our
expectations often say more about us than they say about our technologies. However, it cannot be denied that
we live in exciting times. Immersed in the spirit of the moment, it is often hard to see wood from trees. In
order to achieve a balanced view of our present relationships with information and communication
technologies, therefore, they need to be placed in relation with the past and the future.

93



ISBN: 978-989-8533-32-6 © 2015

Digital postcolonialism is an attempt to create a historical framework for our understanding of human
relationships to information and communication technologies. It starts from the deep human need to migrate
from one space to another, and ends in the vast open fields of postmodernism. Based in the research
framework of postcolonial science and technology studies, digital colonialism might absorb wide bodies of
research in various fields including but not limited to technologies, postcolonial studies, philosophy,
education, economy and arts. Therefore, it could contribute to diverse debates from global trade to
citizenship. However, it should be remembered that the material base of digital postcolonialism is much more
elusive than the material base of geographical migration. After all, digital postcolonialism is merely another
lens for viewing our reality, and it is only with great caution that it might be transformed into a research
methodology. At the current state of development, digital postcolonialism is just another attempt in the
ancient quest for scientific unification — and the one in serious need of deeper evaluation.
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ABSTRACT

Although governments can gain many benefits from e-government, there are high failure rates in successful adoption of
e-government. Therefore, a better understanding of e-government adoption success is critical. One of the best known
approaches used to define and measure e-government adoption success has been the critical success factors approach.
The purpose of this research is to investigate critical success factors for e-government at the local and state levels in
Poland. The factors are indentified holistically. They are reflected as economic, socio-cultural, technological and
organizational issues. Moreover, the factors are considered at three stages: e-government access — reflecting technical and
economic accessibilities, e-government competences — reflecting competences and awareness related to the use of e-
government, and e-government use — reflecting actual usage of e-government by stakeholders. The factors are evaluated
and statistical analyses are conducted. The study concludes with a discussion of the findings, limitations, implications,
and avenues for further research. The research contributes to the extant research by identifying success factors for
adopting e-government in the contexts of the Central and Eastern European countries and local and state governments. It
provides governments with the factors that most likely have an impact on the adoption of e-government and will help
them to make better plans for the adoption of their e-government.

KEYWORDS

e-government, critical success factors, CSF, e-government adoption, Poland, Central and Eastern Europe

1. INTRODUCTION

Electronic government (e-government) suggests the use of information and communication technology (ICT)
to provide efficient and quality government services to employees, government units at the state and local
levels, and to citizens and businesses. According to the literature, e-government includes (Anttiroiko, 2008;
Gil-Garcia and Helbig, 2007; Ziemba et al., 2013):

improving government processes by using ICT and government process management (e-administration);
— providing government services electronically for citizens, businesses and employees, (e-government

services);

— improving transparency and democratic decision making as well as citizens’ participation (e-democracy);
— developing cooperation, networking and partnerships between government units, citizens and business

(e-governance).

E-government successful adoption can benefit governments in many ways. E-government has the
potential to bring about higher quality and cost effective government services, and better relationships
between government units at the state and local levels as well as between government units and their clients,
like citizens and businesses (Angelopoulos et al., 2010; Carter and Belanger, 2005). E-government improves
efficiency, transparency, and accountability in government units. Moreover, it helps build trust between
governments and citizens and businesses. It is possible to achieve significant cost reductions derived from
improving government processes, introducing electronic-based document processes and service-oriented
procedures, reducing transaction times and removing redundant layers of bureaucracy (Sultan et al., 2007).
The full benefit of e-government will only be gained with successful implementation of ICT in state and local
governments, and e-government successful usage by all government stakeholders, e.g., government
employees, citizens and enterprises.
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Studies and empirical activities aimed at e-government have been conducted since 2000 (Heeks and
Bailur, 2007). Despite these studies and experiences, adoption of e-government is not straightforward. It is
considered very costly and it often requires disruptive technological, organizational, social, economic and
political changes to implement (Beynon-Davies, 2007; Pina et al., 2009). It also requires the coordination of
many activities of government units and a close cooperation of employees, managers, IT specialists as well as
citizens and businesses.

In short, research has revealed that e-government adoption can achieve many benefits for governments or
it can lead to catastrophic results for governments that fail to manage the adoption process (AlAwadhi and
Morris, 2009; Ebrahim and Irani, 2005; Kunstelj et al., 2007). Therefore, a better understanding of e-
government adoption success is one of the key issues which many studies have investigated. One of the best
known methods used to define and measure e-government adoption success has been the critical success
factors (CSFs) method. Many researchers applied the CSFs method to analyze e-government adoption
(Almarabeh and AbuAli, 2010; Kachwamba and Hussein, 2009; Oyomno, 2004). These researchers applied
different labels to the categories they proposed for their list of CSFs, but studies on CSFs for e-government
success from the holistic approach embracing economic, social-cultural, technological and organizational
issues and reflecting e-government access, e-government competences and awareness, e-government use,
have been very limited. In addition, there is a lack of literature and experience in the adoption of e-
government in the countries of Central and Eastern Europe. The adoption of e-government in these countries
is generally not considered as successful as in their counterparts in the developed countries. The countries
face serious challenges in making ICTs work over time and institutionalizing them within the government
units at the state and local levels (Harindranath, 2008; Ifinedo and Singh, 2011; Nurdin et al., 2012).

Thus, this research is designed to fill this gap in studies. The focus of this research is to examine the key
factors influencing successful adoption of state and local e-government in Poland. This article is structured as
follows. First, it discusses the concept of critical success factors and reviews the literature on CSFs for e-
government. Second, the success factors for adopting state and local e-government in Poland are identified.
Third, the differences between these factors are examined. The article concludes with a discussion of the
findings, limitations, implications, and avenues for further research.

2. THEORETICAL UNDERPINNINGS

2.1 Critical Success Factors and their Utilization

Critical success factors refer to “the limited number of areas in which satisfactory results will ensure
successful competitive performance for the individual, department, or organization” (Rockart, 1979). Rockart
and Bullen (1981) defined the critical success factors as the restricted number of fields in which positive
outcome would result in “successful competitive performance” for an employee, an organizational unit and
an organization as a whole. Leidecker and Bruno (1984) describe CSFs as a set of characteristics, conditions
and variables which should be adequately sustained, maintained, or managed in order to affect success
factors of an organization competing in a specific industry. Overall, CSFs provide a clear, explicit, and
shared understanding of the organization's areas of performance, business environment and the actions which
are necessary for the organization to accomplish its mission.

In the late 1970s, CSFs concept was moved into the information systems area. Rockart (1979)
popularized CSFs for information systems implementation. According to Ramaprasad and Williams (1998),
CSFs should be used in three crucial areas: including project management, information systems
implementation, and requirements. Other examples include CSFs that affect the implementation of Enterprise
Resource Planning (ERP) systems in organizations (Ngai et al., 2008; Soja, 2006) and Business Intelligent
systems (Yeoh and Koronios, 2010).
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2.2 Critical Success Factors for e-government Adoption

The successful adoption of e-government is highly context-dependent. It can be formulated on the basis of
various criteria, e.g., time, cost, quality (Atkinson, 1999), satisfaction of e-government stakeholders (Xu et
al., 2010), and the fulfillment of functional requirements (Joosten et al., 2011). The level of success depends
on technical, managerial, organizational and cultural factors; stakeholder’s expectations; and functional
requirements. The U.N. lists macro factors as determinants of e-government (Kachwamba and Hussein,
2009) such as social, political and economic conditions. In Oyomno’s approach (2004), ICT infrastructure
development, human resources capability, leadership and management at the organizational level determine
e-government successful adoption. Other factors are also cited, e.g. ICT infrastructure development, law and
public policy, digital divide, e-literacy, accessibility, trust, privacy, security, transparency, interoperability,
records management, permanent availability and preservation, education and marketing, public/private
competition/collaboration, workforce issues, cost structures and benchmarking (Almarabeh and AbuAli,
2010). Other authors have classified possible threat sources to e-government into five groups: organizational,
technological, human, natural, and environmental factors (Sultan et al., 2007).

Studies on CSFs for e-government adoption are rarely conducted in the countries of Central and Eastern
Europe. Moreover, these studies are dispersed and fragmentary; they are focused on the surface level of e-
government phenomena. For example, Ifinedo and Singh (2011) addressed the possible determinants of e-
government maturity in the economies of Central and Eastern Europe. They showed that higher levels of
human capital resources, greater human capabilities and knowledge, rule of law, the availability of ICT
infrastructure and more ICT amenities have positive effects on e-government. Laszlo (2008) presented the
actions related to the implementation of e-government services in Hungary reflecting on the EU funding. In
Hungary another study analyzed the experience of the Hungarian adult population with e-government
services (Krisztina and Aniko, 2007). In the Czech Republic, researchers focused on the accessibility of local
e-government websites and the success of the e-government websites (Kopackova et al., 2007). The
participants of International Congress in Bratislava (ITAPA, 2013) indicated seven main obstacles in the
successful accomplishment of ICT projects in Slovakia which included public procurement, constant changes
in project teams or insufficient legislative. In Poland, studies on e-government have examined enterprise
architecture for public administration (Sobczak, 2008), the role and applications of ICT for e-government
development (Papinska-Kacperek, 2013; Ziemba and Papaj, 2013), and ERP systems implementation in
government units (Ziemba and Obtak, 2013).

In sum, while there are several studies on the factors for successful adoption e-government in developed
countries, there are only a few scattered ones in developing and emerging countries. Moreover, there is a lack
of depth in such studies in the countries of Central and Eastern Europe. Therefore, we develop a model in a
systematic and scientific fashion which incorporates critical factors contributing to the success of
e-government adoption in the economies of Central and Eastern Europe.

3. RESEARCH METHODOLOGY

This study seeks to examine the critical factors for successful e-government adoption at state and local levels.

The following research questions were posed:

1. What are the CSFs for state e-government in Poland?

2. What are the CSFs for local e-government in Poland?

3. Are there the significant differences in the ranking of CSFs for local and state e-government?

Research methods included a critical review of literature, the Delphi technique, brainstorming,
collaboration, and statistical analysis. The following steps were taken:

— The first step. A review of the literature was conducted to identify existing CSFs for the e-government
adoption. It began with five bibliographic databases: Ebsco, ProQuest, Emerald Management Plus, 1SI
Web of Knowledge, and Scopus. The search was conducted using a relevant set of keywords and phrases
such as “critical success factors,” “CSFs,” “e-government,” “electronic government,” “success factors,”
“success,” in all possible permutations and combinations. In addition, some dedicated journals in e-
government, such as Government Information Quarterly (GIQ), Transforming Government: People,
Process, and Policy (TGPPP), Electronic Government: an International Journal (EGIJ), Journal of

LEINT3 LEINT3
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Global Information Technology Management (JGITM), The Electronic Journal of e-Government (EJEG)
were also reviewed. Even open access papers and empirical studies were examined.

The second step. CSFs for e-government adoption in the Silesian Voivodeship (a southern province in
Poland) were developed on the basis of practical collaboration among the authors in conjunction with the
Silesian Centre of Information Society (SCSI) that is responsible for e-government in the Silesian
Voivodeship.

The third step. After careful evaluation of the literature findings, practical experiences and brainstorming,
CSFs for e-government was further refined and a CSFs framework was proposed. In the framework, the
CSFs were considered holistically as economic, socio-cultural, technological and organizational aspects
(i.e. four dimensions). Moreover, the CSFs were reflected in the three stages: e-government access,
e-government competences, and e-government use.

The fourth step. Using the Delphi method, the CSFs framework was evaluated and further developed.
Twenty two experts participated in the Delphi study. Experts were selected to represent the knowledge
and experience of scholars, researchers and practitioners. They included: (a) 16 managers in the local and
state government, responsible for e-government adoption in Poland; and (b) 6 professors of Polish
universities, who conduct studies and empirical research on e-government. The Delphi process was
conducted as a series of rounds. In the early rounds, four experts participated, in the last round all 22
experts participated. In each round, each expert filled out a questionnaire which was delivered to a
researcher who organized the results and gave back to every expert a summary account of the whole
group and the expert’s own opinions. In the last round, the experts evaluated the strength of the influence
of particular factors on e-government adoption. The experts had to answer the question: On a scale of 1 —
5 state to what extent do you agree that the following factors influence e-government adoption? A five-
point Likert scale was used, as follows: 1 — disagree strongly, 2 — disagree, 3 — neither agree nor disagree,
4 —agree, and 5 — agree strongly.

The fifth step. The data was analyzed statistically in order to verify and evaluate the CSF framework. The
following techniques for data analysis were employed: min, max, mean, median, standard deviation, and
coefficient of variation. To conduct reliability analysis, Cronbach’s coefficient alpha was used. The
conducted statistical analyses could be performed on the small sample size. The statistical and qualitative
analyses allowed us to correct the framework of CSFs, also in confusing or incomprehensible statements.
The six step. The survey questionnaire was worked out and a five-point Likert scale, described at the
fourth step, was used. Applying the CAWI (Computer-Assisted Web Interview) method and employing
the Survey Monkey platform, the survey questionnaire was uploaded to the website.

The seven step. The sample group was defined. It consisted of internal stakeholders of e-government, that
is government employees working in the government units at the state and the local level of government.
The actual research sample was composed of 2,711 government units, comprising 2,268 local government
units and 443 state government units, which respectively referred to 81 % of the whole local government
and 82 % of purposive sampling of government units at the state level.

The eighth step. The data was collected between the 22nd of December 2013 and 15th of April 2014. We
obtained a set of 636 correct and complete responses (response rate — 23.45%). 542 of the responses were
collected from the local government (response rate — 23.89%) and 94 of them were from state government
(response rate — 21.21%).

The ninth step. Firstly, the reliability was calculated to examine the internal consistency among items on a
scale. The Cronbach's alpha values for all the items, research dimensions and stages have values no lower
than 0.800. It shows a strong internal consistency and reliability. Secondly, based on the statistics such as
as min, max, mean (x), median (Med), standard deviation (o), and coefficient of variation (CV), the CSFs
for local and state government were identified. In order to identify dependencies between CSFs and the
levels of government, the Spearman's rank correlation coefficient and the Mann-Whitney rank sum test
were used.
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4. RESEARCH FINDINGS

4.1 Critical Success Factors for Adopting State e-government

The final CSFs framework for public administration includes 55 factors in various dimensions and stages (is
deleted for the review process). The four dimensions of CSFs were indicated: economic (E), socio-cultural
(S), technological (T) and organizational (O). Moreover, the factors are considered in three stages: e-
government access (a) — reflecting technical and economic accessibilities, e-government competences (c) —
reflecting competences and awareness related to the use of e-government, and e-government use (u) —
reflecting actual usage of e-government by stakeholders.

By conducting statistical analyses, ten CSFs with the highest means and medians for state e-government
were identified. The results are summarized in Table 1.

Table 1. Ranking of CSFs for adopting state e-government

. Dim./ - . cv
No. Critical success factor Stage N X | Med| Min | Max | o in%
X1 Public subsidies on hardware, networks E/a 93 | 263 5 3 5 057 | 12.23
and telecommunications
%29 !ntegrathn of front-office and back-office Tiu 94 | 456 5 3 5 058 | 12.67
information systems
Electronic communication between
X52 government units O/u | 93 | 453 | 5 1 5 | 072 | 15.82
X13 ICTs awareness of managerial workers in S/a 94 | 450 5 2 5 077 | 1717
government units
X5 | Financial situation of government units E/a 93 | 4.47 5 2 5 0.77 | 17.31
X48 | Top management support Olu 94 | 4.47 5 1 5 0.77 | 17.27
X28 | ICT competences of government employees Tlc 94 | 4.45 5 3 5 0.60 | 13.44
X32 | Information security in government units Tlu 94 | 4.43 5 2 5 0.70 | 15.71
%30 Interoperablllty_ of information systems in Tiu 94 | 437 5 5 5 072 | 16.43
government units
Information culture in government units
X20 conducive to the use of ICT Sl 94 | 436 4 3 5 0.70 | 16.07

4.2 Critical Success Factors for Adopting Local e-government

Table 2 shows ten CSFs for local e-government in Poland. The eight CSFs, i.e. X1, X5, X13, X28, X29, X32,
X48, X52 (bold numbers of factors in Tables 1 and 2) are the same for local and state e-government. The four
CSFs are various, i.e. for state e-government — X20, X30, and for local e-government — X31, X45. However,
those factors were identified amongst the first fifteen factors for local and state e-government. The mean,
median, standard deviation and coefficient of variation of those four factors are slightly inferior compared to
the values of the CSFs listed in Tables 1 and 2.

4.3 Differences between Government Levels and Critical Success Factors

In order to answer the research question about the significant differences in the ranking of CSFs for local and
state e-government, the Spearman rank correlation coefficient was used. Its value is 0.9248 (p= 6.63E-24.
This indicates a strong positive relationship between the ranked means of CSFs for state and local e-
government.

Additionally, the Mann-Whitney rank sum test was used to determine if there was a statistically
significant difference between distributions of scores measured on the Likert scale for CSFs of state and local
e-government. The results presented in Table 3 do not show any significant difference between the
underlying distributions (except for factors X13, X30, and X52).
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Table 2. Ranking of CSFs for adopting local e-government

.. Dim./ - . Ccv
No. Critical success factor Stage N X | Med| Min | Max | o in%
X5 | Financial situation of government units E/la | 541 | 454 5 2 5 0.71 | 15.64
X1 Public subsidies on hardware. networks Ela | 542 | 4.49 5 1 5 072 | 1504
and telecommunications
%29 !ntegratlpn of front-office and back-office T | 539 | 443 5 2 5 069 | 15.63
information systems
Electronic communication between
X52 government units O/u | 535 | 438 | 4 2 5 |0.70 | 15.99
X48 | Top management support Olu | 539 | 4.37 5 1 5 0.77 | 17.58
X28 | ICT competences of government employees T/c | 539 | 4.37 4 2 5 0.68 | 15.58
X45 State standardization of solutions ola | 540 | 4.36 5 1 5 081 | 18.49
for e-government
X32 | Information security in government units T/u | 540 | 433 | 4 1 5 |0.80 | 18.48
X31 | Quality of e-government services T/u | 540 | 426 | 4 1 5 |0.79 | 18.52
X13 ICTs awareness of managerial workers in sic | 540 | 4.22 4 1 5 088 | 2085
government units
Table 3. The Mann-Whitney test results
CSF X1 X5 X13 X20 X28 X29 X30 X31 X32 X45 X48 X52
Z 1.359 | -0.674 | 2.848 | 1.939 | 0.764 | 1.319 | 1.991 | 0.835 | 0.799 | -0.405 | 1.200 | 1.973

pvalue | 0.174 | 0.500 | 0.004 | 0.052 | 0.445 | 0.187 | 0.046 | 0.404 | 0.424 | 0.686 | 0.230 | 0.049

5. CONCLUSION

The adoption of e-government involves a variety of economic, socio-cultural, technological and
organizational changes and transformations connected with accessibilities of ICTs, competences and
awareness of ICTs adoption and ICTs usage by government units. The concept of CSFs gives a good basis
for stating which determinants should be followed and which barriers removed during the implementation of
e-government projects and e-government successful adoption. CSFs show the limited number of areas in
which satisfactory results will ensure successful e-government. Government units and government authorities
could find answers to important contemporary questions, in particular: Which areas and operations of
government units should be primarily focused on in order to achieve the most satisfying results of transition
from a government to e-government?

This work contributes to the extant e-government research by identifying and examining CSFs for
adopting state and local e-government in Poland. The CSFs for state e-government are no significantly
different from the CSFs for local e-government, and they are:

— public subsidies on hardware. networks and telecommunications;
— financial situation of government units;

— ICT awareness of managerial workers in government units;

— ICT competences of government employees;

— integration of front-office and back-office information systems;
— information security in government units;

— top management support;

— electronic communication between government units;

— information culture in government units conducive to the use of ICT;
— interoperability of information systems in government units;

— quality of e-government services; and

— state standardization of solutions for e-government.
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Although the identified CSFs are generic and comprehensive, there is a limitation of this study. It lies in
the fact that this study only examines the data of Polish government units.

The replication of this study in emerging and developing countries will be useful to improve their
knowledge related to the factors impacting on e-government adoption (or lack thereof) in such contexts. In
particular, this research can be useful for the Central and Eastern European countries. This is because the
countries are similar. Their similarity concerns their analogous geopolitical situation, their joint history,
traditions, culture, and values. In addition, the similarity reflects in building democratic state structures and a
free-market economy, participating in the European integration process, the quality of ICT infrastructure and
also the maturity levels of e-government. Moreover, they have to resolve the same problems and overcome
the same political, economic, social, technological obstacles in their transition from a government to an e-
government. In this research government units and government authorities could find answers to important
contemporary questions, in particular: Which areas and operations of government units should be primarily
focused on in order to achieve the most satisfying results of transition from a government to e-government?
Thus the knowledge about these CSFs would help the governments of these countries in developing sound e-
government plans, receiving funding from the European Union, and ultimately reaping benefits from these
initiatives. Moreover, our other studies are related to CSFs for successful adopting ICTs (including e-
government) by people and enterprises. Finally, findings of the three studies will give a full picture of the
CSFs for e-government adoption.

This paper attempts to provide a new line of thinking and further scope for researchers in areas of CSFs
for e-government. Researchers may use this methodology and do similar analyses with different sample
groups in other countries and many comparisons between different countries can be made. Moreover, the
methodology constitutes a very comprehensive basis for identifying CSFs for e-government adoption, but
researchers may develop, verify and improve this methodology and its implementation.
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ABSTRACT

In an era where cities are facing rapidly growing urban challenges, it became inevitable that new strategies should be
implemented. Crowdsourcing has emerged in the last couple of years as a growing phenomenon that provides feasible
framework to solve urban problems facing smart cities. A widely implemented form of crowdsourcing in an urban
context is geocentric crowdsourcing applications. These applications enable citizens to report urban-related issues to the
local authorities using their mobile devices. CityGuard is an example of a geocentric mobile crowdsourcing application in
Abu Dhabi. This study sets forth to investigate the significant factors influencing the acceptance and utilization of
CityGuard application among Abu Dhabi residence and visitors. In order to do so, a model was conceptualized after
studying the literature. It has been found that there are four factors significantly influence the intention to use CityGuard
application whereas three factors influence the actual usage of the application.

KEYWORDS
Crowdsourcing, Mobile Application, UTAUT Model, Acceptance, Utilization, Smart City

1. INTRODUCTION

Throughout history, cities have been expanding both geographically and demographically due to
technological, economic, and social changes (Schuurman et al. 2012). According to the United Nations
Population Fund, It is estimated that by 2030 approximately five billion people will be living in cities
(UNFPA 2007). This swelling urbanization rate is creating more challenges for policy makers to consider
more sustainable strategies to mitigate urban problems (Nam and Pardo 2011). One of these emerging
strategies is a smart city (Chourabi et al. 2012).

A city is considered “smart” when it monitors and integrates all of its critical infrastructures to better
optimize resources, plan maintenance activities, monitor security, and maximize services to its citizens (Hall
2000). The aim of this integration is to solve urban problems by creating more sustainable environments and
capitalize on the economic opportunities and social benefits of the city (Washburn and Sindhu 2010; Nam
and Pardo 2011).

The smart city initiative emphasizes the importance of coupling ICTs with collective human capital in
order to create innovative urban environments where all city stakeholders, including citizens, can interact in
and contribute to the city’s smartness (Schuurman et al. 2012). The level of citizens’ engagement can
determine the success of the smart city initiative (Chourabi et al. 2012). This is because humans can provide
deep, qualitative knowledge that digital systems cannot (Erickson 2010). Under the smart city umbrella,
crowdsourcing has emerged as an efficient framework that facilitates the completion of large scale tasks (Yan
et al. 2009). Policy makers in many parts of the world agree that citizens’ engagement in the form of
crowdsourcing can promote greater innovation and sustainability for the city and therefore create successful
smart cities (Schuurman et al. 2012).
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Crowdsourcing applications are acknowledged to potentially have the power to change how societies are
organized (O’Neill 2012). The increasing adoption of mobile crowdsourcing applications especially by
governments, demands more insights into users’ acceptance and utilization of these applications. Technology
acceptance can be defined as the act of adopting a technology; that is to make the initial decision whether to
use it or not (Agarwal 2000). The mere presence of crowdsourcing applications will not guarantee the
crowd’s participation. Therefore, it is necessary to understand exactly what could influence the crowd to
accept and use these applications especially in a government context. This paper aims to answer the
following question: What are significant factors influencing the acceptance and utilization of CityGuard
application?

This paper is organized as follows: first, crowdsourcing concept is introduced with its application in the
mobile devices’ context and government context. Second, acceptance and utilization factors found in the
literature are discussed. Then, the proposed model for the case study is introduced, followed by the results of
the study. Finally, the paper concludes with some recommendations for further research.

2. CROWDSOURCING

Crowdsourcing has gained scholarly attention in the recent years as a model that promotes collaboration in
businesses, governments, and research alike (Sowmya and Pyarali 2013). It was first coined by Jeff Howe,
who defines crowdsourcing as a model in which an organization outsources certain tasks traditionally
performed by its employees to the crowd (Howe 2006). The term combines two words; “crowd” that refers to
a large undefined group of individuals and “sourcing” which is combining the resources of the crowd such as
knowledge , time, and skills (Howe 2006; Geiger et al. 2011; Thuan et al. 2013). The existing literature
provides different definitions for crowdsourcing. (Brabham 2009; Rouse 2010; Chatzimilioudis et al. 2012).
Erickson (2011, p. 1) provides a precise definition of crowdsourcing that is to tap “the perceptual, cognitive
or enactive abilities of many people to achieve a well-defined result such as solving a problem, classifying a
data set, or producing a decision”.

Although crowdsourcing is relatively a new terminology, the concept has been in practice for so many
years. One of the early examples of crowdsourcing is dated back to 1714 when the British government
offered a monetary reward for finding a precise way to determine ships’ longitude in an act known as the
“Longitude Prize” (Chilton 2009). Since then, crowdsourcing initiatives took different forms in many
contexts (Yan et al. 2009; See et al. 2013).

2.1 Mobile Crowdsourcing

The increasing uptake of mobile devices coupled with the continuous development in mobile technologies
made these devices embedded in almost every aspect of life (Al Thunibat et al. 2014). They have opened new
channels to communicate between citizens and governments, and increase the civic participation in urban
governance (Hoffken and Streich 2013). Utilizing mobile devices in crowdsourcing can reveal its full
potential as a problem solving model (Chatzimilioudis et al. 2012). This is due to the multi-sensing
capabilities embedded in mobile devices that make these devices efficient for data collection and sharing in a
scalable manner (Shahabi 2013). An example of deploying sensing capabilities in crowdsourcing is
“Participatory Crowdsourcing”. This form of crowdsourcing enables the crowd to voluntarily collect and
share data using the sensors available on their mobile devices (Dua et al. 2009). Another form of mobile
crowdsourcing is “Opportunistic Crowdsourcing” which automatically uses the device’s sensors to generate
and collect raw data (Poblet et al. 2014). The joint effort of participatory and opportunistic crowdsourcing
will be the driving force for developing applications that can solve more complicated problems in the future
(Chatzimilioudis et al. 2012).

2.2 Government Crowdsourcing

Crowdsourcing has succeeded in drawing the attention of governments worldwide as an enabler of civic
participation in the public planning projects (Brabham 2009). It is considered as an extremely useful model
for governments to promote collaboration, increase transparency, harness the collective knowledge of
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citizens, and reduce transactional costs (Warner 2011). The ability of crowdsourcing to integrate different
types of data and communication channels made it a dominant tool for live mapping initiatives in which
geospatial data is tracked and analyzed via satellite imagery and maps (Bott and Young 2012). FixMyStreet
is an example of a crowdsourcing initiative that deploys live mapping (King and Brown 2007). This
crowdsourcing application, which was launched in 2007, enables citizens in the UK to report streets-related
problems to their local council (Foth et al. 2011). SeeClickFix is another example of a crowdsourcing
application. SeeClickFix is an interactive platform that allows citizens in the US to report to the local
government any non-emergency issues related to their cities (Mergel 2012). The application was launched in
September 2008 and now covers more than 25,000 towns and 8,000 neighborhoods in the US and abroad
(Sowmya and Pyarali 2013).

The aforementioned initiatives are examples of deploying crowdsourcing in an urban context. According
to Erickson (2010), “Geocentric crowdsourcing” is using crowdsourcing applications to enable the crowd to
effectively address issues related to infrastructure and governance using GPS enabled devices. In this type of
crowdsourcing, the crowd has the ability to collect and disseminate information related to a certain
geographic area easily.

Adopting crowdsourcing initiatives in urban environments can empower citizens and allow them to take
the role of distributed sensors in discovering and reporting issues related to their neighborhoods (Sowmya
and Pyarali 2013). These initiatives raise the voice of the people which was once considered a secondary
concern to government officials (King and Brown 2007). Thus, crowdsourcing has the potential to offer a
new mechanism to deal with highly complex and global governance challenges (Bott et al. 2014).

3. ABUDHABI CITY

The United Arab Emirates (UAE) is a federation that consists of seven Emirates. Abu Dhabi, the Capital of
the UAE, has the biggest local government with more than 50 entities and departments (National Media
Council 2013). Abu Dhabi is divided into three main geographic regions; one of which is Abu Dhabi city
which is the focus of this study. According to the Statistics Center in Abu Dhabi, the Emirate has one of the
highest population growth rates in the world of 7.5% annually. As of mid of 2013, the Emirate’s population
exceeded 2.4 million whom more than 1.4 million live in Abu Dhabi city. Mobile-cellular subscriptions in
Abu Dhabi Emirate reached 197% with the network covering 100% of the Emirate’s population (Statistics
Center 2014).

3.1 Case Study: CityGuard Application

Under the slogan "Your City, Your Community, Your App" Abu Dhabi government has launched CityGuard
application in 2013 as an instant channel to communicate with the government. This initiative leverages rich
media and location-based services by allowing users to submit their complaints to the government 24/7. By
downloading the application to their smartphones, Abu Dhabi residents and visitors can report incidents and
send their feedback regarding any non-emergency issues directly to the government. The application has an
interactive map that can be used to exactly locate where the problem is. In addition to the map, users can
report incidents in three different ways; pictures, videos, or voice notes.

According to Abu Dhabi government, as of February 2015, the application was downloaded 80,080 times
and 19,173 cases were reported which 95% of the reported cases were resolved completely. The reported
cases are classified into 33 categories ranging from Expired Food Products, Damaged Roads & Sidewalks,
Public Property Damage, and Sewerage (CityGuard Application 2014). Once the case is submitted, it will be
automatically channeled to Abu Dhabi Government Contact Center, which will send it to the appropriate
government entity to resolve it.

The aim of CityGuard application is to increase civic participation and social inclusiveness in Abu Dhabi.
This collaboration between the public and the government will improve government services and ultimately
enhance the welfare of the city. According to Abu Dhabi government, there are several advantages of
CityGuard application. First, it helps in closing services’ gaps in underserved Abu Dhabi communities.
Second, CityGuard helps in achieving fairness and equality in service offering by providing equal
development of infrastructural services to all citizens across the Emirate. Third, it improves communities’
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welfare by improving the overall services and infrastructure. Fourth, CityGuard application allows the
government to plan proactive measures to address the root cause of the reported problems in order to mitigate
these problems in the future. CityGuard application allows all residents to have a say and a stake in the
continuous development of their communities (CityGuard Application 2014).

4. ACCEPTANCE AND UTILIZATION FACTORS

A long-standing research question in the information systems domain is how to accurately explain the factors
influencing the acceptance and utilization of new technologies (DeLone and McLean 1992). This area of
research is considered one of the most mature streams of information systems research (Venkatesh et al.
2003). Different models were developed to explain and predict the acceptance and utilization of different
technologies in different contexts. This section discusses the UTAUT model and other acceptance and
utilization factors mentioned in the literature.

4.1 UTAUT Model

The Unified Theory of Acceptance and Use of Technology (UTAUT) model which was developed by
Venkatesh et al. (2003) has synthesized the factors of eight different theories into a one unified model. This
model as illustrated in figure 1 suggests that there are four significant constructs that directly determine
users’ acceptance and utilization of a technology which are Performance Expectancy, Effort Expectancy,
Social Influence, and Facilitating Conditions. In addition to these constructs, they are four moderators; age,
gender, experience, and voluntarism. Venkatesh et al. (2003) defined the model’s construct as follows:
Performance Expectancy is the degree to which an individual believes that using the technology will help
attain gains in job performance. This construct is the strongest predictor of intention in the model. Effort
Expectancy is the degree of easiness associated with using the technology. Social Influence is the individual’s
perception that important others think he or she should use the system. Facilitating Conditions refers to an
individual’s belief that existing organizational and technical infrastructure will support using the technology.
As opposite to the other constructs in the model, the empirical study showed that facilitating conditions has a
direct effect on the use behavioral rather than the behavioral intention (Venkatesh, Morris, Davis, & Davis,
2003). Another construct directly affecting the technology use is the Behavioral Intention. This construct is
the key predictor of actual technology usage. Intentions indicate the effort an individual is willing to exert in
order to perform the intended behavior; the stronger the individual’s intention, the more likely he\she will
perform the behavior under study (Ajzen 1991).

Performance
Expectancy

Effort

Expectancy “‘\_‘
Behavioral Use
Intention _; Behavior
Social —
Influence —
Facilitating

Conditions

Voluntariness|
of Use

Experience

’ Gender } ' Age ‘

Figure 1. UTAUT model (Venkatesh et al. 2003)
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4.2 Other Acceptance and Utilization Factors

The limited literature investigating acceptance predictors of mobile crowdsourcing applications in a
government context, made it necessary to expand the literature to include the acceptance and utilization
factors for m-government, e-government, mobile phones, and crowdsourcing in general. This is because
government crowdsourcing applications such as CityGuard have three dimensions; government, mobile
phones, and crowdsourcing. The sections below discuss the acceptance and utilization factors found in the
literature that are applicable to the case study of this paper.

4.2.1 Cultural Values Construct

Cultural values are considered an influential factor in determining the behavioral intention toward new
technologies in any society (Yaseen 2014). By applying Hofstede’s Cultural Framework (1980) in the
context of this study, there are three important cultural dimensions to investigate in any society; Collectivism,
Masculinity, and Uncertainty Avoidance. Cultures which are ranked high in collectivism, and uncertainty
avoidance and low in masculinity are more reluctant to participate in online crowdsourcing applications
(YYassen 2014). According to Hofstede’s framework, the UAE culture is 75% collectivist, 50% masculine,
and 80% avoids uncertainty (see http://geert-hofstede.com/). Therefore, cultural norms related to sharing
opinions and expressing feedback using mobile applications are important to be investigated in the context of
this study.

4.2.2 Trust Constructs

In a technology context, trust can encourage users to give personal information and reduce perceptions of
uncertainty and risk associated with the technology (Gatara 2012). Thus, it plays a critical role in determining
the intention to use and ultimately the success of a crowdsourcing initiative (Gatara 2012; Shahabi 2013). It
was found that trust in technology is perceived as one of the most important factors that positively affect the
intention to use mobile services (Gao et al. 2012). However, Users’ trust does not come only from trusting
the technology, but from accepting and trusting the provider of the technology (Alzahrani & Goodwin, 2012).
In a government crowdsourcing context, trust in government is the most critical success factor for any
government crowdsourcing initiative (Warner 2011). Trust in government comes from participants’ belief
that their contributions and efforts are being considered by the government and that the government is
capable of delivering effective services without jeopardizing citizens’ security (Warner 2011; Akram and
Malik 2012). Therefore, perceived trust in technology and perceived trust in government are two constructs
that are applicable in this study. Both of these constructs will be investigated separately.

4.2.3 Attitude toward Technology Construct

Attitude can be explained as the overall individual’s reaction toward using a technology (Venkatesh et al.
2003). This construct measures the general liking or disliking of the behavior in question (Agarwal 2000).
Researches argue that attitude is one of the determinants of behavioral intention to use a technology (Ajzen
1991). This construct was found to have a significant effect on the intention to use m-government services
(Althunibat et al. 2011). In a theoretical ground, the attitude toward using a technology is a better predictor of
the intention to use that technology (Zhang 2008). Therefore, investigating the attitude toward government
mobile crowdsourcing applications is necessary in the context of this study.

4.3 The Proposed Model

In order to investigate the significant factors influencing the acceptance and utilization of CityGuard
application, it was necessary to develop a model that is adapted from the literature. Figure 2 illustrates the
proposed model. The UTAUT model has been used as a foundation to develop this model because the
UTAUT model explains 70% of technology acceptance while the other models explain only 40% of
technology acceptance (Venkatesh et al. 2003). This confirmed the viability, validity, and stability of the
UTAUT model in explaining technology adoption in different contexts (Alzahrani and Goodwin 2012).
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Figure 2. The proposed model for acceptance and utilization of government mobile crowdsourcing applications

In the proposed model, facilitating conditions is suggested to predict the behavioral intention not the use
behavior as concluded by the UTAUT model. This is supported by the literature in which facilitating
conditions found to have a positive effect on behavioral intention to use e-government services (Alshehri et
al. 2012). In addition to the four constructs suggested by the UTAUT model, the proposed model integrates
four other factors. Perceived Trust in Technology is especially applicable in CityGuard application because
users have to submit their personal information along the case. This feature could jeopardize the acceptance
of CityGuard application among potential users who wish to remain anonymous. Perceived Trust in
Government reflects the trust of potential users that their contributions are valuable and important to the
government. In addition, perceived trust in government measures if people trust the technologies developed
by the government. The third factor is Cultural Values. This factor aims to understand the mindset of
potential users in regard to their sense of belonging to their community, sharing opinions openly, and using
mobile applications to express their opinions. Finally, Attitude toward Technology measures the general
feeling over CityGuard application. The Voluntarism moderator was removed from the model because
participating in CityGuard is completely voluntary.

5. METHODOLOGY

In order to investigate the acceptance and utilization factors of CityGuard application, the qualitative
approach was followed. An online survey was distributed in which participants were asked to answer fifteen
questions distributed in six webpages. In order to increase the sample size, snowball sampling was followed.
Snowball sampling is asking the participants to nominate other participants to be part of the study (Goodman
1961). This resulted in 576 participants. The respondents’ answers were analyzed using the Statistical
Package for the Social Science (SPSS). A regression analysis was conducted to investigate which factors
have significant influence on behavioral intention and use behavior in the model. The moderators’ influence
on the significant factors was analyzed using ROCESS macro which is a computational tool used to generate
moderation analysis in SPSS software.
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6. RESULTS

A total of 576 responses were collected in a period of ten days. Out of the 576 responses, 384 were complete
with a response rate of 66.6%. Prior to any analysis, a reliability test was performed. The reliability test is a
measure used to ensure consistency of the scale used in the survey (Israel and Tiwari 2011). For a
questionnaire to be reliable, the Cronbach’s Alpha should exceed 0.7. The coefficient Cronbach’s Alpha for
the research questionnaire is 0.868 which indicates that the questionnaire is reliable.

Then, regression analyses were performed to determine the significant factors. The regression analyses
results are illustrated in table 1 and 2. Factors with p-values equal or less than 0.05 are considered statistically
significant. Table 1 shows that Performance Expectancy (PE), Perceived Trust in Technology (PTT), Cultural
Values (CV), and Attitude toward Technology (ATT) have significant influence on the intention to use
CityGuard application. Table 2 shows that Social Influence (SI), Attitude toward Technology (ATT), and
Behavioral Intention (BI) significantly affect using CityGuard application.

Table 1. Regression analysis for factors influencing the behavioral intention

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta Sig.
1 (Constant) -.219 .226 334
PE 118 .054 .102 .031
EE -.087 .059 -.069 139
Sl -.010 .029 -.011 .728
FC -.072 .057 -.049 .205
PTT .160 .052 144 .002
PTG .046 .059 .042 436
CcVv 401 .072 .293 .000
ATT 479 .064 412 .000
Table 2. Regression analysis for factors influencing the use behavior
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta Sig.

1 (Constant) 2.034 .093 .000
PE .035 .022 117 123
EE -.012- .024 -.037- .623
Sl .024 .012 105 .045
FC -.009- .023 -.023- 701
PTT .034 .022 121 113
PTG -.014- .024 -.050- .565
CcVv -.024- .031 -.069- 433
ATT -.097- .028 -.326- .001
BI .046 021 178 .031

As for the moderators, it is notable that the moderators have no significant effect on the Behavioral
Intention. Only two moderators (age and previous experience in mobile crowdsourcing applications) have a
significant influence on the usage of the application under study. Age has a significant moderating effect on
the relationship between Social Influence (SI) and Use Behavior (UB). Younger people are more influenced
by the social pressure to use CityGurad application than older people. People with high experience in mobile
crowdsourcing applications are less subject to social pressure to use the application. In addition, those people
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have a positive attitude toward using CityGuard application more than people with minimum experience in
crowdsourcing applications. Figure 3 illustrates the proposed model with the significant factors and
moderators.

Performance
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Perceived Trust in
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Behavioral Use Behavior

Intention

Cultural Values

Social Influence

Attitude toward
Technology

___________________________

| | Mobile Crowdsourcing
: : Experience

Figure 3. The significant acceptance and utilization factors of CityGuard application

7. CONCLUSION AND FURTHER RESEARCH

Crowdsourcing is a mechanism that taps into the power of the collective knowledge of a large and open
number of people (Geiger et al. 2011). Applying crowdsourcing in an urban context can empower citizens to
take a role in solving the problems facing their cities. However, providing the service does not mean that
people will use it automatically. That is why it is necessary to investigate what factors influence the adoption
of government mobile crowdsourcing applications. In order to increase the level of acceptance and
participation in such applications, several factors should be taken into consideration; Performance
Expectancy, Perceived Trust in Technology, Cultural Values, and Attitude toward Technology. In addition,
there are three significant factors that influence the utilization of CityGuard application which are Social
Influence, Attitude toward Technology and Behavioral Intention. Experience and age showed to have a
moderating effect on Social Influence whereas experience alone has a moderating effect on Attitude toward
Technology. Considering the effect of these factors on the government mobile crowdsourcing applications is
vital to the success of these applications. There are two main limitations in this study; first, the proposed
model is not inclusive. There might be other significant factors that are not included in the model. Second,
the results of this study are captured through respondents’ self-reporting mechanism. Thus, bias and
inaccurate answers are inevitable. The extent of these limitations on this study cannot be quantified.
Therefore, it is important to treat the findings of this research as strong outcomes in a specific context rather
than conclusive results.

For the best of the researcher’s knowledge, this is the first study that aims to investigate the acceptance
and utilization of government mobile crowdsourcing applications, specifically in the Arab countries. This
study contributes to the practice by identifying the significant factors the government should consider prior to
developing and launching its crowdsourcing applications. Governments can use the findings of this research
as a starting point to enhance their crowdsourcing applications and encourage wider crowd participation. This
research opens new avenues for more researches in the field of government mobile crowdsourcing
applications. Future researchers have great opportunities to approach this area of research from different
perspectives. For example, replication of this study can be done for different applications in different
contexts to investigate the validation of the proposed model. In addition, further research can be conducted to
compare the acceptance and utilization of mobile crowdsourcing applications in a government context and
business context.
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ABSTRACT

Mobile government initiative has taken its first steps in the United Arab Emirates, as almost all of the government entities
have released their first mobile applications. The success of mobile government in any country is based on government
support, along with the people’s acceptance of mobile government applications. The purpose of this research is to find
out the attitudes and perceptions of Abu Dhabi locals regarding mobile government in the UAE.

Diffusion and adoption of the M-Government applications is subject to a number of factors as is the case with the
diffusion or adoption of any new or innovative technology. Previous researches have determined the factors which
influenced the adoption of mobile government in some countries by using the Unified Theory of Acceptance and Use of
Technology model (UTAUT). This study adopts some of these common factors and to find out which factors will
influence the adoption of mobile government in the UAE.

The factors used are demographic factors, social influence factors, technology awareness factors, face-to-face interaction
factors and trust factors. At the end of this study, the researchers make some recommendations for successfully adopting
mobile government in the UAE.

KEYWORDS
Mobile Government, M-Government, E-Government, UTAUT, UAE

1. INTRODUCTION

The Prime Minister of the UAE, H.H Al Sheikh Mohamed Bin Rashid, announced in May 2013 that the
government would begin an initiative called Mobile-Government, or M-Government, to develop smartphone
applications for government services.

The M-Government initiative scheduled for completion on May 2015 Newcombe (2014) achieved
impressive results by announcing a number of applications, such as the application of the Ministry of the
Interior, through which the client can end all traffic and licensing procedures.

As many researchers Carter and Belanger (2005), Abdelghaffar and Magdy (2012) and Al-Awadhi and
Morris (2009) have used a Unified Theory of Acceptance and Use of Technology model (UTAUT) model to
extract common factors that influence the adoption of mobile government in some countries such as Egypt,
Kuwait and Taiwan using. The UTAUT is a model that was presented by (Venkatesh, V. et al., 2003). This
model extracts the critical factors and contingencies related to the prediction of behavioral intention to use a
technology and technology used primarily in organizational contexts. (Venkatesh et al., 2012).

This paper will discuss the research problem, questions and delimitations. Further, there will be a review
of literature related to reach domain. The methodology and the results of this research is discussed and
presented to the reader. The pater is completed with conclusion and recommendation.

1.1 Research Problem

Launching the mobile government initiative without a clear list of the factors that could influence the
acceptance of a mobile government could lead to citizens’ reluctance to use mobile government applications.
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This research paper studies and demonstrates the most important factors that influence the adoption of
mobile government in the UAE and clarify them so that they can be resolved and applied by the government
before the formal launch of the mobile government initiative.

1.2 Research Questions

The main research questions are:
1. Do demographic factors influence the adoption of M-Government in the UAE?
2. Do social factors influence the adoption of M-Government in the UAE?
3. Do face-to-face interaction factors influence the adoption of M-Government in the UAE?
4. Do trust (security and privacy) factors influence the adoption of M-Government in the UAE?

2. LITERATURE REVIEW

According to the International Communication Union (ITU) the mobile phone penetration average in the
UAE reached 134 percent in a total population of 8.2 million, which means that mobile phones subscribers
exceed the population of the country see ITU (2012). UAE is considered one of the most ready countries to
initiate mobile government due to the widespread utilization of advanced technology among its citizens and
its advanced technological infrastructure, as well as its high rate of mobile phone subscriptions. ITU (2012)
puts the UAE as a major mobile phone user when it comes to GSM subscriptions.

In addition, 77 million internet users are classified as heavy users in the Middle East as in Al-Khouri
(2012). UAE has the highest internet penetration, with around 88 percent of the population as published by
Internet World Stats (2013).

To support the M-government initiative, the government of the UAE has initiated a UAE government
applications market in both the Android market and the Apple store; however, some of these applications are
still informational prior to the formal unveiling of UAE's M-Government in May 2015.

M-Government is a subset of e-government. e-Government is the use of information and communication
technologies (ICT) to improve the services provided by public sector institutions utilizing Internet
technology. Most advanced ICTs is used by m-government utilizes mobile devices such as smart phones,
phablets and tablets technologies based on wireless networks and GSM. M-Government makes it possible to
receive government services "anytime, anywhere" where e-government not necessarily anywhere as in
Lallana (2008) and Heeks (2008).

In addition, Abdelghaffar and Magdy (2012) found that many researchers considered other factors which
influence mobile government adoption, that are base of the Unified Theory of Acceptance and Use of
Technology (UTAUT) model. UTAUT integrates the social influence and cultural factors and consists of
several independent factors: Usefulness, Ease of Use, performance expectancy, effort expectancy, social
influence, awareness, Personal connections, Trust, Internet Experience, Face-to-face interactions and
facilitating conditions significantly contribute to the prediction of the intention to use M-government in
Egypt.

The UAE government established its guideline for Mobile Government through its Telecommunications
Regulatory Authority (TRA) as documented in TRA (2013).

Al-Khouri (2012) states, "through a strong authentication and easy to use application security feature, the
user can feel safe each time he activates any of M-Government services on his smartphone".

Hung, S. et al., (2012) conducted a study of user acceptance of mobile government services in Taiwan.
They selected nine common factors, which are perceived usefulness, perceived ease of use, trust,
interactivity, external influence, interpersonal influence, self-efficacy, and facilitating conditions, from
previous studies in e-government service acceptance to support their research and to develop their web-based
survey.

Al-khamayseh, S., et al. (2006) targeted the experts and researchers in both e-government and M-
Government to support their research and to filter the significant factors, which affect mobile government.
From preliminary survey results, the authors have identified seven factors considered core success factors in
interactive mobile government.
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After reviewing the aforementioned studies, as well as a number of literature reviews regarding the topic
(factors influencing mobile government adoption), it has been found that the majority of the studies used the
UTAUT to determine the factors which influence the adoption of mobile government. This includes
demographic factors, ease of use factors, usefulness factors, social influence factors, technology awareness
factors, face-to-face interaction factors, and trust factors.

3. METHODOLOGIES AND APPROACH

The primary data was collected from survey questionnaires that gave information about participants such as
educational level, mobile technology literacy, and demographic details, as well as answers of open and
closed-ended questions that cover the research questions and sub questions.

This research was conducted by collecting secondary data about M-Government from academic journals,
research papers, books and websites as a secondary data then the researcher processed this data to extract
meaningful information to support the literature review section and research study in general.

The survey was distributed to government and semi government organizations such as the Ministry of the
Interior (Abu Dhabi Headquarters), ADNOC, the Abu Dhabi Education Council, public people along with a
letter insuring the confidentiality of the data collection.

4. RESEARCH RESULTS

As shown in Figure 1, among all of these 352 respondents, 57.67% (203 respondents) are between 21 and 35
years old, followed by respondents from 36 to 50 years with 25.85% (91 respondents). The third place was
respondents who were 20 years and below with 10.51% (37 respondents). Figure 2 shows that gender
distribution is balanced; 50.85% (179 respondents) were female, while 49.15% (173 respondents) were male.

Age
" Gender

51& above 20 & below
5.97% (21) / 10.51% (37)

36-50
25.85% (91)

Male
Female 49.15% (173)
50.85% (179)

\ 21-35

57.67% (203)

. Figure 2. Respondents’ Gender
Figure 1. Age Groups of Respondents

As is shown in Figure 3 and Figure 4, the majority of Abu Dhabi locals are subscribed to 3G and 4G
networks, and use their mobile phones not just for voice calls but as an alternative for computers and laptops.

In addition, 94.89% (334 respondents) use their smartphones to surf the internet and use email and social
networking sites; however, only 5.11% (18 respondents) use their phones to make voice calls only.
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Smart phone Usage

Voice Call only Smart Phone online Connectivity

5.11% (18) Answered: 352 Skipped
‘Wi-Fi only
34.66% (122)
‘|\‘ "S- 30140 networks
Voice/InternetMail subseription
94.89% (134) 65.34% (230)
Figure 3. Respondents’ Online Connectivity Figure 4. Respondents’ Phone Usage

As shown in Figure 5, 44.60% (157 respondents) and 34.09% (120 respondents) are strongly agree or
agree that M-Government implements the latest standards to provide security and privacy. 17.61% (62
respondents) doubt whether M-Government implements the latest standards to provide security and privacy.
The rest, 3.69% (13 respondents), disagreed or completely disagreed that mobile government uses the latest
standards to provide security and privacy.

Answered: 352 Skipped: 0

100%
B80%
60% 44.60%
34.09%
40%
17.61%
20%
1.42% 227%
0%
Strongly Agree Undecided Disagree Strongly
Agree Disagree

Figure 5. M-Gov Implements the Latest Security and Privacy

As per Figure 6 below, almost all the participants (83.53% or 294 respondents) strongly agree or agree
that mobile government apps will work on their smartphones without any problems, so this is a great
indicator that the people are willing to test and use government apps. Measuring people’s awareness
regarding mobile government applications’ reliability and stability for their smartphones will give an idea
about the extent to which people are willing to download mobile government apps.
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Answered: 352 Skipped: 0

100%
80%
60%
41.48% 42.05%
40%
12.78%
20%
1.99% 1.70%
0%
Strongly Agree Undecided Disagree Strongly
Agree Disagree

Figure 6. Gov Apps Will Work on Smartphones Properly

As illustrated in Figure 7, 69.61% (245 respondents) strongly agree or agree that their colleagues
encouraged them to start to use mobile government apps.

Figure 8 shows that almost three quarters of participants (65.06% or 229 respondents) agree that their
peers influence them to use mobile government apps. 26.42% (93 respondents) don't think that their friends
encouraged them to use mobile government apps, 3.97% (14 respondents) disagree or strongly disagree that
their friends tell them to use those apps. 26.99% (95 respondents) don't are undecided on whether someone
influenced them to use mobile government apps and 7.95% (28 respondents) think that no one influenced
them to use mobile government apps. Abu Dhabi citizens are helping mobile government apps to be
deployed to a large number of locals through word of mouth.

People | know think that | should use the M-
Government app's

Answered: 352 Skipped: 0

Strongly Disagree
0.28% (1)
Disagree
3.69% (13)

Undecided —__
26.42% (93)

Strongly Agree
22.73% (80)

Agree
46.88% (165)

Figure 7. People Think | Should Use M-Gov Apps

My peers influence me to try out the
M-Government app's

nswered: 352 Skipped: 0

Disagree
7.95% (28)

Undecided — l
26.99% (95) '

Agree
42.90% (151)

Strongly Agree
22.16% (78)

Figure 8. Peers’ Influence pn Trying M-Gov Apps

Figure 9 reflects that 51.42% (181 respondents) find that using M-Government applications are better
than visiting the physical government offices. They preferred using M-Government apps over going to
government physical service offices. However, 34.09% (120 respondents) prefer going to physical
government service offices and communicating face-to-face with employees.
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Answered: 352 Skipped: 0

100%
80%
60%
40% 23.58% 25.85% 25.57%
14.49%
20% 10.51%
0%
Strongly Agree Undecided Disagree Strongly
Agree Disagree

Figure 9. Are Government Service Offices Better than M-Gov Apps?

As shown in Figure 10, 85.23% (299 respondents) believe that M-Government apps will give people an
equal chance to carry out their government transactions far from nepotism, whereas 9.94% (35 respondents)
have doubt and 4.38% (18 respondents) disagree that M-Government apps are capable of providing an equal
chance for all people to carry out their government transactions far from nepotism.

Answered: 352 Skipped: 0

100%
80%
57.39%
60%
40% 27.84%
9.94%
20%
3.13% 1.70%
0%
Strongly Agree Undecided Disagree Strongly
Agree Disagree

Figure 10. M-Government vs. Nepotism

As is shown in the bar chart (Figure 11), 32.1% (113 respondents) either strongly agree or agree that
mobile government apps will not reduce their data privacy. However, the overwhelming majority of
participants 58.53% (206 respondents) believe that using mobile government applications will compromise
their personal information and affect data privacy negatively, and 9.38% (33 respondents) uncertain whether
or not mobile government apps will not compromise their data privacy.
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100%
80%
55.40%
60%
40%
19.03%
20% 13.07% 9.38%
I
0%
Strongly Agree Undecided Disagree Strongly
Agree Disagree

Figure 11. M-Gov vs. privacy

Furthermore, respondents gave additional comments and recommendations that are summarized as
followed: privacy is a main concern for a large number of participants. They believe that government
applications can gather personal information about smartphone owners. One respondent proclaims, "the main
thing which prevent me to using government application is the danger of breaching my personal
information." Finally, some of participants state that media campaign of mobile government in the UAE is
very low.

The respondents argue that most government departments outsource the development of their
applications; however, they believe that those applications should be developed and managed by local people
who are entrusted with sensitive information. In addition, a common answer is that some of the existing
government apps do not work properly and that respondents would like these applications to be updated and
want professional, reliable, and high-availability applications. The résumé of the answers is that almost all
the respondents praise the initiative of mobile government in the UAE and believe that government apps will
save their time and money, as well as increase their productivity. They believe that people must be informed,
educated and motivated to utilize mobile government apps through comprehensive advertising campaigns.

100%

80%

59.54%
60% 51.40%
40%
19.08% 18.99%
- 13.29% 12.85% 13.41%
6 . 5.20% .99, . 3.35%
= =}
0%
Q2: Male Q2: Female
Strongly Agree ) Agree Undecided B Disagree [ Strongly Disagree

Figure 12. Gender and Distrust in M-Government
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It is shown in Figure 12 a high percentage of both males and females believe that mobile government
apps would compromise their privacy and personal information. 62% of the total males and 53% of the total
females believe that M-Government application will compromise their privacy, which reflects how this
phenomenon is widely spread in the UAE community.

As a further investigating the distrust of UAE local for M-Government applications, Figure 13 shows us
that all the age groups of UAE locals are distrusting M-Government applications. More than half of the
respondents of every age groups believe that M-Government will compromise their privacy so it clearly sees
that distrusting in M-Government applications among the locals is general problem and it has to be taken
seriously by the government in order to adopt M-Government services seamlessly.

100%
80%
61.90%
59.46% 56.65% >
60% 49.45%
40% o 26.37%
. 0
15.97 % R 19.05%
20%  8A1BWBAY% 14.20 % 9.85% 79% 9.52%.9.52%
3.94 2.20
0% —
Q1: 20 & below Q1: 21 - Q1: 36 -50 Q1: 51& above
Strongly Agree I Agree Undecided B Disagree [ Strongly Disagree

Figure 13. Age Groups and Distrust in M-Government

5. RECOMMENDATIONS

The researchers recommend the following points in order to successfully adopt the mobile government
applications in the UAE.
1. The government needs to provide mobile applications that allow receiving the entire service without
the need to visit the government physical office to finalize the transaction.
2. All online applications should be easy and user-friendly.
3. The government should promote its mobile applications by employing well-known people in the
UAE as ambassador for mobile government applications.
4. The government needs to insure the population that the data privacy and security will be maintained.
5. The government should provide Wi-Fi connectivity throughout the city of Abu Dhabi to involve
those who do not have the ability or willing to subscribe to 3G network data plans.

6. CONCLUSION

After analyzing the results of the survey questionnaire and reading the views and comments of the citizens in
the emirate of Abu Dhabi, it is clear that the significant factors influencing mobile government adoption in
the UAE are slightly different than the factors studied in a number of previous studies in Egypt, Kuwait,
Qatar and Taiwan as in the papers of Abdelghaffar and Magdy (2012), AlAwadhi and Morris (2009) and
(Hung, S. et al., 2013). However, lack of user awareness, lack of free public Wi-Fi spots, face-to-face
interaction, and trust significantly influence mobile government adoption among the UAE's citizens.
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The main beneficiaries from this research are government entities who are participating in the initiative of
mobile government the influencing factors should be reviewed and the M-Government initiative in the UAE
may consider the recommendations given in order to be seamlessly adopted and accepted by the citizens.
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ABSTRACT

The provision of high quality data is of considerable importance within the health sector. Healthcare is a domain in which
the timely provision of accurate, current and complete patient data is a prime objective and the quality of Electronic
Health Record (EHR) data concerns health professionals and researchers for secondary usage. To ensure high quality data
in the sector, health-related organizations need to have appropriate methodologies and measurement processes to assess
and analyse it, yet little attention has been paid to existing problems (dirty data) in health-related research. In practice,
detection of anomalies and cleansing is time-consuming and labour-intensive, which makes it unrealistic for most health-
related organizations. This paper proposes a dimension-oriented taxonomy of data quality problems. The mechanism of
the data quality assessment relates the business impacts to the dimensions of data quality.
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Data Quality, Information Quality, Quality Problem, Dirty Data, Data Quality Dimensions Electronic Health Record
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1. INTRODUCTION

Data quality in health information systems is attracting researchers’ attention. Data quality plays an important
role in all applications of information systems. The private and public sectors have recognized the importance
of data quality, and many initiatives such as the Data Quality Initiative Framework by the Welsh government,
passed in 2004, and the Data Quality Act by the United States government, passed in 2002, have been
launched to improve the quality of data in those countries (Batini et al., 2009).

Electronic Health Records (EHRS) are a digital form of patient medical records that surpass many existing
registries and repositories. An EHR is defined as a repository of patient data in digital form that is stored and
exchanged securely and is accessible by different levels of authorized users (Hayrinen et al., 2008). Many
studies (Thakkar & Davis, 2006; Yoon-Flannery et al., 2008) have highlighted how such systems could
improve the efficiency and effectiveness of healthcare and support its sustainability.

In the area of health information systems, issues and challenges have arisen that affect widespread
adoption of EHRs. Data quality assurance is a common challenge for many institutions (Botsis et al., 2010),
as the key barrier to optimal use of data in EHRs is the increasing quantity of data and their poor quality. The
definition used in this study for the quality of data is their ‘fitness for use’. This definition raises a concern
beyond traditional concerns with data accuracy: that they will lead to many dimensions of data quality,
making data quality a multi-dimensional concept.

The healthcare field is known as information-intensive, since massive data information is generated on a
daily basis. An estimated 30 per cent of the health budget usually goes to issues related to information
handling (Health Information and Quality Authority, 2011). Sound, accurate and reliable health information
plays an important role in providing safe and reliable healthcare. Similarly, this high quality of information
helps decision makers in their healthcare planning.

In this paper, a new classification of dimension-oriented data quality problems is proposed and discussed
with EHR stakeholders and IT. This harnesses end-users’ involvement to capture their requirements and
needs. The remainder of this paper is as follows. In section 2, a review of data quality issues is presented.
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Section 3 presents the taxonomy of dimension-oriented data quality problems. Confirmation of the new
taxonomy in the context of EHR is presented in section 4. In section 5, the findings and results are discussed.
Finally, the paper is concluded in section 6.

2. DATA QUALITY ISSUE

The importance of high quality health information for healthcare decisions is widely recognised by many
health-related bodies through their initiatives (Batini et al., 2009). The Canadian Institute for Health
Information (CIHI) defines data quality in the context of users; that is, if data satisfy users’ needs, then they
are fit for use (Canadian Institute for Health Information, 2009).

2.1 Data Quality Dimensions

The quality of data may be determined by assessment against a set of dimensions. The clinical research
community has failed to develop a consistent taxonomy of data quality as there is an overlap of terms
between existing dimensions, as reported by Weiskopf and Weng (2013). These authors reviewed clinical
research literature for the data quality dimensions in the context of EHR to identify five dimensions, which
are completeness, correctness, concordance, plausibility and currency. These findings support widely used
dimensions in the literature of data quality, which are accuracy, consistency, completeness and timeliness
(Batini et al. 2009; Liaw et al. 2012). These represent the basic set of dimensions for data quality and are
broadly accepted.

In the literature there are different classifications of quality dimensions with a number of discrepancies in
the definitions of most (Batini et al., 2009). The definition of a dimension may vary from one framework to
another — see the example given by Wand and Wang (1996) in their definition of accuracy. The concept of
data quality depends on the actual use of the data. Thus, it depends on the application: what is considered
high quality data in one application may not be sufficient in another (Wand & Wang, 1996). Wand and Wang
(1996) also emphasize the importance of providing a design-oriented definition of data quality that will
reflect the nature of information systems. Thus, this paper adopts the basic set of dimensions due to its being
widely accepted. Besides, Ge and Helfert (2008) provide a model in which they group data quality
dimensions (Wang & Strong, 1996) into two categories based on assessment type. Accordingly, accuracy,
consistency, completeness and timeliness are classified as objective assessments.

The definitions of these dimensions were discussed with IT experts and health professionals, concluding
with the following definitions (Almutiry et al. 2013):

Accuracy: The extent to which registered data conforms to their actual value.
Consistency: Representation of data value remains the same in multiple data items in multiple locations.
Completeness: The extent to which data are of sufficient breadth, depth, and scope for the task in hand.

Timeliness: The state in which data are up to date and their availability is on time.

2.2 Data Quality Problems and Dirty Data

Organizations and enterprises tend not to pay enough attention to the existence of ‘dirty data’ in their
repositories, although this compromises the quality of their data and produces unreliable information. The
reasons could be due to resources, time and a lack of appreciation. In the literature many proposals of ‘dirty
data’ taxonomies are proposed that tackle a wide variety of data quality problems.

In the work of Miiller and Freytag (2005) data anomalies are roughly classified into syntactical, semantic
and coverage. Syntactical anomalies concern representation-related dirty data. This type includes lexical
error, domain format errors and irregularities. Semantic anomalies affect the comprehensiveness of data
collection as well as non-redundant representation, whilst coverage anomalies cause missing values and
missing tuples. They include integrity constraint violations, contradictions and duplicates of invalid tuples.
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Rahm and Do (2000) provide a two-level classification of data quality problems associated with
databases. In the first hierarchical model, problems are categorized as single-source and multi-source. In
each, the data quality problems are classified as schema-level and instance-level problems. With regard to the
single-source category, schema-specific problems occur due to the limitations of model and application-
specific integrity constraints, as the data quality of a source mainly depends on its data being governed by
schema and integrity constraints. On the other hand, in the multi-source category the heterogeneity of data
models from different sources results in many ‘dirty data’ such as duplicates and instances of naming
conflict.

Kim et al. (2003) take another pattern of classification of ‘dirty data’. They look at dirty data as either
missing data, wrong data or non-standard representations of the same data. This leads them into a hierarchically
structured taxonomy: missing data; not missing but wrong; and neither missing nor wrong but unusable data.

Researchers Oliveira and Rodrigues (2005) present a comprehensive taxonomy of data quality problems
through reviewing previous work (Kim et al. 2003; Rahm & Do 2000; Miller & Freytag 2005), using a
bottom-up approach, from the lowest level where data quality can appear to the highest level where these
problems occur. This approach results in six levels of granularity ranging from problems in single attribute
value (lowest level) to problems in multi-sources (highest level).

2.3 Data Quality and Dirty Data Taxonomies

In the literature, the terms data quality problems and ‘dirty data’ are frequently used interchangeably,
addressing all issues and problems that lead to poor quality of data and, consequently, produce unreliable
data. Mller and Freytag (2005) instead use the term ‘data anomaly’ and classify these anomalies into lexical
errors, domain format errors, irregularities, integrity constraint violations, duplicates, invalid tuples, missing
values and missing tuples. By contrast, Rahm and Do (2000), Kim et al. (2003) and Oliveira and Rodrigues
(2005) consider data quality problems on the basis of source. Rahm and Do group their findings into multi-
source and single-source problems, and their classification has been the most widely cited in the context of
data cleansing. Kim et al. (2003) produced a comprehensive hierarchal taxonomy that captures 33 types of
‘dirty data’, both single and multi-source. In their approach they rely on the fact that ‘dirty data’ are either
missing, wrong or unusable. The most recent proposal is from Oliveira and Rodrigues (2005), who adopt a
bottom-up approach to generate 35 types of ‘dirty data’.

3. DIMENSIONS-ORIENTED TAXONOMY OF DATA QUALITY
PROBLEMS

As discussed earlier, data quality is multi-dimensional concept. It is widely defined as ‘fitness for use’,
emphasizing the importance of a data consumer’s perspective of quality. Researchers since the early 1990s
have identified many dimensions that capture different facets of data quality, and some of these works were
empirically proven (Wang & Strong 1996). Rationally, data quality problems should fall under the
dimensions proposed in the literature, however there is no taxonomy of ‘dirty data’ that groups quality
problems based on their relation to dimension measurement. In this section, a dimension-oriented taxonomy
of data quality problems is proposed that would help organizations to assess each dimension of quality and to
prioritize them.

Figure 1 illustrates how the taxonomy proposed by Rahm and Do (2000) was adopted as an initial
collection of data quality problems. Subsequently, other types of ‘dirty data’ found in other studies were
thoroughly analysed and filtered to identify those not included in that initial collection.
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Figure 1. Process of developing an initial taxonomy of dimension-oriented data quality problems

We compiled a draft of types of ‘dirty data’ covering all the aspects of errors mentioned in the literature.
The last step was a rationale stage in which each type was examined against data quality aspects
(dimensions), consequently each type has its respective dimension. Table 1 shows the initial taxonomy of
dimension-oriented of ‘dirty data’.

Table 1. The initial taxonomy of dimension-oriented dirty data
ID Data Quality Problems Dimension

D1 Illegal values due to invalid domain range

D2 Mis-spellings
D3 Misfielded values

D4 Embedded values ACCURACY

D5  Word transposition

D6  Wrong reference

D7  Erroneous entry

D8  Violated attribute dependencies

D9 Uniqueness violation

D10  Naming conflicts in multi-source
CONSISTENCY

D11  Structural conflicts in multi-source

D12  Wrong categorical data

D13  Relational integrity violation
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D14  Violated attribute dependencies

D15  Duplicated records in single/multi data source(s)

D16  Contradicting records in single/multi source(s)

D17  Inconsistent spatial data

D18  Different measure units in single/multi source(s)

D19  Syntax inconsistency

D20  Missing data where Null-not-allowed constraint enforced

D21  Missing data where Null-not-allowed constraint not enforced

D22  Missing record COMPLETENESS

D23  Ambiguous data due to incomplete context

D24  Semi-empty tuple

D25  Outdated temporal value
TIMELINESS

D26  Outdated reference

D27  Different representations due to use of abbreviation and cryptic values

D28  Different representations due to use of alias/nickname
INTERPRETABILITY

D29  Different representations due to use of encoding format

D30  Different representations due to use of special characters

4. CONFIRMATION OF THE NEW TAXONOMY

In order to confirm the data quality items associated with data quality dimensions, interviews were conducted
with experts and data consumers. Semi-structured interviews were carried out with several experts and EHR
stakeholders in the health sector.

4.1 Data Collection

Semi-structured interviews were used to collect data from two groups. This kind of interview was selected
due to the advantage of gathering statements regarding individuals’ attitudes and exploring in-depth their
experience (Drever 2003).

This study was conducted at National Guard Health Affairs (NGHA) in Saudi Arabia in February 2013.
NGHA is one of the leading health organizations providing healthcare to National Guard employees and their
dependants. It was chosen first as it has four hospitals and 60 primary and secondary health centres across
Saudi Arabia, and secondly as it received the Middle East Excellence Award in EHR in 2010.

Interviews were conducted with two groups. The first was of IT experts with responsibility for
implementing and maintaining EHR systems, comprising five IT professionals with various responsibilities
belonging to the Information Services and Informatics Division (ISID) and the Clinical Information
Management Systems (CIMS). Table 2 provides a snapshot of the IT experts interviewed in this study.

! http://www.ngha.med.sa/English/Pages/ArabHealthAward.aspx
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Table 2. Selected expert interviewees

Participant  Position E/)égergence Justification

P1 Database administrator ~ +15 Direct involvement with quality problems in databases
P2 Database administrator ~ +10 Direct involvement with quality problems in databases
P3 Physician team leader +5 Link between medical staff and IT support

P4 Physician team leader +5 Link between medical staff and IT support

P5 Application analyst +5 Direct involvement with application processes and duty

of application enhancement

The other group consisted of data consumers. They were all selected from King Abdulaziz Medical City
(KAMC). The reason for choosing staff from here was that in 2006 it was accredited under Joint Commission
International standards (JCI) with excellent performance. The other reason was that its staff are highly
qualified and well-trained, and some hold academic positions at King Saud bin Abdulaziz University for
Health Sciences. Table 3 gives a snapshot of the data consumers selected for interview.

Table 3. Selected data consumers for interview

Participant  Position Experience Justification
(years)
P6 Paediatric consultant +15 Main decision maker in patients’ medical care
P7 Radiology consultant ~ +10 Data generator and decision maker in patients’ medical care

P8 Paedl.amc consultant +15 Main decision maker in patients’ medical care
+ assistant professor

P9 Medical director +10 Decision maker in policy and work regulations
P10 Emergency consultant  +10 Decision maker in a highly critical department
P11 Nurse +13 Data generator due to direct involvement in patient medical care

The interviews featured confirmatory and exploratory questions about the data quality problems making
up the each dimension. The Livescribe2 pen was used as the tool for recording the interviews.

4.2 Data Analysis

Thematic analysis was used to analyse, identify and report the themes within raw data. The themes reflect the
patterns within the collected data and the patterns that describe the phenomenon. Therefore, it is a method of
organizing and describing a corpus in a way that helps researchers to capture important aspects describing
their research questions (Aronson 1994; Braun & Clarke 2006).

As the interview questions revolved around data quality dimensions and their quality items, themes and
sub-themes were dimensions while sub-themes addressed any related issues. To facilitate the qualitative data
analysis, NVivo 10 software was used to theme the raw data. Each dimension was given a node, each node
had certain characteristics and its quality items were clustered into ‘confirmed’, ‘irrelevant’, ‘additional” and
‘overlapping’. The next step was to code and to assign data in the transcript to related nodes.

2 http://www.livescribe.com/uk/
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4.3 Findings and Results

The proposed dimension-oriented data quality problems were discussed with experts and health professionals
in order to confirm their relevance and to explore more quality problems that fall into dimensions as yet not
covered by this taxonomy. The results and findings of the interviews were categorized into confirmed;
irrelevant; overlapping; and additional items for each dimension.

4.3.1 Accuracy

As discussed in the literature review, there are seven items that fall into the category of accuracy assessment,
according to their implications on the definition of accuracy. These underwent preliminary refactoring and
classification, and ended up under the accuracy metric. This would allow objective assessment of the quality
of accuracy.

After analysing the semi-structured interviews with the experts and data consumers, all interviewees
confirmed that the proposed quality items are sound measures and relevant to accuracy. They believe that
these items do not overlap with any others in a particular dimension. One expert added that orphan data could
represent a data quality problem that should be considered under ‘accuracy’.

4.3.2 Consistency

The consistency quality items underwent a process of examination and refactoring to achieve a list of
relevant and reliable measures of consistency. Table 4 highlights the outcome of the interviews analysis.

Table 4. Experts' findings for consistency

U
N
U

D8
D9
D10
D11
D12 v v v

SNERNEENERN e
SNERNEENERN e

AR SERNEENERN e

D13 v
D14
D15 v v
D16 v v
D17 v
D18 v v
D19 v v

<
\

SR N N N N N N N N N NI e
SR N N N N N U N N N NI e
\

SRR NI N VRN

C: Confirmed item I: Irrelevant item O: Overlapped item

The two physician team leaders (P3 and P4) confirmed that all quality items are relevant and sound
measures for consistency. However, the two senior DBAs (P1 & P2) and an application analyst (P5) claimed
that the item ‘referential integrity violation” is not a consistency-related measure but is accuracy-related.
Moreover, the two DBAs (P1 & P2) considered the items D12, D16 and D17 were sound measures of
accuracy. One DBA expert claimed that the items of ‘wrong categorical data’ and ‘referential integrity
violation’ overlap, as they address the same issue.

It is worth noting that the experts emphasized that the metric items of consistency are comprehensive and
that they cover the required aspects to measure this dimension.
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Although experts had many issues with regard to items that assess the quality of consistency, data
consumers almost all agreed that these were good measures relevant to consistency. Moreover, they felt that
there was no overlap between the quality items. However, one paediatric consultant claimed that
‘contradicting records’ and ‘duplicated records’ addressed the same problem, being caused by duplication.
Another paediatric consultant did not consider the item 'inconsistent spatial data’ was applicable to the EHR
domain. The following quote supports this point:

Paediatric consultant: I am not sure whether it is applicable to our area.

It is worth noting that a medical director and an emergency consultant commented on an annoying
problem with dual-language names. They expressed concern at the absence of any standard or protocol for
translating Arabic names into English. This problem gives rise to different spellings of the same name. An
emergency consultant highlighted this by stating:

We have a noticeable consistency problem with patients’ names as one family name could have
many spellings in English. Many fatal incidents occurred here [were] caused by such consistency
problem.

4.3.3 Completeness

Considering the phrases relating to the completeness metric, the responses showed agreement on its
functionality and relevance; experts and data consumers gave the same response towards the proposed quality
items of completeness.

4.3.4 Timeliness

Responses from both the experts and data consumers were almost entirely positive, aside from the second
item. The two DBA experts considered that item ineffective, as the DBMS avoids such problem by update
cascading. No overlap was detected within this metric and the experts did not add any items, believing it was
sufficient.

5. DISCUSSION

The data quality problems were refactored and mapped against corresponding dimensions. Subsequently, the
initial dimension-oriented data quality problems were discussed and validated with two groups, formed of
experts and data consumers. Table 5 shows the final dimensions compromising data quality.

With regard to accuracy-related data quality problems, experts and data consumers confirmed that all
items associated with accuracy are sound and relevant measures. They found no overlap among the proposed
items. With regard to their sufficiency, they agreed on their adequacy for accuracy assessment, although
some suggested additional items.

A senior DBA (P1) proposed orphan information as a quality problem that needs to be addressed. Orphan
information (so-called ‘dangling data’) is caused by a problem known as ‘Referential integrity violation’,
already present in items making up consistency assessment. The other two suggestions, data validation and
type of dataset for assessment, are not quality problems.

Regarding consistency-associated, in relation to items associated with consistency there were many issues
pointed out by the experts and data consumers. The first issue, suggested by technical experts, was that the
item ‘Referential integrity violation’ belonged to the accuracy metric rather than consistency. This is true, as
the root cause of this problem is that wrong data has been entered into the foreign-key field. Thus, this item
was moved to the accuracy metric.

With regard to suggestions by two DBAs, the item ‘Wrong categorical data’ is not rationally accuracy-
related, as claimed, but is associated with consistency as its value is not considered as an incorrect value but
as a user-specified term. However, the two other items ‘Contradicting records in single/multi source(s)” and
‘Inconsistent spatial data’ are indeed likely to be associated with accuracy, as claimed. This is due to the fact
that these quality problems are triggered by incorrect data. The claim of ‘Inconsistent spatial data’ being
inapplicable may be logical, but it cannot be omitted as it received no objection besides from a paediatric
consultant.
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It is worth noting that several professionals expressed concern at having different spellings for a single
name. They had witnessed many incidents of this quality problem that had ended in serious danger due to
inconsistent naming.

In the interviews of experts and professionals regarding the completeness dimension, all responded
positively to completeness-related quality items. They agreed on them being adequate, relevant and
comprehensive for completeness assessment.

With regard to timeliness-related quality problems, both experts and professionals responded positively in
their interviews to timeliness-related quality items. However, the two DBAs considered the item ‘Outdated
reference’ ineffective, as such problems can be avoided using RDBMS features. This may be true in an ideal
situation, where all data sources enforce such features to allow cascading updates. However, the problem
could arise as a result of integration with legacy systems, so it is recommended to keep this item within the
category of timeliness-related.

The final result of the proposed taxonomy is displayed in Table 5.

Table 5. The taxonomy of dimension-oriented data quality problems for EHR

Accuracy: The extent to which registered data conforms to its actual value.

1-  lllegal values due to invalid domain range

2-  Mis-spellings

3- Misfielded values

4-  Embedded values

5-  Word transposition

6- Wrong reference

7-  Erroneous entry

8-  Contradicting records in single/multi source(s)
9-  Inconsistent spatial data

10- Referential integrity violation

Consistency: Representation of data values remains the same in multiple data items in multiple locations.

11- Violated attribute dependencies

12-  Uniqueness violation

13- Naming conflicts in multi-source

14~ Structural conflicts in multi-source

15-  Wrong categorical data

16- Violated attribute dependencies

17- Duplicated records in single/multi data source(s)

18- Different measure units in single/multi source(s)

19- Syntax inconsistency

20- Inconsistent name spelling

21- Different representations due to use of abbreviation and cryptic values
22- Different representations due to use of Alias/nickname
23- Different representations due to use of encoding format

24- Different representations due to use of special characters
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Completeness: The extent to which data are of sufficient breadth, depth, and scope for the task at hand

25- Missing data where Null-not-allowed constraint enforced

26- Missing data where Null-not-allowed constraint not enforced
27- Missing record

28- Ambiguous data due to incomplete context

29- Semi-empty tuple

Timeliness: The state in which data is up to date and its availability is on time.

30- Outdated temporal value

31- Outdated reference

6. CONCLUSION AND FUTURE WORK

In this paper, a taxonomy of dimension-oriented data quality problems has been produced. Data quality
problems were analysed and mapped onto the most common data quality dimensions found in the literature.
Thus, the proposed taxonomy is concerned with identifying the problems from the perspective of quality
dimensions. This will help health organizations to prioritize the data quality problems associated with the
most desirable dimensions in the process of data quality assessment. Such a mechanism would facilitate the
involvement of the data consumers at the assessment stage, as they are familiar with dimensions terminology
but not other, related works.

Future work involves the development and deployment of severity factors, those that render quality
problems more severe, into these data quality problems. These factors were clearly apparent from the
interviews. Such a mechanism would help organizations to save time and money by prioritizing their most
severe problems.
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ABSTRACT

On the one hand there are stroke events that cannot be avoid, which stem from unchangeable processes like aging, sex,
family or medical history. In particular, elderly people have a higher risk of stroke, with almost 80% of strokes occurring
in individuals over 60 years of age, and at an earlier age than in women, although women are catching up fast (in fact
more women than men die from heart incidents). Stroke diseases have severe consequences for the patients and for the
society in general, being one of the main causes of death. On the other hand these facts reveal that it is extremely
important to be hands-on, being aware of how critical is the early diagnosis of this kind of diseases. Indeed, this work
will focus on the development of a diagnosis support system, in terms of its knowledge representation and reasoning
procedures, under a formal framework based on Logic Programming, complemented with an approach to computing
centered on Artificial Neural Networks, to evaluate stroke predisposing and the respective Degree-of-Confidence that one
has on such a happening.

KEYWORDS

Stroke Disease; Healthcare; Knowledge Representation and Reasoning; Logic Programming; Artificial Neural Networks

1. INTRODUCTION

Stroke stands for a major health problem nowadays. Indeed, every year in the USA, about 850,000 people
experience a new or recurrent stroke; mortality data from 2008 indicate that stroke accounted for 1 in 19
deaths in the USA (Go et al, 2014). The Framingham Study showed that 1 in 5 women and 1 in 6 men aged
55 to 75 years will experience stroke sometime during their life time (Seshadri et al, 2006). Although the
incidence may be reducing in developed countries, it has been estimated that stroke mortality will double
worldwide by 2020, owing to an ageing population and with an increasing incidence in developing countries.
Stroke denotes a blood supply interruption that occurs in the brain. This interruption happens when a blood
vessel is obstructed, causing an ischaemic event, or bursts, causing a haemorrhagic stroke. Being a major
factor related with mortality, this disease is closely followed with the main purpose of preventing it from
happening since, when diagnosed, it becomes less dangerous and more treatable, comparing with similar
ones (Go et al, 2014). Among the risk factors associated with stroke, there are those that transport a higher
threat. Some may be treated or controlled, like high blood pressure (Go, et al. 2014; Lindgren, 2014),
smoking (Bhat et al, 2008; Shah and Cole, 2010; Lindgren, 2014), diabetes mellitus (Khoury et al, 2013;
Lindgren, 2014), high blood cholesterol (Amarenco et al, 2008; Zhang et al, 2012; Lindgren, 2014), physical
activity (Grau et al, 2009; McDonnell et al, 2013).

However there are those that cannot be controlled, such as age, i.e., older people have more tendency to
stroke (Sealy-Jefferson et al, 2012; Go et al. 2014; Lindgren, 2014), gender (i.e., stroke is more common in
men than in women), though more women die from strokes than men, and the mere fact of having suffered a
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previous stroke represents an increased risk factor not controlled by any means (Kissela et al, 2012;
Lindgren, 2014), ethnicity (Kissela et al, 2012; Sealy-Jefferson et al, 2012; Lindgren, 2014), among others.

The stated above emphasizes that it is difficult to make an early diagnosis of stroke predisposing, since it
has to consider different conditions with intricate relations among them, where the available data may be
incomplete, contradictory and/or default. In order to overcome these drawbacks, the present work reports the
founding of a computational framework that uses knowledge representation and reasoning techniques to set
the structure of the information and the associate inference based computational mechanisms. We will centre
on a Logic Programming (LP) based approach to knowledge representation and reasoning (Neves, 1984;
Neves et al, 2007), complemented with a computational framework based on Artificial Neural Networks
(ANNS) (Cortez et al, 2004).

2. KNOWLEDGE REPRESENTATION AND REASONING

Many approaches to knowledge representations and reasoning have been proposed using the Logic
Programming (LP) paradigm, namely in the area of Model Theory (Kakas et al, 1998; Gelfond and Lifschitz,
1988; Pereira and Anh, 2009), and Proof Theory (Neves, 1984; Neves et al, 2007). In this work it is followed
the proof theoretical approach in terms of an extension to the LP language to knowledge representations and
reasoning. An Extended Logic Program is a finite set of clauses in the form:

P < D1, Ppo MOt qq,+*+, MO Gy (1)

?(py, -, P00t g4, -+, n0t q,,) (m,m =0) 2)

where ? is a domain atom denoting falsity, the p;, g;, and p are classical ground literals, i.e., either positive
atoms or atoms preceded by the classical negation sign — (Neves, 1984). Under this emblematic formalism,
every program is associated with a set of abducibles (Kakas et al. 1998; Pereira and Anh, 2009) given here in
the form of exceptions to the extensions of the predicates that make the program. Once again, LP emerged as
an attractive formalism for knowledge representations and reasoning tasks, introducing an efficient search
mechanism for problem solving.

Due to the growing need to offer user support in decision making processes some studies have been
presented related to the qualitative models and qualitative reasoning in Database Theory and in Artificial
Intelligence research (Halpern, 2005; Kovalerchuck and Resconi, 2010). With respect to the problem of
knowledge representation and reasoning in Logic Programming, a measure of the Quality-of-Information
(Qol) of such programs has been object of some work with promising results (Lucas, 2003; Machado et al.
2010). The Qol with respect to the extension of a predicate i will be given by a truth-value in the interval
[0,1], i.e., if the information is known (positive) or false (negative) the Qol for the extension of predicate; is
1. For situations where the information is unknown, the Qol is given by:

1
Qol; = IGLIZZN:O (N > 0) 3)

where N denotes the cardinality of the set of terms or clauses of the extension of predicate; that stand for the
incompleteness under consideration. For situations where the extension of predicate; is unknown but can be
taken from a set of values, the Qol is given by:

Qol; =1/ Card (4)

where Card denotes the cardinality of the abducible set for i, if the abducible set is disjoint. If the abducible
set is not disjoint, the Qol is given by:

1

ol; = 5
ol = T c ©
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where C£%¢ is a card-combination subset, with Card elements. The next element of the model to be
considered is the relative importance that a predicate assigns to each of its attributes under observation, i.e.,
wk, which stands for the relevance of attribute k in the extension of predicate;. It is also assumed that the
weights of all the attribute predicates are normalized, i.e.:

Z wk =1,v, ©)
1<ksn

where Vv denotes the universal quantifier. It is now possible to define a predicate’s scoring function V;(x) so
that, for a value x = (x4, -, x,,), defined in terms of the attributes of predicate;, one may have:

Vi(x) = Z wk xQol; (x)/n @)
1<k=n
allowing one to set:
predicate; (xy, -, x,) it Vi(x) (8)

that denotes the inclusive quality of predicate; with respect to all the predicates that make the program. It is
now possible to set a logic program (here understood as the predicates’ extensions that make the program)
scoring function, in the form:

n
LPScoring Function = Z Vi (x) * p; )

i=1

where p; stands for the relevance of the predicate; in relation to the other predicates whose extensions denote
the logic program. It is also assumed that the weights of all the prediates’ extensions are normalized, i.e.:

n
Z pi =1V, (10)

i=1

where Y’denotes the universal quantifier.

It is now possible to engender the universe of discourse, according to the information given in the logic
programs that endorse the information about the problem under consideration, according to productions of
the type:

predicate; — U clause;(x,,*+,xy,) :: Qol; :: DoC; (11)

1<jsm

where {/ and m stand, respectively, for “set union” and the cardinality of the extension of predicate;. On the
other hand, DoC; denotes one’s confidence on the attribute’s values of a particular term of the extension of
predicate;, whose evaluation will be illustrated below. In order to advance with a broad-spectrum, let us suppose
that the Universe of Discourse is described by the extension of the predicates:

JACONACH AR ACO RN CEY) (12)

Assuming that a clause denotes a happening, such a clause has as argument all the attributes that make the
event. The argument values may be of the type unknown or members of a set, or may be in the scope of a
given interval, or may qualify a particular observation. Let us consider the following clause where the first
argument value may fit into the interval [20,30] with a domain that ranges between 0 (zero) and 50 (fifty),
where the second argument stands for itself, with a domain that ranges in the interval [0,10], and the value of
the third argument being unknown, being represented by the symbol £, with a domain that ranges in the
interval [0,100]. Let us consider that the case data is given by the extension of predicate f;, given in the form:

fiixq, %5, %5 = {0,1} (13)
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where “/” and “}” is one’s notation for sets, where “0” and “1” denote, respectively, the truth values “false”
and “true”. Therefore, one may have:

{
—f1 (X1, X2, %3) < not f;(x1,%z,x3)

£1([20,30], 5, L1):1::DoC

attribute's values for x1,X2,X3

[0,50 ][0, 10][0, 100]

attribute’s domains for x1,x,,X3

Once the clauses or terms of the extension of the predicate are established, the next step is to set all the
arguments, of each clause, into continuous intervals. In this phase, it is essential to consider the domain of the
arguments. As the third argument is unknown, its interval will cover all the possibilities of the domain. The
second argument speaks for itself. Therefore, one may have:

{
f1 (x4, %2, x3) < not f1(xq, %3, %3)
fi ([20,30], [5,5], [0,100]) 21 DoC
attribute’s values ranges for x1,X3,X3
[0,50] [0, 10] [0,100]
attribute’s domains for xq1,x2,x3
}

Now, one is in position to calculate the Degree of Confidence for each attribute that makes the term
arguments (e.g. for attribute one it denotes one’s confidence that the attribute under consideration fits into the
interval [20,30]). Next, we set the boundaries of the arguments intervals to be fitted in the interval [0,1]

according to the normalization procedure given in the procedural form by (Y — Y1)/ Yimax — Yimin )» Where
the Y; stand for themselves.

=f1 (X1, X2, %3) < not f;(x1,%,,X3)

_[20-030-0] _[5-0 5—0] _[0—0 100—0]
17 50-0'50—0l 2" lT0—0’10—0) ** " [100—0’100—0
fi ([0.4,0.6],[0.5,0.5],[0,1]) : 1:: DoC

attribute’s values ranges for x1,x2,X3
once normalized

[0,1] [0,1] [0,1]
attribute's domains for x1,xX2,X3
once normalized
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The Degree of Confidence (DoC) is evaluated using the equation DoC = V1 — Al?, as it is illustrated in
Figure 1. Here Al stands for the length of the arguments intervals, once normalized.

{
= f1 (1, X2, x3) < not f;(xq, x5, x3)

f1(0.98, 1, 0):=1:0.66

attribute’s confidence
values for x1,X2,X3

[0.4,0.6][0.5, 0.5][0,1]

attribute’s values ranges for x1,x2,X3
once normalized

[0,1] [0,1] [0,1]

attribute’s domains for x1,x,,X3
once normalized

/

where the DoC’s for f; (0.98, 1, 0) is evaluated as (0.98+1+0)/3, assuming that all the argument’s attributes
have the same weight.

[E

Fal

DoCA4

1
Interval
Al Lenght

Figure 1. Evaluation of the Degree of Confidence.

3. ACASE STUDY

In order to exemplify the applicability of our approach to problem solving, we will look at the relational
database model, since it provides a basic framework that fits into our expectations (Liu and Sun, 2007), and is
understood as the genesis of the LP approach to Knowledge Representation and Reasoning (Neves, 1984).

As a case study, consider the scenario where a relational database is given in terms of the extensions of
the relations depicted in Figure 2, which stands for a situation where one has to manage information about
stroke predisposing risk detection. Under this scenario some incomplete and/or default data is also available.
For instance, in the Stroke Predisposition database, the Systolic Blood Pressure in case 1 is unknown, while
the Risk Factors range in the interval [1,2].

The values presented in the Lifestyle Habits and Risk Factors columns of Stroke Predisposing database are
the sum of the correspondent databases, ranging between [0,6] and [0,4], respectively.

Now, we may consider the relations given in Figure 2, in terms of the stroke predicate, in the form:

stroke: Age: Gender: PreviousStroke Episodes' BloodSystolicPressure' ChOIesterolLDLt ChozesterolHDL'
Trlglycerides' Lifestyle Habits: Risk Factors - {0' 1}

where 0 (zero) and 1 (one) denote, respectively, the truth values false and frue. It is now possible to give the
extension of the predicate stroke, in the form:
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—stroke(Age, Gen, PSE, BSP, Chol,,;, Cholyp,, Trigly, LH,RF)
« not stroke(Age, Gen, PSE, BSP, Chol,,,, Choly,,, Trigly, LH, RF)

stroke (69, 0, 1, 1, 131, 49, 200, 4, [1,2]) i:1:: DoC

attribute's values

[22,95][0,1][0,1][70,200][50,250][20,90][90,600][0,6][0,4]

attribute’s domains

In this program, the first clause denotes the predicate stroke closure. The next clauses correspond to
patient 1, taken from the extension of the stroke relation presented in Figure 2. Moving on, the next step is to
transform all the argument values into continuous intervals and then normalize the predicate’s arguments in
order to obtain the Degree of Confidence of any clause or term of the extension of the stroke predicate. One
may have:

{
—stroke(Age, Gen, PSE, BSP, Chol,p;, Cholyp,, Trigly, LH,RF)

« not stroke(Age, Gen, PSE, BSP,Chol,p,, Cholyp,, Trigly, LH, RF)

stroke (1, 1, 1, O, 1, 1, 1, 1, 0.968) 101 ::0.885

attribute's confidence values

[0.64,0.64][0,0][1,1][0,1][0.4,0.4][0.41,0.41][0.22,0.22][0.67,0.67][0.25,0.5]

attribute's values ranges once normalized

[0,1] [0,1][0,1][0,1] [0,1] [0,1] [0,1] [0,1] [0,1]

attribute's domains once normalized

Patients’ Information
Previous Stroke |Systolic Blood . .
# | Age | Gender Episode Pressure Cholesterol _p, | Cholesterolyp, | Triglycerides
69 F 1 1l 111 49 200
~SA
Stroke Predisposing
Previous Stroke [Systolic Blood . . Lifestyle| Risk
# |Age| Gender Episodes Pressure Cholesterol_p_|Cholesterolyp, | Triglycerides Habits | Eactors
69 0 1 1 131 49 200 4 [1,2]
o —
Lifestyle Habits Risk Factors
. . Vegetables/ |Low| Low . . . Long-term
# | No Smoking | Exercise | Breakfast TFruit Salt | Sugar # | Diabetes | Obesity |Hypertension Medicaments
1 0 1 1 0 1 1 1 0 0 1

Figure 2. An Extension of the Relational Database Model. In Previous Stroke Episode column of Patients’ Information
database 0 (zero) and 1 (one) denote, respectively, nonoccurrence and occurrence. In Lifestyle Habits and Risk Factors
databases 0 (zero) and 1 (one) denote, respectively, yes and no. In Gender column of the Stroke Predisposition database 0
(zero) and 1 (one) stand for, respectively, for female and male.
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where its terms make the training and test sets of the Artificial Neural Network given in Figure 3.

4. ARTIFICIAL NEURAL NETWORKS

Several studies have shown how Artificial Neural Networks (ANNSs) could be successfully used to model data
and capture complex relationships between inputs and outputs (Caldeira et al, 2011; Vicente et al, 2012;
Salvador et al, 2013). ANNs simulate the structure of the human brain being populated by multiple layers of
neurons. As an example, let us consider the last case presented in Figure 2, where one may have a situation in
which an evaluation of stroke predisposing is needed, and given in the form:

{
—stroke(Age, Gen, PSE, BSP, Chol,p,;, Cholyp,, Trigly, LH, RF)
< not stroke(Age, Gen, PSE, BSP,Chol,p,, Cholyp,, Trigly, LH, RF)
stroke (32, 1, 0O, 120, 1, 1, 1, 6, [0,1]) i1 ::DoC
attribute's values
[22,95][0,1][0,1][70,200][50,250][20,90][90,600][0,6][0,4]
attribute's domains
7

According to the formalism presented above, once the transition to continuous intervals is accomplished, it is
possible to have the arguments of the stroke predicate’s extension set to the interval [0, 1] in order to obtain the
Degree of Confidence of any clause or term of such an extension, which will be given in the form:

—stroke(Age, Gen, PSE, BSP, Chol,p;, Cholyp,, Trigly, LH,RF)

< not stroke(Age, Gen, PSE, BSP, Chol,p,, Cholyp,, Trigly, LH, RF)

Stroke<1, 1, 1, 1, 00 0 0 1, 0.97) 1 1::0.66

attribute's confidence values

[0.14,0.14][1,1][0,0][0.38,0.38][0,1][0,1][0,1][1,1][0,0.25]

attribute's values ranges once normalized

[0,1] [o,1]{0,1] [o0,1] [0,1][0,1][0,1][0,1] [0,1]

attribute’s domains once normalized

In Figure 3 it is shown how the normalized values of the interval boundaries and their DoC and Qol
values work as inputs to the ANN. The output translates the stroke predisposition evaluation and the
confidence that one has on such a happening. In addition, it also contributes to build a database of study cases
that may be used to train and test the ANNS.

In this study 250 patients (i.e. two hundred and fifty terms or clauses that make the extension of the
stroke predicate) were considered, with an age average of 57 years, ranging from 31 to 87 years old. The
gender distribution was 47% and 53% for female and male, respectively.
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To ensure statistical significance of the attained results, 20 (twenty) runs were applied in all tests. In each
simulation, the available data was randomly divided into two mutually exclusive partitions, i.e., the training
set with 67% of the available data and the test set with the remaining 33% of the cases. The back propagation
algorithm was used in the learning process of the ANN. As the output function in the pre-processing layer it
was used the identity one. In the others layers was used the sigmoid function.

The model accuracy was 97.6% for the training set (164 correctly classified in 168) and 95.1% for test set
(78 correctly classified in 82).

Pre-processing | Output

Layer

| Input | Hidden | Layer
| Layer | Layer |

Age

Cholyp 7

RF

Figure 3. The Artificial Neural Network topology.

5. CONCLUSIONS AND FUTURE WORK

Diagnosing stroke predisposing has shown to be a hard task, once the argument values of the extensions of
the predicates that as an ensemble describe the disorder, are not fully represented by objective data. These
characteristics put this problem into the area of problems that may be tackled by Artificial Intelligence based
methodologies and techniques to problem solving.

Indeed, this work presents the founding of a consistent framework that uses powerful and unprecedented
knowledge representation and reasoning techniques to set the structure of the information and its computa-
tional mechanisms. This finding takes as its genesis:

« Data is not equal to information;

« The translation of the raw measurements in terms of incomplete, unknown, and even contradictory in-
formation, into interpretable and actionable read-outs is challenging; and

» Read-outs can deliver markers and targets candidates without pre-conception, i.e., knowing how per-
sonal conditions and risk factors may affect the liver disease predisposition.

Indeed, this method brings a new approach that can revolutionize prediction tools in all its variants, mak-
ing it more complete than the existing methodologies and apparatuses available for problem solving. It must
be emphasize that this approach to knowledge representation and reasoning enables one to use the normal-
ized values of the interval boundaries of the clauses or terms arguments that make the extension of the stroke
predicate and their DoC values, as inputs to the ANN (as numbers that bring with themselves some degree of
incompleteness). The output translates a patient's stroke predisposing risk and the confidence that one has on
such a happening.
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Future work may recommend that the same problem must be approached using others problem solving
and computational frameworks like Case Based Reasoning (Carneiro et al, 2013), Genetic Programming
(Neves et al, 2007) or Particle Swarm (Mendes et al, 2004), just to name a few.
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FUTURE LOCATION OF HOSPITAL SERVICES
ANALYSIS OF A NEWSPAPER DEBATE

Hans Olav Omland
University of Agder, Norway

ABSTRACT

In spite of a Government initiated initiative to reshape the public hospital structure in Norway due to pass Parliament in
the autumn session 2015, Sgrlandets Sykehus Helseforetak (SSHF, a local public health enterprise) has already started
planning the future hospital structure and services to be provided in their three hospitals for the inhabitants in their
service area in the year 2030. Presentation of plans has led to a newspaper debate especially in the newspapers in the
communities where today’s hospitals are suggested degraded to lower levels of service. Applying a case study approach
this research finds that arguments presented in the newspapers cannot be explained by New Public Management or Public
Value theory. The study finds a lack of attention to future technological innovations in e-health and their possible
influences on location of hospital services and therefore suggests that possible future development in e-health and their
consequences for future location of hospitals in the service area of SSHF is included in the planning process.

KEYWORDS

New Public Management, Public Value, Organizational and technological development, e-health.

1. INTRODUCTION

The Norwegian health and care sector is, continually, undergoing large changes for several reasons:
development and use of more advanced technology for treating serious illnesses with better results, quest for
better quality in hospital treatments, an aging population increasing the need for hospital treatments, a cry for
more hands in the health and care sector, and increasing cost in public hospital sector. New Public
Management (O'Flynn, 2007) and Public Value (Moore, 1995) are theoretical moves for better management
of the public sector supposedly answering a call for continued innovation in the sector (Hallén, 2013).
Innovations in the e-health sector are gaining speed increasing the use of technology in the sector.

SSHF, the public health enterprise for Aust-Agder and Vest-Agder counties has initiated a planning
process for future hospital structure and provisions of health and care services offered to inhabitants in the
year 2030. Plans are presented for people living in the three cities where the SSHF’s hospitals are located at
present. The plans have received much attention and given rise to a rather heated newspaper debate.

The purpose of this paper is to analyze the newspaper debate answering the following research question:
How may a newspaper debate about a strategic planning project for future possible changes in location of
hospitals be understood through New Public Management doctrinal components and principles, Public
Value’s key positions and components and the importance of e-health related to the plans?

2. LITERATURE REVIEW

Public sector is searching for ways to improve health and care services and make them more efficient and
cost effective. Different theories have been presented as helping hands in the above mentioned search for
efficiency and effectiveness in public sector.
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2.1 Theories for Efficient and Effective Public Sector

New Public Management (NPM) (O'Flynn, 2007) has been sought implemented in public sector as an
alternative to more traditional models of public administration and traditional bureaucracy (Hood, 1991).
NPM includes 7 key doctrinal components (Hood, 1991, p. 4-5): 1, Hands-on professional management, 2,
Explicit standards and measurements of performance, 3, Greater emphasis on output controls, 4,
Disaggregation of units in the public sector, 5, Greater competition in the public sector, 6, Private sector
styles of management practice, and 7, Greater discipline and parsimony in the resource use.

Fifteen years after Hood (1991)’s publication Hughes (2006) characterized NPM along four axes: 1,
management is a higher order function than administration, 2, economic principles can assist public
management, 3, modern management theory and practices can improve public management, and 4, service is
important to citizens (Hughes, 2006, referred in Hood, 1991, p. 354). The NPM concept does provide
doctrinal components and principles as shown (Hood, 1991, Hughes 2006) but does not provide any leads for
developing and using technology.

Implementing NPM brought some challenges to public sector (O'Flynn, 2007). Moore (1995) therefore
suggested Public Value for understanding public sector and describing the relationship between public
servants/leaders and the public/citizens. Moore (1995)’s strategic triangle suggested that operational and
administrative capabilities, values, and goals and mission must to be aligned to create public value. Stoker
(2006) suggested four key positions to define public value: 1, public interventions are defined by the search
for public value, 2, many stakeholders have legitimacy and should be included and involved in public
activities, 3, an open minded relational approach to procurement should be adapted in each situation, and 4,
public services delivery needs to adapt a learning-based approach.

Kelly et al (2002) referred in O'Flynn (2007) prepared some suggestions for UK Cabinet Office
containing three key components related to public value: 1, service provides the vehicle for delivering public
value through service encounters with users or clients focusing fairness, equality and associated value for the
citizens, 2, outcomes should be considered serving a much higher purpose than just the service itself, and 3,
trust, legitimacy and confidence in government is vital to provide citizens’ confidence in the public sector’s
provisions of public value. According to Kelly et al (2002) these three elements of public value will give
public officials a possible new way of thinking or guiding their activities and decisions to create pubic value.

2.2 Technological Innovations

NPM and Public Value do not include concepts about technology use in public sector. The increased pace of
technological innovations in the health sector challenges the sector and will revolutionize the health and care
sector in the years to come: keyhole technology has opened for outpatient treatment reducing hospital time
and cost; possibilities for patients to stay at home while being treated; medicine that can report its own effect
in the patients, or body near technology including Internet on Things (loT)/werables were mentioned at the
South by South West conference in March 2014.

2.3 Organizational Changes and Technical Innovations and Development

Developing and using e-health systems is intimately related to changes in the organization, the routines or the
ways of performing work, and the use of the IT/IS systems. Failures in developing and implementing
information systems (Lucas, 1975) has been coined in many ways as escalation of software projects (Keil et
al, 2000), problems and practices that persist in in information systems development (Kautz et al, 2007),
organizations experience learning failures, including both fail to learn and learn to fail (Lyytinen and Robey,
1999) or paradigmatic mismatches and drifts in method deployment (Paivarinta et al, 2010).

The challenges do not diminish when information systems are to be developed and deployed successfully
in the health and care sector since the sector is complex with several layers of actors i.e. the RGP doctors and
the specialist level i.e. hospitals and specialist treatment. The people working in the sector are also generally
patient-orientated meaning that the care for the patients is an important value. How may the health and care
sector including the hospitals find an acceptable balance between implementing e-health systems and
loT/wearable technologies and keeping the patient in the focus for the care? Hospitals using e-health systems
need to consider and understand the relationships between people and e-health systems (Nurminen, 1988)
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since such understanding, “worldview”, will influence the use of them and will be important for furthering
organizational strategies and reaching organizational objectives.

Changes, organizational and/or technical, are basically development processes (Pillay et al, 2012) and are
prone to possible failures even more in the complicated health and care sector. Pillay et al (2012) therefore
developed a four phased experiential learning model for implementing change strategies: planning,
leadership, learning and culture. Informed change is supposed to take place in interaction with the four
elements through to experiential theorizing on the individual, the team and the organizational level. Changes
in the teams or in the organization depends on change in the individual, the influences between individuals,
and between individuals and context for a change “in-action” can take place and become more than an
espoused change. Understanding such change may be even more important as patients are learning more
about their illnesses challenging the health and care sector to rethink their services in radical ways.

3. RESEARCH METHOD

A case study approach was chosen since such approach is appropriate to answer questions related to the
phenomenon studied (Benbasat et al, 1987) and is a preferred research strategy in explorative research (Yin,
2014) where phenomenon studied is in it natural setting focus on contemporary events (Benbasat et al, 1987
Yin, 2014). Furthermore this study does not control or manipulate events in the case studied or participate in
the newspaper discussion (Benbasat et al, 1987, Yin, 2014).

The case studied a newspaper debate where the general public, two newspapers, employees in two
hospitals, management of SSHF and politicians discussed a strategic plan and the planning process for
locating future hospitals and services in Aust-Agder and Vest-Agder counties. Vest-Agder county (160 000
inhabitants) has two public hospitals, Kristiansand Hospital, the largest, situated in Kristiansand (85 000
inhabitants) and the smaller Flekkefjord Hospital located in Flekkefjord (10 000 inhabitants). Kristiansand
Hospital provides the most advanced specialist treatment and serves as the local hospital for the Kristiansand
area, while Flekkefjord hospital serves as a local hospital for the Lister area (consisting of 6 municipalities in
western Vest-Agder) and for some local municipalities in the south-eastern part of the neighboring county
Rogaland. SSHF is part of the South-Eastern Regional Health Authority. The slogan for SSHF is “Safety
when you need it most” (“Trygghet nar du trenger det mest”). The distance between Kristiansand Hospital
and Flekkefjord Hospital is 108 km by road.

Data was collected through reading all articles/entries about the strategic plan published in two
newspapers, the daily regional paper Fadrelandsvennen (Kristiansand) and the local newspaper Agder
Flekkefjord Tidende (Flekkefjord, three issues a week) in the period from March 12th 2014 through to May
9th 2014. Fedrelandsvennen published 9 entries whereof 2 were editorials, 6 written by newspapers
journalists and one special entry about use of technology in the hospital sector, and a general comment on e-
health published in several Norwegian newspapers. Agder published 30 entries whereof 1 was Editorial, 17
were written by journalists of the newspaper, 8 were written by readers of the newspaper, and 4 containing
general information.

4. CASE DESCRIPTION

The main actors in the planning process were: a project manager based in the central management of SSHF in
Kristiansand, the Chief Executive of SSHF and the Board of SSHF. The Chair of the SSHF Board is also a
Chief Municipal Executive in Kvinesdal Municipality, neighboring Flekkefjord while the Deputy Chair is a
Labor Party politician and a former Mayor of Kristiansand, living in Kristiansand. The two might therefore
be in a squeeze between local interests, county level interests and central government interests in the case. A
commoner criticized Kvinesdal Municipality for allowing the double role of the Chief Officer in Kvinesdal
Municipality being the Chair of the SSHF Board fearing that she would not give full support for keeping
Flekkefjord Hospital running. The double role of the Deputy Chair was not problematized. One of the Board
members was form Flekkefjord and was very active raising support for Flekkefjord hospital in the Board and
in the newspaper debate. The financial director of the SSHF was in a way setting the background for the
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debate foreseeing that an explosive growth in the so-called high-cost medicine and high-cost patients’
treatment will further fuel the hospital location discussion.

Many people participated in the newspaper debate. The project manager and the Chief Executive of SSHF
were mostly giving information and supporting each other. The Chief Executive expressed his trust in the
project manager and the project manager stated that the plans were proposals that were to be debated.

Several of the participants in the debate were MPs in the Norwegian Parliament (“Stortinget™). The
county of Vest-Agder has two Labor Party MPs, one from Kristiansand and one from Kvinesdal. The MP
from Kvinesdal is a former mayor of Kvinesdal Municipality. He wanted the planning process “frozen” and
brought the hospital location plan to the attention of all MPs in Parliament requesting, unsuccessfully, the
Minister for Health and Care Services to clarify the present government’s plans for the future hospital
structure in Norway. The Minister referred to the government’s report on the future national structure of
health and care services due 2015. The MP argued further that Flekkefjord Hospital was important for the
Lister area (Flekkefjord and surrounding municipalities) and some municipalities from the neighboring
county Rogaland receiving support from a Labor Party politician Rogaland county.

Politicians were constantly challenging the political leaders in the Flekkefjord area to give more attention
to the hospital location strategy plan and to promote Flekkefjord Hospital complaining that political leaders
in Flekkefjord were more or less “...invisible in the hospital case”.

The Standing Committee on Health and Care Services in the Parliament arranged an open hearing about
the plans for the future hospital structure in the two Agder Counties especially for emergency units and
maternity wards. The chairman of the committee, a Socialist Left Party MP, invited and received input from
Flekkefjord area. He wanted to stop the strategy plan for SSHF until central government had issued their
report on the future hospital structure. “He (the chairman of the committee) is pushing the pause button” was
the heading of one newspaper entry. However, some days later Agder informed that the Secretary of Health
and Care had no intention of stopping the planning process in SSHF.

Several MPs from the Socialist Left Party argued that it was unwise to close down local hospitals that
function well like Flekkefjord Hospital. One MP expressed her frustration of how the public hospital sector
was organized and suggested that the Parliament should revert to the old system with direct central
government control of public hospitals.

Consequences for the local communities were debated especially the locations of the emergency units and
the maternity wards. Should such wards be located in Kristiansand Hospital (centralized) or should both
hospitals have their own wards? An augments for keeping the wards local was early treatment of patients in
need. An emergency drill performed in Flekkefjord visualized consequences for patients injured in a car
accident without an emergency ward in the vicinity. The leader of the ambulance service in Flekkefjord
stated that without an emergency ward in Flekkefjord patients would die in ambulances or helicopters on
their way to emergency treatment in Kristiansand. People felt more secure with emergency units and
maternity wards available locally. Counteracting such arguments were suggestions that more video
conference equipment could make necessary treatment competence available to Flekkefjord Hospital online
from Kristiansand Hospital.

One line of arguments by the newspaper Agder was to present successes of Flekkefjord Hospital like: the
hospital is very good on hygiene and the maternity ward was praised by patients. To further increase political
pressure on location planning Agder reported on a Torchlight protest in Flekkefjord with 5000 participants.

People in Flekkefjord were eagerly searching for mistakes, faulty information and inconsistency in the
documents produced by the project manager leading to the SSHF Board’s decision to prolong the deadline
for comments to the strategy plan a second time and to ask the Director of SSHF to go through the critical
comments that had been given especially directed towards the strategy planning process.

Some writers referred a report developed on behalf of a national interest organization for local hospitals
arguing that small hospitals are as good as larger, that smaller local hospitals are not more expensive than
larger, and that the small hospitals provide equal if not better quality health services than larger hospitals.
The report criticized the strategy processes for being too shallow, not providing reliable figures for financial
advantages or improved quality for services given in larger hospitals, or listening to people that use local
hospitals. One writer suggested that the planning process in SSHF lacked democratic foundation and
criticized the Minister of Health and Care Services for not listening to people’s voices in the hospital location
discussions.

As a curiosity, in the period studied the newspaper Fedrelandsvennen published “Synspunkt” (View
Point) with the title “Mail me, doctor!” co-written by a researcher in the Norwegian Centre of Integrated Care
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and Telemedicine and a Senior Advisor. The writers discussed a possible future technical revolution in e-
health solutions. In the same period an Oslo-based newspaper, Dagbladet (10.03.2014), published news from
the South by South-West conference in USA using the ingress “Meet your new RGP (fastlege): yourself”.
The article contained information on trends within e-health as described in section 2.2 above including use of
DNA-profiles in future health treatment and loT/wearables that can report continually information on the
patient and possible give medicine or other treatment on the spot without entering a hospital. The newspaper
Dagbladet concluded that a gigantic health revolution has started; for the general public, for the RGPs, for the
health services, for the politicians within health and care, and the society at large. No mentioning or
discussion of consequences of technological advances for future hospital location and services was found in
the newspaper entries studied in this case. Even if technology and e-health was not directly mentioned in the
debate the discussion on quality of services did imply both use of technology and competence present in the
hospitals.

If a hospital treats too few patients with special deceases the patients should be transferred to larger
hospitals to ensure the competence of doctors and nurses in the treatment exemplified by a debate on stroke
treatment. A medical director in SSHF stated that the three stroke treatment centers in SSHF (one in each
hospital) did not satisfy new international standards and suggested that all stroke treatment is centralized to
Kristiansand Hospital to comply with international standards for such treatment while a group in SSHF
discussing the same disagreed internally where representatives from Kristiansand support the directors
suggestion and the representatives from Arendal and Flekkefjord opposed the suggestion for medical reasons.

Some writers are afraid that services at the local hospitals will be reduced over time leaving the local
communities without hospitals and fear the consequences at large for the local communities. One writer is
discussing the advantages and disadvantages for patients travelling to the local versus the central hospital
related to the quality of service and stress for the patients.

5. CASE ANALYSIS

5.1 Analysis using NPM

Analyzing the case follows the 7 key doctrinal components mentioned by Hood (1991):

1. Hands-on professional management
SSHF has hands-on professional management. The project manager is professional and is supported by
the Chief executive of SSHF. The Board of SSHF does not voice strong criticism of the management.

2. Explicit standards and measurements of performance were not directly discussed in the debate

Greater emphasis on output controls were not directly discussed in the debate.

4. Disaggregation of units in the public sector
The political reform in the hospital sector originally promoted disaggregation of units by establishing
regional and sub-regional health enterprises bringing health services out of political control. The present
trend nation-wide seems to be towards larger units reversing former disaggregation contradicting this
NPM-principle related to future public medical services. The main argument from the project leader is
that ‘quality-in-the-services’ is difficult to provide in smaller units.

5. Greater competition in the public sector
Centralization leading to one hospital or centralized hospital services will not lead to greater competition
county-wise. On a national level, however, it may lead to greater competition as the hospital in
Kristiansand may strengthen its competence in special areas of service.

6. Private sector styles of management practice
This principle is in force in SSHF. The management is private sectors styled with the Chief Executive of
the SSHF being responsible to a Board. The private sector style of management was, however, indirectly
challenged in the newspaper discussion. Politicians suggested more political control. Ordinary people did
the same as they called on politicians to influence the strategy planning process through political
channels. From the newspaper entries it seems that both politicians, reporters in the newspapers and the
general public do not understand that through this NPM principle the politicians gave away their power to
the SSHF Board.

w
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Greater discipline and parsimony in the resource use

This principle may be seen as a driver for the centralization process as it focuses on saving money for
SSHF especially by centralizing the costly emergency units and maternity wards. However, this principle
only considers the cost for SSHF. In a wider societal view some entries argued that a local hospital has an
important role in the local community for employment, cost of travel, and safety for the inhabitants.

To widen the understanding of the case the four conceptual axes (Hughes, 2006) presented in chapter 4

are used in the following analysis starting with axis 1.

1.

Management as a higher order function than administration is giving the board and the Chief Executive
of SSHF more room for maneuvering and having more power in the daily business of running the
hospitals in SSHF. However some of the entries wanted to introduce more political control with the HFs
in Norway reducing the power of the Board and the Chief Executive.
Economic principles can assist public management is certainly in operation in this case and, at the same
time provide some of the challenges or problems in this case. Measuring the economic principles against
SSHFs slogan “Safety when you need it most” is certainly challenging and not included in the present
strategy plan for 2030 as the plans seems to focus on SSHFs cost only, not the cost at large.
Modern management theory and practices can improve public management is certainly hoped for by
many of the people participating in the debate. However, the word “can” in this axis provides no criteria
for measuring improvements. It is therefore difficult to conclude on this axis as the evaluation criteria
seems to be differing amongst the writers.
Service is important to citizens is important, but presents the same challenges as the third axis because
citizens have different opinions of what health services they want. Furthermore some participants in the
debate and the planning processes may have conflicting roles as the Chair of the SSHF Board that is also
Chief Municipality Executive in Kvinesdal Municipality.
Surprisingly only one entry about e-health and use of technology was published in the period of the study

and provided information on the race for inventions in the health sector gaining speed as described in section
2.2 and chapter 4.

5.2 Analysis using Public Value

Analyzing the case from the four key positions defining the public value paradigm (Stoker, 2006) may
contribute to an even greater understanding of the case:

1

Public interventions are defined by the search for Public Value

SSHF seems to argue that Public Value in this case is the quality of the treatment in the future hospital(s)
not mentioning other future consequences of the plans. However, as SSHF is organized at present the
general public has no direct possibilities for intervening in the processes. From the data in the case it
seems that the public disagree with SSHF in what is Public Value.

Many stakeholders have legitimacy and should be included and involved in government activities

SSHF management structure is outside political control except for hiring or firing the Boards in the
Regional Health Authorities. This political decision reduces considerably the number of stakeholders that
can influence the planning process directly. Possibilities for influence are mainly indirect through the
“commenting process” on the plans, through public opinion in the newspaper debate, and direct to the
members of the Board. In this case the principle was not catered for. However, it is also important that the
citizens actively take part in consultations and surveys (Horner and Hazel, 2005).

An open minded relational approach to procurement should be adapted

Decisions on hospital location have important implications for the communities where the hospitals are
located as procurement in a wide context includes the need for employees, procurement of goods locally
and investment that may open work opportunities locally. A local hospital is more important for the
smaller communities than for the bigger as it often will be a large employer.

Public services delivery needs to adapt a learning-based approach

Some learning-based approach was found in the case data. The time limits for receiving comments were
postponed twice. However, concerning the realities of the plan, no or little learning-based approach was
seen. The reason may simply be that the period of study was too short.

Kelly et al (2002)’s view of Public Value relates to the case analysis as follows:
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1. Service provides the vehicle for delivering public value through service encounters delivered on fairness,
equality and associated value for citizens.
This point is challenged directly in this case. Which users and/or citizens should be served and what
service should they receive? Users of hospital services want ordinary good service where they live and
the best quality of treatment for severe illness at specialized hospitals. To find a good balance between the
different interests may be difficult in a county that is partly sparsely populated.

2. Outcomes should be considered serving a much higher purpose than just the service itself.

This point collides directly with intentions from SSHF’s location of future hospital services. A hospital
creates considerable advantages for the society where it is located exemplified with income tax, value of
local procurements, a general optimism and willingness for well educated people to move and live there.

3. Trust, legitimacy and confidence in government is vital to provide citizens’ confidence
These three elements will provide government officials a possible new way of thinking or guiding their
activities and decisions to create pubic value. However, the challenge for the SSHF’s officials may be that
the citizens to be served have different opinions of what it means to be served.

6. DISCUSSION

This research seeks to understand how a newspaper debate about a strategic planning project for future
possible changes in location of hospitals may be understood through New Public Management doctrinal
components and principles, Public Value’s key positions and components and the importance of e-health
related to the plans.

The participants in the discussion have different interests in future localization of hospitals in Vest-Agder.
Using the 7 key doctrinal components of NMP (Hood, 1991), the four axes (Hughes, 2006), the four key
positions of PV (Stoker, 2006) and the three key components related to public value (Kelly et al, 2002) to
analyze the case for understanding the case do not render any definite answers. The analysis reveals that the
different stakeholders have different interests in the situation and that the different interests do not consider
the theories of NPM or PV when arguing for their points of view. Data does not render any differences in the
debate or newspaper entries if they are written or argued by politicians rather than ordinary people.

The analysis presented in sections 5.1 and 5.2 shows that the newspaper debate can partly be understood
by the components of NPM and Public Value. Many of the components of NPM are found in SSHF’s
organization and actions. However, a striking feature of the debate is that some participants seems to operate
generally at will and do not understand the consequences of using NPM as a theory of making public sector
more efficient. Even politicians and MPs seem not to understand what NPM mean when implemented in
practice. It may however be reasonable to anticipate that the politicians especially the MPs understand, but
they act politically in the debate hoping that political activity may overrule the implemented NPM concepts
or that they at least gain some political favors with the voters in the next election.

The same considerations may be applicable to the Public Value concept. Even though the theory of Public
Value came as a reaction to NPM the consequences in this case is not that different as the hospital
management is running a health enterprise outside of political control except for the hiring and firing of the
board of the regional health enterprises.

There seems to be a lack of understanding in the debate of governmental responsibilities and where to
draw the borders for direct governmental intervention. Different stakeholders in the process have different
opinions of the situation. This seems obvious and cannot be solved by introducing NPM or Public Value
concepts alone. The SSHF officials are considering the quality of hospital services while some politicians and
the general public seem to be occupied with their own interests. A suggestion may be that the SSHF Board
could clarify their positions by following the Framework Model of value drivers efficiency, democracy and
effectiveness when making strategic plans (Kelly et al, 2002) to improve their planning process and get a
broader consideration of the interests involved in the future results for the planning process if possible.

Since few national standards for hospital health services and availability of services to the citizens are
present the discussion may go on forever. It is reasonable to anticipate that in the end money/funds will have
the final say. Funds are granted by the Parliament which is possible to influence through public activity,
protests etc. and through the ballot box.
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The most surprising finding is that the debate did not include future technological development of e-
health equipment and treatment made possible by such equipment. Such equipment including loT/wearables
may have a much larger impact on both hospital locations and treatment of patients than the sum of all
arguments aired in the debate studied. Hopefully the planning process will incorporate the technological
development to prepare for the best treatment for future patients in the Agder counties. Theory on the
relationships between organization and technology (Nurminen, 1988), the importance of considering the
possibilities for failure in the development e.g. (Lyytinen and Robey, 1999), the learning opportunities in
technological and organizational development (Argyris, 1977), or the change and contextual factors (Pillay et
al, 2012) seem invisible in the debate. It would be reasonable to anticipate that the Board of SSHF and the
project leader were occupied with these aspects of the localization debate.

7. CONCLUSION

This case study seeks to understand a newspaper debate on future location of hospital(s) in Vest-Agder by
analyzing the debate using NPM and PV lenses and questioning the need for organizational and technological
development for hospital services provided 2030. It is not possible to understand the debate by analyzing it
by using the lenses mention. The two lenses provide some understanding of the debate; the most important
seems to be that the people that participate in the debate act from their own interests. In situations where
participants in the debate have different roles some people air concern that participants will misuse their roles
to close down Flekkefjord Hospital. The debate lacks a futuristic view, specifically related to future
technological revolution in the health and care sector, and therefore seems, from the SSHF’s perspective, to
concentrate on the quality of the services to be provided without providing measures for the quality.
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ABSTRACT

Current models that outline behavioural traits of travellers are failing to incorporate the fundamental factors that drive
travellers’ information needs. Furthermore, service providers need to shift away from assuming that travellers have a
detailed knowledge of their services. In recent years the pervasive nature of Ubiquitous Computing has attracted attention
from transport service providers. It has the potential to improve pre and in-trip information provision whilst promoting
take up of sustainable travel choices, particularly for unfamiliar or anxious travellers. The triangulation study described in
this paper used city and county level data to develop a framework of key influences behind traveller needs and
behaviours. These were identified as; time of journey planning; familiarity with available services; traveller preferences
used to control uncertainty. These three areas affect not only the format and level of information required but also how
travellers make decisions based on this information. The aim of this proposed framework therefore is to provide a vital
foundation for future information provision strategies thereby enabling bespoke travel information solutions.

KEYWORDS

Travel Information Systems, Travel Information Management, Ubiquitous Computing (UBICOMP)

1. INTRODUCTION

In the UK prioritization of public transport (PT) services resulted in independent service providers,
increasing service efficiencies. However, traveller uptake is decreasing — a consequence of increasing travel
experience uncertainty. To resolve this issue two key approaches are gaining momentum; behavioural traits
models designed to understand traveller intentions, and subsequent travel behaviour, in an attempt to promote
sustainable travel choices. Alongside the utilization of ubiquitous computing techniques improving data
collection (Big Data), and dissemination (RTI and mobile devices), providing travellers with better
information relating to travel experience. The question remains as to why these strategies remain ineffective
in promoting a larger modal share for PT services (Parliamentary Office of Science and Technology, 2014).

This paper addresses a key weakness in behavioural trait models and draws attention to; the time the
traveller seeks travel information, the methods they use to evaluate that information and the significance that
traveller familiarity of PT services affects the type of information sought after. Ultimately leading to the
premise that, service providers and future information provision strategies need to move away from the
assumption that travellers have a detailed knowledge of those PT services.

1.1 Understanding the Traveller

Understanding travellers and their specific information needs which influence their behavioural traits has
become an increasing topic within the literature. Early papers on the subject called for change in behavioural
traits frameworks to consider the context of the travellers and their information needs (Al-Deek et al., 1998,
Probert, 2001). This lead to revised models for traveller information needs being developed, attempting to
understand the complexities behind the travellers decision-making processes (Wang and Ning Jia, 2013).
Hensher (2011) stated that over the last 15 years there has been a growing interest in the Prospect Theory
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(Kahneman and Tversky, 1979) and its representation of traveller behaviour. This interest is specifically in
the field of travel choices and the role that travel preferences have on the traveller’s decision-making process.
Some of the studies that have applied this model in the context of travel choices are Avineri and Prashker,
2005, Schwanen and Ettema, 2009, Hensher, 2011. The Prospect Theory paradigm has practical applications
in understanding the conceived choices made as a result of a traveller’s behavioural responses. This includes
the complex role that traveller preferences have on behavioural responses and how preferences highlight
uncertainties about the public transport (PT) network. The Prospect Theory is weak however in its
understanding of what factors contribute to how a traveller initially obtains their information and to what
level this then affects their behaviour.

It is well established throughout the literature that travellers try to minimize the uncertainty they perceive
with the PT network by making travel choices which reduce the causes of their concerns (Chorus et al.,
2006a, Chorus et al., 2007, Spitadakis and Fostieri, 2012, Gavalas et al., 2014). David McClelland had
investigated the motivating factors involved in human behaviour and concluded that at any given time the
traveller could exhibit competing preferences, which influences the travellers actual travel behaviour
(Boyatzis, 2000).

Studies like this, however, show that amongst literature on this topic there is still a gap in knowledge
about the drivers behind travel information needs. How significant is a traveller’s regret in relation to
making decisions under uncertain conditions? Does that traveller have a higher likelihood for travel anxiety?
(Loomes and Sugden, 1982, Chorus et al., 2006b).What factors influence the traveller’s anxiety and how
much PT information would distil that anxiety? (Ajzen, 1991, Montafio and Kasprzyk, 2008).This paper’s
conjecture is that more emphasis needs to be given to the context in which the traveller is planning their
journey, as a fundamental factor controlling information needs. But, the most crucial factor affecting these
needs is their familiarity with PT services coupled with their perception of those services. Therefore, a
triangulation study was conducted to establish the fundamental factors that influence the traveller’s
information needs.

1.2 Research Context

The aim of this triangulation study was to assess the way traveller’s information needs are met by mobile
solutions. In consideration of the plethora of applications reaching the market by either a service provider or
a third party (AppAnnie, 2014a, AppAnnie, 2014b). A triangulation of different travel information sources
was required to act as a mechanism for developing a framework for assessing mobile information provision
and need. This approach was selected as it combines several investigative methods. Considering the different
sources through ‘Theoretical Triangulation’ it was possible to evaluate the theoretical position and
underlying theories of each source and corroborate the diverse findings (Denzin, 1978). It was a useful
model to adopt considering the natural complexities behind human behaviour, traits and information needs
(Ajzen, 1991). The research was conducted as a case study on two geographical levels evaluating PT mobile
applications in Southampton (city) and in Hampshire (county), UK. The triangulation acted as a mechanism
for developing the framework for assessing mobile applications. The context of this study was to assess
traveller behaviour in and out of Southampton in order to evaluate location specific apps available at the time
of research. Whilst the results of that study are not documented in this paper, some of the key highlights that
related to the proposed ‘traveller types’ framework will be included.

1.3 Triangulation Study Methods

The key source in the triangulation study was the literature review which provided understanding of the
travellers® profiles and planning mentality in three main areas. The first area identified the current traveller
profile and current travel tendencies, based on travel statistics collected by local government. The second
area looked at the effects of the rapid transport information improvements such as the uptake of 1TSO
Smartcards and automated vehicle location tracking (AVL). The final area focused on understanding the
traveller’s information needs by identifying the factors influencing those needs and the effects that journey
planning had on influencing traveller’s intent to travel.
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The second source used was focus group transcripts that detailed traveller’s perceptions about obstacles to
using bus travel. These transcripts were from sessions conducted in August 2013 and consisted of around 7-
12 participants per session. The survey was run by the Transport Research Group (TRG), University of
Southampton, on behalf of Southampton City Council, UK. The participants of the focus groups were
shortlisted from respondents expressing interest in further participation in travel related surveys. Those
participants were filtered according to demographic and bus travel preferences in order to get an even
distribution of both bus and non-bus travellers. The focus of the study was to provide insight for policy
holders as to the barriers regarding uptake for buses, to identify barriers to modal shift in the local area.

The final source of the triangulation study was a non-contact contextual, observational study to obtain in-
direct opinions from travellers in real travel scenarios. The qualitative data collected during the course of this
study provided anecdotal evidence both supporting and contradicting the findings from sources one and two.
However, of significant interest was how travellers reacted in the face of service disruption, and the
consequences of information provision that met, or failed to meet, traveller information needs. The purely
observational context of this study intended to limit the external influences on travellers and their natural
habitual travel patterns.

The observational study was held between October 2013 and March 2014 and the parameters included:;

e Multi-modal public transport — Buses and Trains.
o Different times of the day: 6:30am — 9:30am, and 3:30pm — 8:30pm

2. TRAVELLER TYPES FRAMEWORK

This section of the paper outlines how the traveller type framework was identified and how the triangulation
was formed to identify the three themes.

2.1 ldentified Themes Found From Triangulation

The findings from the triangulation study identified three key themes which determined what information the
traveller was seeking and how they made judgements on that attained information, these being:

e Theme 1: Time of planning (in-journey vs. pre-planning)

e Theme 2: Familiarity with PT services and general on-board service provision

e Theme 3: Travellers own travel preferences (time, cost etc.)

2.1.1 Theme 1: Time of planning (in-journey vs. pre-planning)

This theme focused on the format the travel information was required by the travellers. For example, the in-
journey traveller preferred more dynamic and instant information, obtainable via departure boards and mobile
applications. According to the literature review there are various options available to the traveller at both the
pre and in-journey planning stages. For the pre-planner they have access to more information through the use
of journey planners that enable the traveller to fully research the journey. (Molin and Timmermans, 2006,
Chorus et al., 2007, Grotenhuis et al., 2007, Kléckner and Friedrichsmeier, 2011, Zografos et al., 2012).
Journey planners such as WISETRIP consider all the available route options, alternatives and allow the
traveller to assess the travel specifications, comparing the journeys utilities in accordance with their travel
preferences (Spitadakis and Fostieri, 2012, Mahmood and Abdul-Salam, 2013, Tirachini et al., 2014)

It was apparent from the literature that areas still needing considerations were journey planning support
and traveller planning mentality. There is a particular lack of information around in-journey planning or re-
planning due to service disruption. Further examination was needed into the form this takes and how
traveller information needs are affected by journey planning mentality (Duncan et al., 2009, Lane et al., 2010,
Nyblom, 2014).

However, literature does comment on various factors that benefit travellers such as dynamic real-time
information, departure boards and mobile application support. Consequently, mobile devices, being pervasive
yet unobtrusive, have great potential for delivering travel information and are able to deliver better insight
into the state of the PT network as a whole (Solar and Marqués, 2012, Spitadakis and Fostieri, 2012).
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Moreover, they offer the direct advantage of increased support for travellers making in-journey and
re-planning decisions whilst indirectly boosting service take-up rates and customer loyalty (Barnett, 2014).

The following example comments from the focus group narrative demonstrated the travellers need to
pre-plan and what they took into consideration during this stage.

o “lusually catch the number 1 which is Winchester to Southampton. That runs every 20 minutes
and 1 find it’s actually very reliable”

o ‘I keep thinking of the journey time, so I'm most likely to take the mode that gives me the least
journey time”

Participants also described, through the narrative, what in-journey information they needed to ensure their
on-going journey completes successfully. One stated that:

o “Ifyou know that the bus is not coming, you can plan ahead for that. So if I knew, then | could
have probably got a taxi.”

This particular comment highlighted that there is a level of access to information for many travellers
which is currently unavailable. It also demonstrated that the travellers mentality is more geared towards
in-journey re-planning based on new pertinent travel information becoming available, such as the bus not
arriving at its specified time.

During the observational study it was noted that as travellers progress on their journey they are able to
compare what was pre-planned with what they are directly experiencing. Thus, providing an interesting
dynamic as to the way travellers want to use travel information. They gathered information when pre-
planning journeys but also used the same information to ensure their in-journey experience matched with
what they were expecting. In such cases some travellers were using their mobile devices to check maps or
timetable information for continuous validation. However, mention has been made of information needs that
remain unfulfilled in-journey such as the ability to know what on-board services were on offer or what
connecting services were available at calling points on that journey. In respect to connections, travellers that
required connections between buses and trains were more vocal about their information needs. They stated
the need for continuous validation of personal journey progress and information to let them know if they
would miss their on-going connections. This important observation was evidenced by literature on this topic
as a direct information need, which mobile driven transport solutions should resolve (Barnett, 2014).
Connection information has an immediate impact on travel time and journey experience and is considered
key to travellers’ pre-planning and in-journey travel information needs.

Grotenhuis et al. (2007) defines in detail the settings in which a traveller plans a journey and in what
context information is gathered at each stage. These setting include;

e  Pre-trip planning: taking place prior to the journey and is done to evaluate journey options for its
applicability. In this setting journey planners become the most prevalent.

e Wayside planning: taking place in-journey at the calling points relevant to the service
undertaken, and is for the purposes of tracking on-going connections and their reliability. In this
setting RTI departure boards become the most prevalent.

e On-board journey planning: taking place inside the vehicle and is predominately designated for
journey support. In this setting mobile devices and on-board announcements become the most
prevalent sources for travel information.

2.1.2 Theme 2: Familiarity with PT Services and General On-Board Service Provision

This theme determined how much information the traveller required. For example, the less familiar travellers
are naturally unsure of what services are available to meet their needs. They would therefore require
information to be presented in a clearer format, with good explanations that do not assume the traveller to
have a higher level of understanding of the service. The difficulty that travellers face when considering the
use of PT modes is the ever present complexity behind it (Kléckner and Friedrichsmeier, 2011, Zografos et
al., 2012). This complexity stems from;
o Different service providers that have different policies for situations like service disruption and
the way they manage the services in light of those policies (Grotenhuis et al., 2007).
e The number of routes available by all those service providers including their timetabled arrival
and departure times (including at-stop wait times and journey lengths)(Chorus et al., 2006a)
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e The various modes of transport - considering that these are not fully integrated across the UK in
the same way that it is in London, meaning that the traveller has to consider the different
costings that each mode requires (Molin and Timmermans, 2006).

e The number of access points that the traveller could use to board or depart from any given
service. (Grotenhuis et al., 2007, Barnett, 2014)

This complexity adds to the travellers need to rely on travel related preferences in order to evaluate that
complexity (Chorus et al., 2006a). This factor alone is controlled by the traveller’s perceived familiarity and
opinions in relation to their knowledge of the PT system (Ajzen, 1991, Montafio and Kasprzyk, 2008). A
traveller’s intention to undertake a journey is dependent on various elements, such as;

e  Perceived control of the PT network

o Knowledge of the PT network,

o Beliefs associated with the PT network.

A perceived lack of control and/or knowledge about the PT network will heighten the traveller’s negative
perception of the consequences, should any service related disruption occur during travel. Similarly, if they
have concerns, such as ‘the buses are not reliable’, it influences their intended actions towards travel
behaviour. Therefore the traveller considers these preferences in light of any perceived regret and anxiety
when making decisions under uncertainty (Loomes and Sugden, 1982, Chorus et al., 2006b). Again,
examples from the focus group show anxieties relate to simple, but variable, things like cost and time.

o “One of the reasons I don’t use buses more is just that it’s difficult to just get on a bus and go on
one journey”...” you’ve got to have the right money”

o “You don’t know what the fare’s going to be, you've got to have change and all the rest of it.
That does put me off.”

o “Everything takes so damn long, especially if you 've got to change buses or go by bus and train,
it just takes so long”

These beliefs and potential fear of service disruption are barriers to sustainable uptake of PT network
services, if traveller’s feel that they are unable to manage the uncertainty. It is crucial therefore that travel
information provision via ubiquitous computing needs to provide the traveller with the correct level of
information. It must allow them to evaluate the extent of that uncertainty and determine the necessary
mitigation strategies required to manage or avoid it (Grotenhuis et al., 2007).

The observational study had plenty of opportunity to observe service disruptions and the ensuing
consequences of how information was delivered in uncertain circumstances. It was evidenced that travellers
needed to know the new estimated time of arrival (ETA) and this information was lacking. Additionally the
travellers displayed concerns or asked questions to available personnel as to how the disruptions would affect
their connecting services. Where anxiety is heightened there is an increased potential to make incorrect
decisions regarding on-going travel, especially if a traveller lacks information about their options. Regarding
departure boards and mobile applications, they were proven to lag behind the real travel situation or were
rendered ineffective as a mechanism for delivering traveller information. The observations made during
severe service disruptions (service cancellations or delays greater than 30mins) demonstrated that PT
providers relied on platform or on-train announcements in order to communicate alterations being made to
the subsequent services.

In another example, anxiety was witnessed amongst bus travellers who were unsure when to press the bell
to indicate to the driver their intention to depart at the next calling point. Travellers travelling by bus are
forced to indicate their intention for the bus to stop and the consequence of a poorly timed bell press would
mean that they would disembark away from their target location. Therefore, those travellers demonstrating
due concern over when to press the bell had a higher anxiety because of their perceived unfamiliarity with the
route they were taking (Grotenhuis et al., 2007)

2.1.3 Theme 3: Travellers own Travel Preferences (Time, Cost etc.)

This theme focused on how the traveller filtered out certain travel options according to their personal
preferences. In most cases stated during the focus groups and contextual review the primary preferences
related to time and cost. As previously mentioned in theme 2, preferences influence travel behaviour and
familiarity with the PT network is key in establishing preferences. Using just one example of a vital
information need, time is used to assess the suitability of any travel option. When evaluating when to travel
time can be broken down into three main stages; timetabled departure and arrival times (Spitadakis and
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Fostieri, 2012), stop-wait time and in-journey travel time (Tirachini and Hensher, 2011, Tirachini et al.,
2014). However, the availability of that information also needs to be timely and accurate. A need that has
recently emerged due to the existence of RTI, created the desire for realistic departure / arrival times
compared to the outmoded static timetable estimations (Duncan et al., 2009, Lane et al., 2010, Nyblom,
2014). The influence of cost on travel choices also adds an additional dynamic to the traveller’s information
needs. For instance, those in a lower income bracket display a tendency to choose bus services out of all
available travel modes (Department for Transport, 2014c). Additionally, cost comes into play when dealing
with multiple PT service providers different fare structures (Chorus et al., 2006a, Chorus et al., 2007,
Spitadakis and Fostieri, 2012, Gavalas et al., 2014). Finally as demonstrated by statistics collected from the
Department for Transport (DfT), there is the need for further information regarding;

e The ease of access in getting to key services.(Department for Transport, 2014a)

e Passenger loading factors in order to find and avoid congested services, (Anderson, 2014)

e Finding services that support elderly and disabled, such as low floor buses. (Department for

Transport, 2014b)

These elements have been corroborated throughout the literature as part of the travellers need for comfort
and security during travel. For example, a traveller with limited mobility may well have a preference
pertaining for services offering low floor entry on buses. Thus indicating an information need to know which
planned or arriving services offer that function. (Tirachini and Hensher, 2011, Nunes et al., 2014, Shahin et
al., 2014)

Some example comments from the focus group narrative that highlight the traveller’s preferences focused
on time, cost and accessibility.

o  “I keep thinking of the journey time, so I'm mostly likely to take the mode that gives me the least
journey time”.

e “Very occasionally I've got on and it’s got a step and I can’t get on with my mum’
sort of certain routes and we know not to go on those because we can’t get on”.

Additionally the factors that influenced those traveller’s preferences were also indicated throughout the
narrative.

1

... “there are

e “Because I needed to be there on time”

e “The issue I have is sort of inflexibility on ticketing. Because I'm not a regular user, “..." I cycle
to work. Outside work it’s just the odd journey”

e “The only time that I would choose the bus, if the other alternatives were less attractive, was if

I

the bus was faster

o “Ifthere was a dedicated bus lane from here to home and I could get to work in half the time on
the bus than it would take me to cycle then | would probably take the bus, even if it cost me
money.”

The contextual review itself did not expressly aim at understanding what travellers motivations were but
focused instead on their actions in certain situations. Therefore, it is difficult to evaluate a traveller’s
behavioural reasoning when needing to re-plan while they are in-journey. However, some of the stated needs,
like time and costs, were evident by people’s reactions. If the journey was delayed it could be assumed that
those that vocalized annoyance to such disruptions were hothered by the effect it had to journey times.

2.2 The ‘Traveller Types’ Framework

The three aforementioned themes provide an interesting dynamic which reveal four distinct passenger types.
Themes 1 and 2 define the segmentation that stems from splitting travellers by the type of journey planning
against the level of their transport knowledge. Theme 3 however, adds additional and individualistic qualities
to the framework as traveller attitudes and travel preferences are considered. In this way it is possible to
define these four different abstract traveller types as;
e Pre-planning and familiar, e.g. “I have work in the morning; are there any problems with the
number 4 service to Southampton?”
o  Pre-planning and unfamiliar, e.g. “How do I get to the local hospital from my house?”
e In-Journey and familiar, e.g. “I see that the bus is delayed, what is my new arrival time?”
o In-Journey and unfamiliar, e.g. “The bus is delayed, I'm going to miss the connection, what do I
do?”
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These types are represented by figure 1 ‘Traveller Types’ Framework, demonstrating the interplay
between the themes identified.

Limited Extensive

Type 1 - How do | get to the local hospital from my house? Type 2 - | have work in the marning, does the number 4
still leave at 7:15am?

User Type Needs User Type Needs
Integrated Multi-Modal Journey Planner,

- Integrated Multi-Modal Journey Planner,

Pre - Preferences Managagement: Filter by what matters to - Preferences Managagement: Filter by what matters to
the traveller, the traveller,
- Pre-Planned Service Disruption Integration - Pre-Planned Service Disruption Guidence
- Alternatives routes ranked by preferences - Alternatives routes ranked by preferences
- Data Complexity Control (if the options are extensive,
provide controls to minimize information overload)
Type 3 - The bus is delayed, I'm going to miss the Type 4 - | see that the bus is delayed, what is my new
connection what do i do? arrival time?
User Type Needs User Type Needs
- Accurate RT] information - Accurate RTI information (including AVl data)
, - Departure boards - D P arture boards
n - In-journey progress checker, - In-journey progress checker,

Departure boards for connection locations
ETA tracking (for connections and destination)

- Departure boards for connection locations

- ETA tracking (for connections and destination)

- Comparisan with pre-planned information

- Detailed information (maps, GPS location, AVL data)
- Data complexity control

Figure 1. “Traveller Types’ Framework

3. CONCLUSION

In conclusion, due to the factors outlined in this paper the ‘Traveller Types’ framework (represented by
figure 1) can be used to yield better data collection regarding travellers and travel behaviour. Rapid changes
in traveller demands for timely, accurate and available information regarding the PT network have created a
need for better understanding of this field. Furthermore, the emergence of travellers seeking in-journey
travel information for last minute travel plans, or journey disruption induced re-planning is putting pressure
on service providers to adapt. The necessary response is to enable better bespoke travel information solutions
that consider meeting travellers’ direct needs as essential.

In the same way, the traveller’s familiarity with the complexity behind the PT system is also a crucial
factor. Service providers need to shift away from assuming that travellers have a detailed knowledge of their
services. A primary example being the First Group (2014) app for Hampshire, where the traveller is forced to
select the service they need first, which presumes the traveller knows that the service they select will meet
their journey needs.

It has been stated throughout the literature that traveller preferences act as the mechanism for travellers to
control the perceived uncertainty. This suggests that travellers regret in relation to decision-making processes
is the final key factor in any tailored bespoke travel information solution. Moreover, the travellers with the
least familiarity are the most likely to have a higher degree of travel anxiety, especially if that traveller is
in-journey and they meet problems that prevent the successful completion of the original pre-planned route.

This framework is consequently designed for the purpose of underpinning data collection and
dissemination strategies in light of the identified traveller types. This base of understanding could then be
developed for the purpose of dealing with incident management in the eventuality of service disruptions.
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One final aspect to conclude is the weaknesses of this ‘traveller types’ framework. As it stands there are
three perceived areas for further validation; transferability, quantification and demographic make-up.
Transferability refers to the fact that this framework was identified through a case study of Southampton, UK
and may be considered as only being indicative of the case study location and its travellers. Quantification
refers to the need to validate the size and shape of those four traveller type segments. It may be that the
categorisation of traveller types is accurate but that most travellers will only fit into one specific segment of
that framework. For instance, it is possible that travellers could demonstrate that they favour in-journey
planning over pre-planning.

Finally, the last issue that needs further research is the demographic relationship in regards to the
segmentation. A number of questions will need to be answered such as:

e Is the younger generation of travellers predisposed to in-journey planning because of the
prevalence of mobile devices?

o Is there a higher number of elderly travellers in the pre-planning and familiar segment (type 2),
due to a preference for consistency and pre-determined times via routes that they know?

In order to rectify those three weaknesses further research will need to be conducted. An initial
peer-review Delphi survey (Hasson et al., 2000) will resolve the transferability weakness. Then a follow-on
quantitative survey will be held with actual travellers to provide answers regarding the quantification and
demographic make-up.
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ABSTRACT

Remote administration and remote implementation are the main uses of remote desktop systems. Although they were first
designed to computers, nowadays they are also desired for mobile systems, like Android, for example. There are several
approaches to remotely control Android devices. However, they require special permissions and/or software installation
to perform remote actions. Here we present “Remote Resources™: a new tool for remote control of Android gadgets.
Unlike other solutions, it is not necessary any pre-configuration or installation of additional applications in the device
before using our tool. “Remote Resources” is an open-source platform that enables real time communication with
Android smartphones and tablets all over the world. It can be used in several contexts, especially for development
support, testing at laboratories and videoconferences when you cannot have the hardware in your hands.

KEYWORDS
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1. INTRODUCTION

Technological advances culminated in the emergence of mobile devices. Today they are essential to everyday
tasks and are responsible for a constantly growing market share (Gartner Group, 2013). The mobile market
has generated a high demand for development of new hardware and software.

For those who work with system development and testing, it is not unusual to collaborate with
geographically dispersed teams. In this context, remote management and remote implementation are the main
uses of remote desktop systems. They enable the user to control a machine, usually a computer, that is away
from him/her.

It is possible to find several solutions for remote control of computers (Warner, 2012). Nevertheless, it is
also important to provide such feature for the mobile environment too. We are especially interested in
providing remote control for Android devices (Google, 2007), since it is the mobile operating system with the
highest market share, as can be seen in Figure 1.

Mobile remote control can be used in several contexts, for example, for developers or people who need
remote support for their smartphones and/or tablets. It is also desirable for mobile industry, enabling
laboratory testing across the world and verification of how the device acts in conditions when we cannot
simulate the real case scenario (like network tests abroad).

The literature brings some solutions for Android remote control. Samsung, an Android device
manufacturer, has a tool called Kies (Samsung, 2014) that allows the user to manage files, do backups and
upgrade the firmware. The native Android platform also has a solution for remote control. It is known as
Android Debug Bridge (ADB) (Android Developers, 2009) and allows file and applications management and
also shell console commands. Some authors have also exploited the use of Virtual Networking Computing
protocol (Richardson, 1998) to build implementations for Android, like RealVNC™ (2002) that enables the
user the use the Android device from a computer.

In this paper we present “Remote Resources”, a new open-source application to remotely control any
Android device. Our proposal does not need to install extra applications on the mobile device nor complex
settings on the remote computer to which the device is connected. Our approach uses a client-server
architecture to communicate via TCP/IP to any machine that has a remote device plugged.
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Figure 1. Worldwide smartphone OS market share. This figure shows that, in terms of unit shipments, Android has been
conquering space in the market. This justifies the amount of research on this OS. Figure adapted from International Data
Corporation (2014)

The main contributions of our approach are a new and easy way to remotely access any Android device
(from version 2.3 - Ginger Bread), and a new tool for development and testing teams of the Android
platform. Since it is an open-source project, it is possible to extend the approach and integrate other
functionalities as desired, allowing its extension to other uses.

This paper is organized as follows. Section 2 presents some related work. Section 3 introduces our
approach, describing its architecture and functionalities. Then, section 4 resumes the validations of the
system and discusses the results. Finally, section 5 concludes the paper.

2. RELATED WORK

The literature has exploited several approaches to control machines remotely. The most part of them focuses
in computers, but it is possible to find solutions designed for mobile devices. For example, Lumia Beamer
(Microsoft and Nokia, 2014) is a remote controller for Windows Phone smartphones. Real VNC™ (2002) is a
commercial solution that works for both Android and iOS systems. Since Android is an open-source
platform, the amount of software developed for this operating system is higher compared to other ones.

The literature in this field can be divided in two groups: the first one focused in final users and the second
one focused in development teams. In the first group, the main functionalities of the remote control systems
are those related to basic operations, like file management (Berserker, 2012) , (Rye, 2013), (SmartDog
Studio HK, 2013), (Berserker, 2014), (Mobogenie.com, 2014) and contact administration (Sand Studio,
2014). In these solutions, it is usually required to install the system in the device, but there is no need for
special access privileges to perform the actions.

In the second group, the remote control system is designed to perform advanced operations like shell
commands and system management (Villan and Jorba, 2013). In these solutions, besides the installation of
the system in the device, it is also needed root access in order to perform advanced operations that control the
device operating system. This is the main difficulty in using these systems, since the special access is not
always easily obtained. Until now this remains an open problem, motivating, thus, this work.

As will be detailed in the next section, our approach also belongs to the second group, but our main
innovation is that we don’t need any configuration in the device to perform remote control. Table 1
anticipates some functionalities of our system and compares it to similar solutions of the state-of-the-art
described here, summarizing, thus, this section.

According to Table 1, the most common functionalities are file opening and management. This indicates
that the most part of the users are interested in use a mobile remote control system to manage files of their
devices as easily as they would do in a computer. Other functionalities, as providing remote access to
contacts and send/read messages, suggest that users would like to perform these actions in a computer since it
is easier to read/write text.

Table 1 also shows a trend in developing solutions focused on final users. Nevertheless, it is also
important to provide remote control of mobile devices to development and testing teams, since they are
responsible to create new products. In this sense, functionalities like application management, content
synchronization and shell commands are desired, so, applications like proposed by Villan and Jorba (2013)
are well recommended and motivated our work.

161



ISBN: 978-989-8533-32-6 © 2015

Table 1. Comparison with the state-of-the-art. This table compares, in terms of functionalities, other solutions with the
approach proposed in this paper for remote control of Android devices. It is important to highlight that our solution is the
only one that dispenses special access privileges and pre-configurations to use the system

Functionality

Remote Web Desktop (SmartDog Studio HK, 2013)

Android Remote (Villan and Jorba, 2013)
FTPDroid (Berserker, 2014)

Mobogenie (Mobogenie.com, 2014)
WebDroid (Berserker, 2012)

grSend (Rye, 2013)

X| AirDroid (Sand Studio, 2014)

Access to contacts
Application management
Content synchronization
File management

File transfer

No configuration needed
Open files

Phone location

Send and read messages
Shell commands X

X
X XX X
X X
X
X XX X X X| Ourapproach — Remote Resources

X X X

3. OUR PROPOSAL

In this section we will discuss the details of Remote Resources in terms of architecture, its main
functionalities and how it was implemented.

Our motivation for building this system came from project demands in which development teams need to
connect with mobile devices and simulate test conditions that could not be satisfied in our country. Thereby,
to find a way to access a device that had the appropriate conditions for testing was extremely necessary and
desired. The system was developed collaboratively among several developers and testers. They adopted the
Feature Driven Development methodology, in which the feature list was prioritized before each delivery and
the development started by the priority requirements.

3.1 Architecture

In summary, our solution is designed in two parts: the remote and the local connections, as described in
Figure 2. The remote connection is done with a client and server architecture implemented in Java. The local
connection between the computer and the device is done by means of USB interface and Android Debug
Bridge (ADB) communication (Android Developers, 2009).

The server is the computer on which the device is physically connected in the USB port and the client is
any computer that remotely interacts with this device. The communication between the client and the server
is done based in control messages (command transfers) and data exchanges (information transfers). The same
computer can take the client and server roles. In this case, any connected device is treated as a local device,
automatically recognized by the tool.
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Figure 2. The architecture of our system. It is designed as a client-server application implemented in Java. The server has
the Android devices connected in USB ports and communicating through Android Debug Bridge. There is no other
software running at the server side. Our user interface appears only in the client side

The core of our system is the incorporation of the Android Debug Bridge. It is a command line tool
addressed to communicate with and Android emulator or a real device connected in a computer via USB port.
This tool is part of the Android SDK and allows a set of operations to be performed in the device by
programming commands. Among these operations, we highlight forwarding ports, file transferring and
simulations of touches. Another advantage of ADB is that it is packaged into a library that allows it usage in
Java applications. Although the ADB is the basis of our tool, it was improved in our system in order to
convert computer clicks into device touches and vice versa. This conversion is extremely important and
enables other usages of ADB, for example, to simulate drag and drop movements.

As mentioned before, the code of our system was written in Java and is organized according to the model-
view-controller (MVC) standard. The model is a package addressed to encapsulate and interpret the messages
exchanged between the client and the server. The controller is the packages that represent the server and the
client and organizes the protocol of communication between them. These packages are responsible to
communicate directly with the device in the server and to obtain user commands in the client. Finally, the
view package is included in the client and is intended to provide interaction between the user and the
application. This interface layer is designed in Java Swing, once that it is a desktop application, but it could
be implemented as a web application as well. It is clear that the server computer is only used as a bridge
between the client computers (on which the remote actions are done) and the connected devices that are
being controlled.

The actions taken by the user in the system interface are transformed into messages that are sent to the
server. Once received, these messages are decoded and interpreted according to its type: (@) Android system
commands (touches, slides, getting screenshots, etc.); (b) use of standard buttons (home, back, etc.); (c)
scripts recording; (d) device configuration; (e) getting the list of registered devices.

The messages of the types (a) and (b) are transformed into ADB events and sent to the device through
Chimpchat, DDMLIB, GuavaLib and SDKIib APIs. The messages of the types (c), (d) and (e) are treated
directly with Java.

3.2 Features

As described in Table 1, section 2, our solution is one of the most advanced tools for Android remote control.
It can be addressed for both final users and development teams, since provides functionalities to almost
completely control any Android device.

The usage of our tool is straightforward and dispenses complicated configurations. It allows sending
events to the devices (including moves, touches and drag&drop), input text through the computer keyboard,
capture screenshots and extract logs. In addition to these features, our solution also enables to communicate
with the device physical keys (like power and back buttons, for example). Any action done on the device is
reflected in the screens of the client computers. Similarly, any action done on the client computer is reflected
to the real device connected to the server computer.

Figure 3 shows the main screen of the proposed tool, with an active device connected. The main screen is
divided into four parts: (1) language setting, (2) a list of servers and devices per server, (3) the viewing area
of the active device screen, (4) the device control buttons and the main menu of the tool.
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Figure 3. The main screen of Remote Resources. It is divided in four parts: (1) language setting, (2) list of servers and
devices per server, (3) viewing area, (4) control buttons. The viewing area is adjusted according to the device resolution

The proposed tool can also be used in videoconferences and presentations, enabling the user to make in
the device any action that would do if he/she had the real hardware in hands (except multi-touch simulations,
which are reflected on the computer when performed on the phone, but the reverse doesn’t happen). Finally,
due to the ADB commands, it is also possible to handle devices without display (maybe caused by crashes on
the screen). Unfortunately, since a server computer is required, it is not possible to remotely control a device
in field use (to speak in a phone call, for example).

4. VALIDATION AND ANALYSIS

In this section, we will detail how our system was validated and discuss the main results obtained so far. The
validation phase was very important to identify new features for our system and to guide the future work. For
now the system is not compatible with operating systems other than Android, since communication is done
through ADB (Android Debug Bridge).

4.1 Usage Requirements

To use our tool it is only necessary to install Java JRE and Android SDK in the client and server machines, as
well as the JAR file of the tool in the client computer. As mentioned before, Remote Resources works with
any Android device from version 2.3 (Gingerbread) and higher. It is also required that the USB debugging
mode is enabled and the device is recognized by the ADB.

4.2 Validations

In order to validate the remote control protocol of our system, we evaluated it with different models of
smartphones and tablets during the development process. For each device to be tested, we followed the same
validation protocol: (1) plug the device in the server machine; (2) connect the client to the server machine
using our system; (3) get the list of attached devices in the server; (4) choose one device to connect to; (5)
start the connection; (6) manipulate the real device and see if the actions are reflected in our system; (7)
manipulate the device through our system and see if the actions are reflected in the real device.
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These tests showed that different resolutions of devices were perfectly mapped into the display area of
our system. In addition, mobile devices of several manufacturers were successfully recognized and could be
used by our tool. It was also proved that the remote control protocol proposed in this paper is suitable for the
problem.

For a final validation round, a beta version of our system was submitted to a two-week user trial with the
purpose of real users report issues that were not observed in previous stages. The validation team was
composed by programmers specialized in mobile development that need to execute remote actions in
smartphones very often, as part of their work. The most part of the reported issues were related to
performance and user interface problems that were already solved. A simple usability test was done by
Nielsen’s Usability Heuristics (Nielsen, 1994), which revealed that the usage of the tool is very simple and
intuitive.

4.3 Analysis

The validations done so far were very important to identify the main advantages of our tool and to guide the
future work. It is clear that our approach is among the most complete solutions in the literature to control
devices remotely. By using our tool, it is possible to control almost all functionalities of any Android device.
Nevertheless, in higher versions of Android operating system, like KitKat and Lollipop, the use of multi-
touch is more frequent. So, an important thing to be done in the future is to support this kind of command.

Besides that, sometimes the communication between the server and the clients get slow due to the amount
of screenshots exchanged by them. A possible solution is to investigate the “Tight” VNC data encoding
described in Villan and Jorba (2013). It is also important to highlight that our solution deals with simple
messages exchanges, but in order to improve security, Remote Resources can easily incorporate
cryptography techniques.

Finally, we cannot deny that mobile devices are evolving. Added to this, we have the context awareness
computing that is completely related to sensors. Mobile devices present several sensors like GPS,
accelerometer, proximity and others. It is also good to keep in mind that future versions of mobile remote
control systems must deal with this kind of technology.

5. CONCLUSION

This paper introduces “Remote Resources”, a new tool for remote control of Android devices. In particular,
we showed a new protocol for mobile remote control that dispenses any special access privileges and
software installation in the gadgets. Our solution is among the most complete systems to perform remote
actions in Android smartphones and tablets, being suitable for both final users and development teams.

The system works through a client-server architecture implemented in Java and is based in the Android
Debug Bridge for device communication. We have done an extensive state-of-the-art review in order to
compare our approach to other solutions available in the literature.

Our first validations and analyses indicated that the proposed system is relevant for many scenarios,
especially for remote support and tests when we cannot simulate the real devices' conditions of use. Despite
the high potential for the area of interest, there is still room for advances, as porting the solution for the web
environment and performance improvements.

Finally, a stable version of the system is ready for use and the code is freely distributed under the GNU
LGPL license (2007). It can be found at: https://github.com/IPEldorado/RemoteResources. Further
contributions are welcome, expanding the scope of the tool.
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ABSTRACT

The main concept behind Role-Playing Games (RPGs) is to provide the user with a wide variety of decisions so that a
single problem can be approached in different ways. The choices present for the Non-Playable Characters (NPCs) are
however quite limited and their actions are mostly dependent on the actions done by the user. The NPCs do not normally
have their own objectives to complete, therefore their actions do not appear natural. The do not have objectives to
complete which limits their interaction thus reducing their impact on the overall game world. The authors propose a
system where every character has some specific objectives which can be achieved by formulating a plan. The successful
application of the plan is dependent on the ability of the NPCs to perform the actions contained in that plan. For the
achievement of the objectives a multi-step decision making process is used which evaluates the possibility of performing
actions at every level of the graph. Depending on the actions that a character can perform and the orientation that the
character has, the outcome can be different under the same circumstances. This in turn causes the game world to change
not only due to the actions of the user, but also due to those done by the NPCs.

KEYWORDS

Character creation, planning graph, decision making, non-playable characters.

1. INTRODUCTION

The most common methodology used for programming Avrtificial Intelligence (Al) in games has been Finite-
State Machine (FSM). This powerful organizational tool helps the programmer to break a problem into sub-
problems and allows the implementation of intelligence systems with ease and flexibility (Schwab 2009).
The FSM is initialized by first declaring all the states, then declaring each state’s transitions with its required
conditions. If some transition has occurred during the time the game was run, then the correct state is
acquired as the current state of the FSM. This system however has its limitations as the programmer has to
handcraft the flow of actions for every possible scenario. In order to introduce a single change the flow graph
needs to be redesigned all over again thus complicating the FSM. FSM is actually a reactive mechanism
which checks the changes in its surroundings to initiate transition to the next state. There is however no
suitable plan of action or initiative that governs the states that it must achieve in order to complete its goals.

In order to solve this problem, we are seeing an increased use of techniques such as fuzzy logic and
neural networks to enhance the decision functions of the characters (Ayesh et al. 2007). Orkin (2006)
introduced planning techniques based on STRIPS (Fikes and Nilsson 1971) and goal-oriented action planning
(Orkin 2003) in the game, F.E.A.R., which resulted in creating an illusion of a thinking Al and garnered great
reviews. An overall graph is created that holds all the possible plans to achieve the objectives. Failure of one
plan only directs the NPC to consider one of the other plans to reach its goal.

In our past research (Khan and Okada 2014) we suggested how evolutionary algorithms and autonomous
agents can be used for creating animated stories in a game world. The user makes choices while defining the
characters and the objectives that they need to accomplish. Based on their available states, the characters
formulate a plan and perform actions to achieve it. Pollack and Horty (1999) argue that in a dynamic and
real-time planning the autonomous agents must be able to manage the plans that they generate. These agents
should have the capability to decide when a plan should be kept inflexible and when more detail should be
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added to it. Our research follows this approach as there is a chance for re-planning due to the changes in the
states of the items.

Adobbati et al., (2001) introduces Gamebots, a multi-agent system based on a multi-player video game
called Unreal Tournament. The game allows both human players and agents, to play simultaneously; thus
creating an environment where agents can collaborate with humans. The Gamebots however does not employ
any planning technique that can help the agents in performing their tasks.

Dignum et al., (2009) argues that agents should be included from an early stage in the design process to
profit from specific agent characteristics such as communication, cooperation, proactive behavior, and
adaptability. In our system the agents are added at the beginning and their overall interaction with the items
contained in the game world defines the story.

The closest work has been done by Yu and Xu, Z (2012) where they have used the graphic structure to
describe the interrelated criteria in multi-criteria decision making and have properly solved various
graph-based multi-agent decision making problems by analyzing how the graphic structure of agents affects
the benefits and the importance weights on agents. Furthermore, where the graphic structure is uncertain,
they have developed another method called the fuzzy graph-based multi-agent decision making method and
have argued that this kind of decision making methods can be well applied into the actual decision making
problems. In this paper we explain the entire process from the creation of items, the characters, the actions
that can be performed and the decision making process that helps in achieving the goals.

2. THE SYSTEM

The main components are Characters, Items and a collection of Actions that can be performed within the
bounds of this system.

2.1 Characters

Characters are intelligent agents within the system that can perform different Actions on Items. It should be
made clear here that not every Action can be done by every Character. Similarly every Action cannot be
performed on every Item. This brings us to the following deductions:

= Characters perform Actions

= Actions have two categories, one is called Abilities and the other is called Common Actions

= Not every character has the same Abilities

= Common Actions are the same over all the characters

= |n order for some Ability to be performed, it may rely on one or more Common Actions

= Abilities define the orientation of the character

In our past research (Khan and Okada 2013) we displayed that a character is composed of good and bad
Actions; we refer to these Actions here as Abilities. The combination of these Abilities defines the
orientation of the Character. We also explained that a system might contain many allowable Abilities, but
only a few can be contained by any one Character. As a result, if two different characters are assigned the
same objective, they may achieve it differently based on their Abilities. Every Character’s overall orientation

also dictates which Abilities it will most probably use and which it will avoid. This will be explained further
when we will explain the decision making process.
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2.2 ltems

Items are important in RPGs as many quests are dependent on them. Normally, Items enhance the capabilities
of the Character that owns them within the game and can b