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ABSTRACT

The goal of this paper is to investigate the deficiencies of a 

distributed development process, especially a grid 

middleware software development and to propose some 

useful software engineering practices that will improve its 

quality. Considering that the distributed development 

approach is very useful for developing complex grid systems 

and scientific software, reducing the errors in the 

development process and improving its quality is a

challenging problem for software engineers. Concerning to

show the possible deficiencies which usually result in delay 

of the entire project or in the unsuccessful integration of the 

processes we consider the European Middleware Initiative 

(EMI) as our case study. Also, we found some specific 

problems that occur during the development of the two 

versions of the EMI products. That helped us to discover the 

reasons for those problems and to suggest some formal and 

standardized software engineering practices that will enhance 

the distributed and the grid middleware development process. 

Keywords Grid Middleware, Distributed Development, 

Software Engineering, Higher Quality Applications.

I. INTRODUCTION

Most of the problems in different scientific areas are usually 

solved by partitioning the problem into smaller parts and by 

using grid computing and distributed development approach. 

The trend of using such a development approach grows 

parallel with the need to achieve a successful collaboration 

and coordination of the activities in an environment that 

allows high scalability and access to heterogeneous resources. 

 The distributed development becomes a more common 

approach because it provides a modern development 

environment and it enables coordination and collaboration 

between the participants in a project located at different 

places. Some of its biggest advantages are: a large and 

qualified resource pool, mixing of ideas and different cultures 

between the developers, reduced development costs, etc. [2] 

 Since the grid technology and grid computing which is an 

advance in distributed computing provide an effective 

infrastructure for sharing computing and data in a dynamic 

way its popularity has been growing rapidly [3]. The grid 

middleware is a mediation layer between the network and the 

applications in the grid infrastructure. It also manages the 

information exchange, security, and access. The development 

of the grid middleware software should also consider the 

complexity of the developing and managing grids [4]. 

 To sum up, the development of the distributed software 

requires establishing a rich interaction and efficient 

communication which is an additional challenge for software 

engineers [1]. 

 In [5], the authors proposed a research agenda for 

distributed software development, but it affects only several 

areas such as testing, software development tools, application 

knowledge management and process and metrics issues.

Some strategies for the successful distributed development of 

physics grids are presented in [6]. In [7], the authors suggest 

new development paradigms for distributed systems which 

lead to the creation of new middleware platforms.  

 Our paper is focused on finding the appropriate software 

engineering practices for improving the quality of distributed 

software development, especially grid middleware 

development. Considering that the grid middleware software 

is a core for making successful collaborating in a distributed 

development environment, the development process should 

be organized and performed using some standards and formal 

principles. 

 Concerning to find the grid middleware quality issues in 

a real project scenario, we considered the EMI (European 

Middleware Initiative) as our case study. We found the 

problems that appeared in the two EMI released versions and 

that helped us to propose some methods and practices to solve 

them. The issues found in the distributed environments and 

the grids are also important for the grid middleware 

development because it follows the paradigm of the 

distributed development. 

 The paper is organized as follows: The second Section 

describes the specific characteristics of the distributed 

development and the grid which are helpful for discovering 

the possible development issues. These issues are presented in 

the third Section. The fourth Section refers to the grid 

middleware development problems that decrease the quality 

of the grid. The results from our case study (EMI project) are 

shown in the fifth Section. The software engineering practices 

for improving the grid middleware development are presented 

in the Section 6 and the conclusion and future work are given 

in the last Section. 

II. SPECIFICATIONS OF DISTRIBUTED DEVELOPMENT AND 

GRID 

The distributed software development process is different 

from the traditional centralized software development. The 

main difference between these two development approaches 

is the spatial organization of the development resources, 

including computers, people, network resources, etc.   

Besides the good organization of resources, the 

distributed development requires a coordinated process of 

interaction between the members in the project. Also, the 
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purpose of the project, the size of the development team and 

software processes should be taken into account [8].  

The distribution of the software can be performed in 

several ways. It is determined by the geographic location and 

project control. More in detail, the software project can be 

distributed in the same country where the headquarters is

located or abroad.  The project control can be organized in 

two ways: the company can buy external software or it can 

offer its own resources [9]. 

For the sake of implementation of the distributed 

development process efficiently, it is necessary to establish an 

effective communication, collaboration and control.

Communication is defined as a process of exchanging 

information between the participants in the software project; 

collaboration is an organization of activities and tasks to 

achieve a single goal and control is a process of adhering to 

the quality standards, policies, formal principles, etc. [1]. 

The grid concept is a special kind of the distributed 

development concept. Some of the main grid characteristics 

[10] are presented in Table 1.  

Table 1:  Main grid characteristics. 

Characteristic Description

Large Scale The grid must be able to deal with

millions of resources.

Geographical 

distribution

The grid must provide a good concept for

distribution of the resources at different 

locations.

Heterogeneity Different kinds of software (files, 

programs, data, etc.) and hardware 

resources (computers, networks, 

scientific instruments, etc.) must be 

supported.

Resource sharing Different organizations must allow access 

to their resources in the grid.

Multiple 

administrations

Each of the organizations must define 

specific access privileges to their own 

resources.

Resource 

coordination

To provide aggregated computing 

capabilities, there must be a coordination 

of the resources in the grid.

Transparent 

access

The accessing control should cause the 

whole grid to be seen as a single virtual 

computer.

Dependable 

access

The grid users must receive a high level

of performance under the established

QoS (Quality of Service) requirements.

Consistent 

access

To provide scalability and hiding of the 

resources heterogeneity, the grid must be 

built using standard protocols and 

services.

Pervasive access The grid must provide maximum 

performance from the resources available 

to it.

III. GRID AND DISTRIBUTED DEVELOPMENT ISSUES

One of the biggest problems related to the grid concept is the 

coordination of resources which are usually heterogeneous 

and geographically distributed. Moreover, the resources can 

belong to different enterprises that have no knowledge of 

each other. The grid resources can be managed in different 

administrative domains that have dissimilar access and 

specific security policies. Also, the differences in the 

development environments such as processor architectures 

and operating systems exist [11]. 

 Issues in the distributed development could be divided 

into several categories [9] [1] [8] [12]: 

 Table 2:  Issues in distributed development. 

Issues Description

Cultural issues Differences exist in the national (spoken 

language, values, practices),

professional, organizational, technical,

and team culture. These issues are the

reason for a difficult communication 

between the participants in the project.

Communication

Issues

The changes in a complex distributed

infrastructure and different time zones 

often lead to decreasing the quality of 

the communication over the network.

Organizational 

issues

Geographically dispersed developers 

must be integrated efficiently into the 

project. It means that the organization of 

the development process and the 

management activities must be 

performed on time.

Knowledge 

management 

issues

Sharing the knowledge and experiences

between the participants in projects is

important for a successful development

because it reduces the costs and the 

redundant work (Web based software 

such as Wikis are useful for work 

progress tracking and publishing).

Development

process 

management 

issues

The requirements and specifications 

changing, the bad organization, and the

informal communication between the 

members have a negative impact on the 

development process and productivity. 

The control of the overall system 

becomes more complex and it means 

that there must be a good management 

process.

Technical issues There can be a lack of tasks

synchronization due to the dispersed 

locations. The transmission of data could 

be critical because of the slow and 

unreliable network connections.

Risk management 

issues

The risk management of the distributed 

development process is more difficult 

because defects appear more frequently. 

Thus, additional effort for the risk 

management and control is required.

Bug and change Bug and change tracking process is a
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tracking issues difficult process because of the 

distributed environment. It means that 

the need of a quality tracking system is 

essential. 

End to end 

ownership issues

It can be unclear whose the 

responsibility is when any of the entities 

in the grid fails. This can happen 

because sometimes people from different 

organizations are responsible for the 

development of the same entity. The 

entity should be modified and tested 

again.

 The resource heterogeneity and dynamism can result in 

faults and failures. Transporting the large amount of data 

across the grid network is risky and it requires additional 

effort for establishing a high-bandwidth connection for long 

periods [11]. 

 Taking into account these requirements, it can be

concluded that the grid infrastructure and the distributed 

development environment are different from the traditional 

software development environments. Concerning to provide 

more efficient and more quality development process, 

additional activities must be performed.  

If most of these issues are solved, the grid infrastructure 

will provide collaborative engineering, distributed computing, 

high-throughput and data exploration [13]. 

IV. GRID MIDDLEWARE DEVELOPMENT

A. Characteristics

Middleware is software that provides a homogenized 

infrastructure and uniform access to all resources in the 

heterogeneous and geographically distributed grid 

environment [7].   

Having in mind the complexity of the overall organization 

and the diversity of the entities involved in the development 

process, the need for management of the development 

activities and resources is essential. Thus, the main idea 

behind the development of grid middleware software is to 

enable consistent and effective computing environment. 

The tasks of the grid middleware can be divided into five 

categories: job execution tasks, security, information and file 

transfer tasks, information tasks and file management [4]. The 

grid middleware is part of the typical grid architecture. The 

grid layered architecture is consisted of four layers: a fabric 

layer (computers, storage devices, networks, etc.); a core 

middleware layer (co-allocation of resources, remote process 

management, security and QoS); a user-level middleware 

layer (high-level abstraction provided by development 

environments and programming tools, scheduling tasks); an 

application level (applications and portals) [14].  

B. Development problems

The development of the grid middleware software is a

challenging problem for the software engineers because the 

software should be shared, reused, and extended by others in 

the future [4].

Primarily, the problems in the grid middleware 

development process are oriented to deployability and core 

functionality. These problems can result in job failures also in 

controlled and middle grid environments [16].

An additional challenge for the grid middleware 

developers is the system scalability and the quality 

requirements [17]. Problems can arise as a result of non 

implementation of quality standards, especially when the grid 

is intended for public use. 

Other problems when developing the grid middleware are 

the ability to check the validity of the source code and the 

possibility to deal with faults and errors [18].  Checking the 

source code validity requires good process of testing, but it is 

not easy to be done because the grid middleware must be 

developed to support heterogeneous and complex 

environments. 

Providing system interoperability and service autonomy 

can cause a number of unexpected errors because it depends 

on factors such as: enabling different deployment scenarios 

within the existing grid infrastructure, possibility to use the 

services as stand alone entities in different context, etc. [19]. 

To sum up, developing the grid middleware software 

requires knowledge about: grid infrastructure, services it 

provides, used development technologies, standards that must 

be taken into consideration when coding, testing, etc.

Additionally, the developers must take care of the available 

resources and performance of the system. 

V. EUROPEAN MIDDLEWARE INITIATIVE (EMI): A CASE 

STUDY OF DEVELOPMENT ISSUES 

A. The EMI project

The European Middleware Initiative (EMI) is one of the 

leading software platforms for a distributed scientific 

computing which supports different middleware experts, 

engineers, and developers to work together to produce an 

interoperable middleware solution. The EMI project arose as 

a result of the close collaboration between the three major 

middleware providers (ARC, gLite and UNICORE) and other 

software providers like dCache. There are total 24 partners 

from 18 different countries. The duration of the project is 

three years. Its main idea is to deliver a set of middleware 

components for deployment in the EGI (European Grid 

Infrastructure) and the other distributed infrastructures. There 

are three major releases (Kebnekaise, Matterhorn, and Monte 

Bianco) which are delivered once a year and provide services 

to satisfy the needs of different scientific communities such 

as: Computational Physics and Chemistry, Astronomy, Earth 

Sciences, Geography, Life Sciences, Geophysics, 

Astrophysics, Material Sciences, Multimedia, etc. [20] [21] 

[22]. 

B. Quality issues

The major releases of the EMI project offer a balance 

between conflicting requirements and innovations. Every 

release and updates include new services and functionalities 

which are based on the new user requirements or the existing 

functionalities and services are being improved. There is 
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always a trade between new research and system stability [20] 

[21].  

The development of the middleware software is not easy 

due to the different requirements, technologies and time 

limitations. The primary goal of the updates is to reduce the 

errors and faults found in the previous software versions. To

deal with them, the development of the EMI middleware 

software follows quality standards and software engineering 

practices. However, the complexity of the system, resource 

and time limitations cause some deficiencies in the 

development process. Some of the found deficiencies are 

shown in the Table 3.  

Table 3:  EMI quality issues 

Issue Quality problem description

Poor

documentation 

No documentation was available for the 

installation of the external dependencies 

in ETICS or for the installation of the 

external dependencies for the deployment

of the EMI components [23].

No definition of 

requirements for 

some EMI 

services 

- monitoring interactive jobs

- new features for Unicore Target System

- support for VO (Virtual Organization)

renaming and migration

- forcing users to choose a group during 

VO registration

- CEs (Computing Elements) should 

support a set of LRMS (Local Resource 

Management System )

- Publish mw service version [24]

Late delivery of 

documents

EMI-0 Software Release Schedule was 

released with 2 months of delay [25]

-Filling User Requirements and 

Technical Objectives 

-EMI 1 Defining Release Schedule

Late delivery  of 

software

-Developing features, implementing bug

fixes [25]

Late testing -Testing and certifying developed 

components [25]

No test plan for 

several EMI 

components

A-Rex; ARC Compute Elements; ARC 

Data Clientlibs; ARC Infosys; ARC 

Security utilities; ARC Container;

DGAS; StoRM [25]

No components 

regression test 

suite

ARC components do not provide a 

regression test suite. Only libarcdata 

provides some regression testing using 

CPPUnit [26]

No complete 

validation of A-

REX EMI 

service

-No complete validation of the activity 

description

-No schema validation

-Partial service capabilities validation

[27]

No test plan 

complaint with 

template

Not all the product teams succeeded in 

providing a test plan compliant with the 

template defined in the SA Testing 

Policy [15].

No unit testing 

and code 

coverage

Most of the ARC and gLite components 

do not provide unit testing. Otherwise,

when unit testing is performed, the code 

coverage is not measured [28].

No difference 

between 

regression, unit 

and functional 

testing

UNICORE component test suite does not 

distinguish between the regression, unit 

and functional test [28].

VI. IMPROVING THE QUALITY OF DISTRIBUTED AND GRID 

MIDDLEWARE DEVELOPMENT 

The research showed that the development process of 

distributed software, compared to centralized software, 

requires improvement of additional activities such as: 

communication, collaboration, planning, organization, 

security, testing, etc. Analysing the results from the EMI 

project showed that most of the problems during the grid 

middleware development arise as a result of the late and bad 

organization, no proper testing plans, and insufficient 

documentation.  

To improve the quality of the distributed development 

and the grid, we propose some software engineering practices 

that meet the problems described in the previous sections. SE 

practices can be split into three categories: organization, 

development, and testing. 

 The organization part is composed of several activities: 

organization of the available resources, making development 

plan, and communication and collaboration activities. This is 

an important step in the distributed environment primarily 

because of the geographically distributed resources and 

project size and complexity.  One way to improve the 

organization of the development process is to increase the 

communication and collaboration between the participants. 

Videoconferencing and online interactions are suitable for 

establishing successful communication and collaboration. 

Creation of the activity plan should be based on standards that 

are generally accepted and also for those who will be 

established internally within the project. 

Software development in a distributed environment 

requires increased interaction between the developers, 

documenting every part of the development process, and 

integration of software components. Integration of the parts of 

the software is a process that needs proper development of 

each of the parts individually. It is necessary to make 

templates for the documents, particularly those where changes 

of the source code and software requirements are described. 

Despite this, the available resources must be used efficiently 

and optimally. The resource limits and nonfunctional 

requirements must be taken into account.  

The grid middleware is the most critical part in the 

development section where core services are created to 

connect applications and hardware resources. After the 

development of each component, there must be adequate 

documentation for its installation and use. 

There must be a test plan and test reports must be made 

after each performed test. Testing the distributed software 

requires additional validation activities. It is recommended 

tests to be made before the source code is written. In addition,

unit testing must be performed and all requirements should be 

satisfied. It is necessary to perform integration testing which 
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will verify the validity of the system as a whole. After each 

made change of the source code, especially during the 

development of scientific software, regression testing must be 

applied. Testing of the grid middleware software must be 

made often and in accordance with the testing plan within the 

project.  

Figure 1: Iterative distributed development process. 

An iterative development is the best solution for 

successful distributed development process. The global steps 

of the development process are shown on Fig.1 

The quality of the distributed development depends on 

factors that directly or indirectly take part in the development 

process. Besides the quality standards for software 

development, the development experience in this field is 

essential.  

VII. CONCLUSION 

This paper outlines the most specific grid and distributed 

development characteristics and some of the problems that 

usually arise during the development process. The research is 

also oriented to the grid middleware developing deficiencies.

To confirm the grid middleware development issues in 

practice, the most common problems in the development of 

the two versions of the EMI project are presented.  Taking 

into account the results from the EMI project, some software 

engineering practices to improve the quality of grid 

middleware and distributed development are proposed.  

It will be useful as future work to find out how and which 

of the detected issues will be solved in the third EMI version, 

how these solutions can be improved and what the benefits of 

those improvements will be. 
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