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Preface

The ICT Innovations conference is the primary scientific action of the Macedonian
Society in Information and Communication Technologies (ICT-ACT). The conference
provides a platform for academics, professionals, and practitioners to interact and share
their research findings related to basic and applied research in ICT.

The ICT Innovations 2013 conference gathered 160 authors from 17 countries re-
porting their scientific work and novel solutions in ICT. Only 26 papers were selected
for this edition by the International Program Committee, consisting of 222 members
from 49 countries, chosen for their scientific excellence in their specific fields.

ICT Innovations 2013 was held in Ohrid, at the Faculty of tourism and hospitality,
in the period September 12–15, 2013. The special conference topic was ICT Innova-
tions and Education. The conference also focused on variety of ICT fields: Quality of
Experience in Education, Language Processing, Semantic Web, Open Data, Artificial
Intelligence, Robotics, E-Government, Bioinformatics, High Performance Computing,
Software Engineering and Theory, Security and Computer Networks. The conference
was supported by HE D-r Gjeorge Ivanov, the President of the Republic of Macedonia.

We would like to express sincere gratitude to the authors for submitting their works
to this conference and to the reviewers for sharing their experience in the selection
process. Special thanks to Bojana Koteska and Igor Kulev for their technical support in
the preparation of the conference proceedings.

Ohrid, Vladimir Trajkovik
September 2013 Anastas Mishev

Editors
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Technology Enhanced Learning – The Wild, the Innocent 
and the E Street Shuffle 

Vladan Devedzic 

Faculty of Organizational Sciences, University of Belgrade, Serbia 
devedzic@fon.rs 

Abstract. Although Technology Enhanced Learning (TEL) is still developing 
and attracts a lot of R&D attention, initiatives and funding worldwide, it has 
been around for quite some time and allows for a critical assessment. Once just 
"somewhere at the intersection of pedagogy and learning technology", today 
TEL spans many other fields and phenomena, like social and organizational 
processes, computer games, knowledge management, standardization, policy 
making in various sectors, sustaining the impact of learning, and efforts to 
overcome digital divide. Still, not everything goes smoothly. As reports and 
surveys indicate, there are many challenges ahead, still waiting to be tackled. 

Keywords: Technology enhanced learning, TEL, pedagogy, ICT in education. 

1 Introduction 

The term Technology Enhanced Learning (TEL) is self-explanatory and easily unders-
tood intuitively. There are also some definitions around, and all of them are good. So, 
for instance, in this text it is convenient to adopt the one from [41] where TEL is de-
fined as "any online facility or system that directly supports learning and teaching. 
This may include a formal virtual learning environment (VLE), an institutional intra-
net that has a learning and teaching component, a system that has been developed in 
house or a particular suite of specific individual tools." Note also that Wikipedia sti-
pulates that "E-learning refers to the use of electronic media and information and 
communication technologies (ICT) in education. E-learning is broadly inclusive of all 
forms of educational technology in learning and teaching. E-learning is inclusive of, 
and is broadly synonymous with multimedia learning, technology-enhanced learning 
(TEL), computer-based instruction (CBI), computer-based training (CBT), computer-
assisted instruction or computer-aided instruction (CAI), Internet-based training 
(IBT), Web-based training (WBT), online education, virtual education, virtual learn-
ing environments (VLE) (which are also called learning platforms), m-learning, and 
digital educational collaboration. These alternative names emphasize a particular 
aspect, component or delivery method." [43] 

TEL encompasses and spans many areas, fields, processes and phenomena.  
A quick look at TEL researchers' and practitioners' current topics of interest (e.g.,  
the topics covered by the ECTEL 2013, one of the TEL community's most widely 
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recognized annual conferences, http://www.ec-tel.eu/) immediately reveals 
this diversity:  

• Technological underpinning: large-scale sharing and interoperability, personaliza-
tion, user modeling and adaptation, context-aware systems, social computing, Se-
mantic Web, mobile technologies, serious games and 3D virtual worlds, network 
infrastructures and architectures for TEL, sensors and sensor networks, augmented 
reality, roomware, ambient displays and wearable devices, data mining and infor-
mation retrieval, recommender systems for TEL, learning analytics,… 

• Pedagogical underpinning: problem- and project-based learning / inquiry based 
learning, computer-supported collaborative learning, collaborative knowledge 
building, game-based and simulation-based learning, story-telling and reflection-
based learning, learning design and design approaches, communities of learners 
and communities of practice, teaching techniques and strategies for online learning, 
learner motivation and engagement, evaluation methods for TEL,… 

• Individual, social & organizational learning processes: cognitive mechanisms in 
knowledge acquisition and construction, self-regulated and self-directed learning, 
reflective learning, social processes in teams and communities, social awareness, 
trust and reputation in TEL, knowledge management, organizational learning,… 

• Sustainability and scaling of TEL solutions: Massive Open Online Courses 
(MOOCs), open educational resources (OER), learning networks, teacher net-
works, cloud computing in TEL, bring your own device (BYOD), orchestration of 
learning activities, learning ecologies, learning ecosystems, fitness and evolvability 
of learning environments, business models for TEL,… 

• Learning contexts and domains: schools of the future, promoting learning and em-
ployability within disadvantaged groups and communities, applications of TEL in 
various domains, formal education: initial (K-12, higher education), post-initial 
(continuing education), workplace learning in small, medium and large companies, 
networked enterprise settings as well as public and third sector organizations, dis-
tance and online learning, lifelong learning,, vocational training, informal learning, 
non-formal learning, ubiquitous learning,… 

• TEL in developing countries: ICT inclusion for learning, digital divide and learn-
ing, generation divide and learning, education policies, rural learning,… 

• TEL, functional diversity and users with special needs: accessible learning for all, 
visual, hearing and physical impairments, psycho-pedagogic support for users, 
educational guidance for tutors, adapted learning flow, content and monitoring 
process, standards about accessibility and learning,… 

There are also new, emerging topics, because the field of TEL is spreading out fast. 
However, without going into details, TEL is still about learning in the first place (or 
learning and teaching, precisely); that's the L in TEL. It is still about how learning is 
enhanced, assisted and supported by technology, the T in TEL. But it is definitely not 
just about T, nor it is just about L – there is an E as well, since TEL stands for tech-
nology enhanced learning. The often neglected and misinterpreted E is there to ab-
ridge the T and the L, and is largely multifaceted, complex, and brings the necessary 
rich, yet subtle, complementing, elegant low-key tone to the field. 
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2 Technology – The Wild 

To many people, technology is seductive. Just think about the fascination each new 
version of iPhone creates in minds of so many people. In one of his inspiring, exciting 
talks, given at the AIED'99 conference in Le Mans, France, Elliot Soloway exclaimed 
about young learners: "What they want is technology! Technology!!!" And given the 
momentum of technological development, it is no wonder that technology greatly 
influences (and often drives) progress in many disciplines and fields. In TEL, the idea 
of the T part is to provide technology-rich learning environments to support and en-
hance teaching and learning, in terms of enabling more motivating, more engaging 
and more effective learning experiences. These environments are diverse and range 
from virtual learning environments, to learning management systems, to personal 
learning environments, to universally-available tools such as social software, virtual 
worlds, on-line games and many more, to real-world spaces that complement the use 
of modern technologies in education [23]. 

2.1 Learning Technology – A Very Brief Overview 

A Learning Management System (LMS) is a software application for the administra-
tion, documentation, tracking, reporting and delivery of e-learning education courses 
or training programs [14]. LMSs range from systems for managing training and edu-
cational records to software for distributing online or blended/hybrid college courses 
over the Internet with features for online collaboration. Platforms like Moodle, Black-
boardLearn, Sakai, and many more are popular LMSs used to manage universi-
ty/college, corporate, and other categories of learning delivery and administration. 

Intelligent Tutoring Systems (ITSs) are computer systems that use methods and 
techniques of artificial intelligence to improve the processes of computer-based teach-
ing and learning [11]. They aim to provide immediate and customized instruction or 
feedback to learners, usually without intervention from a human teacher. There are 
many examples of ITSs being used in both formal education and professional settings, 
in which they have demonstrated their capabilities and limitations. 

A Virtual Learning Environment (VLE) is an e-learning education system based on 
the Web that and includes a content management system and enables virtual access to 
classes, class content, tests, homework, grades, assessments, and other external re-
sources (such as appropriate Website links) [21]. In a VLE, learners and teachers 
typically interact through threaded discussions, chat, Web conferencing systems such 
as Adobe Connect, and Web 2.0 tools. 

There is much hype around about using Web 2.0 and social media in learning [22]. 
Using Facebook and Twitter in the classroom, engaging students through blogging, 
encouraging them to listen to topic-related podcasts etc. are but a few ideas on how 
these widely used technologies should be applied in TEL. 

Personal Learning Environments (PLEs) are systems that help learners take control 
of and manage their own learning in terms of setting their own learning goals, manag-
ing their learning activities, the content they use, the learning process, and communi-
cation with others [2]. PLEs are based on the idea that learning is a continuous 
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process, seeks to provide supporting tools takes place in different contexts and situa-
tions, and will not be provided by a single learning provider. Technically, PLEs 
represent an integration of a number of Web 2.0 technologies like blogs, wikis, RSS 
feeds, Twitter, Facebook, etc. around the independent learner.  

E-book technologies offer new ways of interacting with massively shared, adaptive 
and dynamic books, such as alternative versions of text, sharing annotations, crowd 
authoring (where textbooks are produced by students, for students), embedding 
graphs and simulations showing live data, using tools such as timers and calculators 
to support structured learning and formative assessment, co-reading (where readers 
are automatically put in contact with others currently reading the same page) and 
many more [36]. 

Digital badges (DBs) are means for identifying, measuring, validating and recog-
nizing skills, competencies, knowledge, and achievements of learners regardless of 
their origin (formal, non-formal, informal), as well as a way of accrediting non-formal 
learning [24]. Badges may be awarded by authorities, by peers, or may be automati-
cally assigned on completion of certain tasks. Mozilla Foundation has developed an 
infrastructure to award, manage and validate DBs. 

M-learning (or mobile learning) technologies focus on learning across contexts and 
learning with mobile devices, i.e. learning that happens when the learner is not at a 
fixed, predetermined location, but takes advantage of the learning opportunities of-
fered by mobile technologies [32]. 

Learning analytics (LA) involves the collection, analysis and reporting of large  
datasets about learners and their contexts in order to improve learning and the envi-
ronments in which learning takes place [38]. LA systems research also focuses on 
allowing real-time analysis of disparate data in order to show when a learner is mak-
ing good progress or is struggling. LA is often combined with information visualiza-
tion techniques to provide effective, interactive exploration of TEL data, discover 
learning patterns and help learners with recommendations [13]. 

Massive Open Online Courses (MOOCs) use cloud computing, instructional design 
technology, various IT platforms and other modern technology to enable large-scale 
interactive participation and open access to education via the Web [36]. Any person 
who wants to take such a course can, with no limit on attendance. In addition to tradi-
tional course materials such as videos, readings, and problem sets, MOOCs provide 
interactive user forums that help build a learning community. Coursera, Udacity and 
edX are popular MOOC platforms and providers. Open Educational Resources 
(OERs) [5] are a similar concept, but unlike MOOCs provide only learning resources, 
not any certification of competence. 

A serious game a game designed for a primary purpose other than pure entertain-
ment [39]. There are specific serious gaming environments for education that include 
specific virtual worlds and simulations. Until recently, they were used widely outside 
of formal education systems; their use within schools is less common, but is getting 
more momentum. 
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2.2 Examples 

Certain technology may be designed primarily for learning/teaching, but much of the 
existing technology designed for other purposes is used in education as well. The Top 
100 Tools for Learning Website (http://c4lpt.co.uk/top100tools/) 
maintains a list of tools widely used in education, and at the top positions one usually 
sees various Google tools, Twitter, YouTube, Skype and the like. 

Paperista. Paperista (http://www.uzrok.com/paperista/) is a recently 
developed Web-based visualization and exploration tool that enables researchers and 
students interested in learning analytics and educational data mining to explore a da-
taset about research publications in these two related fields, Fig. 1. The tool provides 
multiple views, thus allowing users to observe and interact with topics from these 
fields and understand their evolution and relationships over time. 

 

Fig. 1. A screenshot from Paperista 

Neuroph. Neuroph (http://neuroph.sourceforge.net/) is lightweight 
Java neural network (NN) framework to for developing common neural network ar-
chitectures. It includes a well designed, open source Java library with a small number 
of basic classes that correspond to basic NN concepts. It is used as a NN educational 
tool at a number of universities worldwide. 
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Fig. 2. A screenshot from Neuroph 

3 Pedagogy – The Innocent 

At the pedagogy end of TEL, there is a wide spectrum of theories and approaches, all 
aiming at explaining: 

• how people acquire new knowledge and skills 
• how to help them achieve their learning goals 
• how to use specific instructive strategies to increase learning efficiency 
• how learners' background knowledge and experience, situation and environment 

affect the learning process 

Pedagogical theories are often used in TEL in conjunction with psychological and 
motivational ones. 

3.1 Pedagogical Theories/Models/Approaches – A Very Brief Overview 

Pedagogical theories/approaches usually imply specific teaching and learning models. 
For example, the traditional transmission model assumes that there is a body of know-
ledge that learners need to acquire, typically from lectures or direct instruction, or 
from interacting with it [9]. This roughly corresponds to making learning materials 
available on the corresponding course Website or through the school's LMS. In the 
constructivist model, attention is on the individual and learners' background is taken  
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into account in their process of gradually developing understandings of and beliefs 
about elements of the domain [35]. The teacher facilitates group dialogue that ex-
plores an element of the domain with the purpose of leading to the creation and shared 
understanding of a topic, and encourages further reading, exploration of a correspond-
ing Web site, and development of learners' meta-awareness of their own understand-
ings and learning processes. She/He provides opportunities for learners to determine, 
challenge, change or add to existing beliefs and understandings through engagement 
in tasks that are structured for this purpose, possibly working collaboratively in a 
shared wiki space. Thus knowledge is developed/built/constructed gradually, as the 
result of interplay between external stimuli and internal interpretation. The goal of the 
learner is to acquire the "correct" interpretation, solving the given problem on her/his 
own and then self-assessing and self-reflecting on the produced outcome [30]. Dis-
covery, hands-on, experiential, collaborative, project-based, and task-based learning 
are all instructional approaches that base teaching and learning on constructivism. 

Sociocultural learning theories take greater account of the important roles that so-
cial relations, community, and culture play in cognition and learning [42]. They draw 
heavily on the work of Vygotsky [40] that emphasizes that learning is embedded in 
social events, and social interaction plays a fundamental role in the improvement of 
learning. Sociocultural learning theories provide a strong theoretical support for col-
laborative learning, where learners at various performance levels work together in 
small groups toward a common goal. 

Not all TEL is instruction-based, but when it is, then instructional design matters. 
Instructional design is the systematic process by which instructional materials are 
designed, developed, and delivered [20]. It is the practice of creating instructional 
experiences that make the acquisition of knowledge and skill more efficient, effective, 
and appealing [27]. It assumes determining the current state and needs of the learner, 
defining the end goal of instruction, and creating some intervention to assist achieving 
the goal and satisfying the learner's needs. There are many instructional design mod-
els but many are based on the generic ADDIE model/framework [29] that represents 
instruction in five phases: analysis, design, development, implementation, and evalua-
tion. Note that the final step should lead to revising instruction according to learners' 
reactions to the content, activities, and assessment. This, in turn should facilitate 
adopting an iterative cycle of educational design and practice. 

The term learning design is often used interchangeably with instructional design 
and denotes the process of planning and structuring a sequence of learning activities 
leading to completion of one or more learning goals. In TEL, learning activities can 
include working with LMSs/VLEs, searching the Web, finding and evaluating re-
sources, listening to podcasts, solving problems, collaborating with peers, construct-
ing a wiki, manipulating data, using relevant discussion forums and social media, etc. 
These activities facilitate communication, shared understanding of the learning  
domain, community building and learners' reflection on what they have learned. 
Learning goals should be SMART – specific, measurable, achievable, relevant and 
time-oriented [28]. 
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3.2 Recent Trends 

A great impact of the use of technologies for learning is in informal and workplace 
learning [3]. In such contexts, social software is widely used not only for information 
seeking and communication purposes, but also for informal learning that: takes place 
in small episodes, in response to problems or issues, or is driven by the interests of the 
learner; is sequenced and controlled by the learner; is heavily contextual in terms of 
time, place and use; is cross-disciplinary and often takes place in communities of 
practice. 

Many of the above mentioned theories, approaches and models did not take the full 
advantage and the affordances of the new on-line, interconnected, digital realm. In 
Learning 2.0, "learners' familiarity with Web2.0 technologies opens up a completely 
new space for and style of learning, focusing on collaborative knowledge building; 
shared assets; breakdown of distinction between knowledge and communication." [6] 
Learning 2.0 enables learners to control and track individual learning using a set of 
Web 2.0 tools and systems that enable collaboration (wikis, blogs, social bookmark-
ing tools, virtual worlds such as Second Life, etc.). Learning 2.0 doesn't replace the 
conventional means of learning; it augments the conventional methods of learning 
with a set of Web 2.0 tools and systems. Knowledge (as meaning and understanding) 
is socially constructed. Learning takes place through conversations about content and 
grounded interaction about problems and actions. 

Connectivism views learning as a primarily network-forming process that focuses 
on individuals exploring the knowledge situated externally from people, i.e. on the 
Web [37]. Connectivism emphasizes the role of the social and cultural context in 
learning. In a way, it is similar to Vygotsky's "zone of proximal development" (ZPD) 
[40] and to Bandura's social learning theory [4] that proposes that people learn 
through contact. Siemens calls connectivism a learning theory for the digital age, 
since it reflects how technology affects how people live, how they communicate and 
how they learn. 

Another popular pedagogical theory in the TEL community is activity theory and 
the related expansive learning [15]. It contextualizes the interaction between humans 
and computers indicating that "(a) Contents and outcomes of learning are not merely 
knowledge in texts and the heads of students but new forms of practical activity and 
artifacts constructed by students and teachers in the process of tackling real-life 
projects or problems – it is learning what is not yet known. (b) Learning is driven by 
genuine developmental needs in human practices and institutions, manifested in dis-
turbances, breakdowns, problems, and episodes of questioning the existing practice. 
(c) Learning proceeds through complex cycles of learning actions in which new ob-
jects and motives are created and implemented, opening up wider possibilities  
for participants involved in that activity. This perspective on teaching and learning 
highlights the potential impact of new tools as vehicles for transforming activity  
procedures." [15] 
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There are many other pedagogic approaches, models and theories to choose from. 
Scaffolding [16], curriculum development and rhizomatic knowledge [10], metacog-
nition [8], bricolage [44], framework of knowledge ecologies [33] and learning styles 
[8] are just some of them. See [3] and [36] for comprehensive overviews. 

3.3 Examples 

iCare model. A popular learning/pedagogical model in TEL is the iCare model [19]. 
iCare stands for: 

• Introduce the topic: not just the learning outcomes 
• Connect: not just content 
• Apply: through activities, exercises 
• Reflect: through discussions 
• Extend: provide supplemental or advanced material 

Simultaneously, iCare is a toolkit for TEL, helping staff in educational institutions in 
designing courses for online learning. Entire courses can be constructed according to 
iCare principles. They can be applied to each module/lesson in a course; typically, a 
different Web page is associated with each iCare element. For example, a course with 
six modules might have thirty Web pages associated with it, five pages per module. In 
a typical module, the Introduction element (Web page) may include the learning out-
comes, prerequisites, readings, and necessary equipment/software for module activi-
ties. The Connect element should provide the necessary concepts, principles, facts, 
processes etc. related to the module. Scaffolds can be provided as well, allowing 
learners to discover the parts of the module for themselves (which is often recom-
mended and makes learning more efficient). 

The Apply element should offer challenges and activities that allow learners to ap-
ply and practice the knowledge they gained in Connect to tasks and problems from 
the real-world. Web quests, simulations, games, quizzes and the like can be used to 
scaffold specific activities. The Reflect is self explanatory: activities, questions, self-
evaluations etc. are provided to help students apply metacognitive processes as they 
articulate what they’ve learned/experienced from Connect to Apply sections of the 
module. The Extend section offers opportunities to individualize learning experiences 
with additional, optional learning materials and activities. 

Peer-to-Peer Learning and Peeragogy. Peer-to-peer (P2P) learning [31] and its 
recent derivative called peeragogy [1] promote learners' interactions with other learn-
ers to attain learning goals. They investigate conditions and opportunities for learning 
through existing social networks, facilitated peer learning, and two-way (or more) 
communication. Central to P2P learning is the idea that every learner can also be a 
"teacher", and that learning can be individual-, group- and community-driven. A 
range of techniques that self-motivated learners are investigated for applicability and 
suitability in different learning contexts, as well as the challenge of peer-producing a 
useful and supportive context for self-directed learning. 
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4 Enhancing L with T – The E Street Shuffle 

Our primary focus is on the enhancement of learning and 

teaching: this drives our approach. Technology supports this 

enhancement goal, and is therefore a factor in the development 

of effective learning, teaching and assessment strategies. [18] 

There are many ways for E in TEL to manifest itself, but there is also a lot of room 
for improvement to this end. It is exactly in E where TEL spans to and intertwines 
with many other disciplines, aspects, processes and phenomena, and where interdis-
ciplinary knowledge, skills, experiences and practices are the most essential. It is here 
that diversity grows exponentially, in terms of the aspects of TEL relevant in educa-
tional institutions, at workplaces, at home, and elsewhere. And it is also here that 
challenges for future development of TEL are the most abundant. 

4.1 L ↔ T – A 2-Way Street? 

"If you build it, they will come." 
No. Perhaps it works in movies and in fairytales, but not in real-world TEL. The T 
end of the TEL community is notorious for failing to consider TEL in light of, and 
subservient to, the human cognitive system [12]. They tend to see TEL practice as 
technologically rather than pedagogically driven. However, it is not what technology 
learners use that counts, but what they take from it. In Dror's words: "How the learn-
ers interpret, understand and internalize the learning material via technology is what 
the focus should be on… Too many TEL are over focused on the technology rather 
than on the learners' cognition." Once learners are given learning resources through an 
LMS or another technology, the learning process just begins – there is no guarantee 
that they will use it. They typically need motivation, as well as some meta-cognition 
("to know what they know" and "to know what they need to know"). Likewise, learn-
ing must be challenging to learners, and TEL technology must take these simple facts 
into account. TEL technology should also incite commitment to learning. 

On the other hand, Attwell and Hughes note that "it is not clear at all how pedagog-
ical theories have impacted the actual use of technology in learning, education and 
training, other than they offer ways to make sense of how technologies fit in the pic-
ture" [3]. In their survey, they have found almost no survey data on the impact of 
technology on pedagogy. If any impact, that would be in the informal and workplace 
learning domain, not in curriculum driven education. They also note that most of the 
existing studies of that impact come from researchers, or from their institutions or 
funding agencies, not from the new practices that are more related to informal learn-
ing and the workplace. 

Price and Kirkwood have come to a similar conclusion: "while the use of technolo-
gy may enhance learning, the evidence supporting these claims is tangential, as is the 
evidence illustrating changes in the practices of higher-education teachers" [34]. They 
explain why: technologies and tools are transient, can often be used in many different 
ways, and if they work in one context (group, faculty or institution) it does not  
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necessarily imply that they will work in another. In order to be able to claim a certain 
level of impact of technology on TEL, they suggest to first collect and share evidence 
(reports, case studies, etc.) with the community, providing details such as [25]: What 
was the teaching and learning concern or issue being addressed by the intervention? 
Why did you need to engage with it? How was the pre-existing situation to be im-
proved? What was the topic/discipline and at what level? What technology was used 
and why? What evidence was used to drive or support the design of the intervention? 
What was the design of the intervention? What was the context within which it was 
used? How did the intervention relate to assessed activities (formative or summative)? 
How many students were involved? What was the nature of the evaluation undertaken 
and/or the evidence gathered? What was the impact of the intervention (on students' 
learning/on teaching practice/on the activities of others)? How successful was the 
intervention at addressing the issue identified at the outset? In other words, higher 
education teachers need to devise and design activities to promote learning and to use 
technologies in ways that enable students to achieve desired educational ends [12]. 

Many other researchers and studies have addressed the role of E in bridging the 
gap between T and L. What follows is a summary of just a minor part of such contri-
butions, coming from various authors and indicating a rich array of prospects: 

• The TPACK framework (Technological Pedagogical Content Knowledge) de-
scribes the kinds of knowledge – technology, pedagogy, and content – needed by a 
teacher for effective pedagogical practice in a TEL environment [26]. TPACK in-
cludes 7 different knowledge areas: Content Knowledge (CK), Pedagogical Know-
ledge (PK), Technology Knowledge (TK), Pedagogical Content Knowledge 
(PCK), Technological Content Knowledge (TCK), Technological Pedagogical 
Knowledge (TPK), and Technological Pedagogical Content Knowledge (TPCK). 

• Gulz et al. argue that TEL focuses on the tasks and content of the material to be 
learned, but lacks off-task interaction opportunities so essential for learners and 
learning processes [17]. 

• JISC suggests the following approaches [23]: reviewing how course design and 
validation can be informed by technology; investigating more flexible and creative 
models of delivery through technology; supporting release of OERs; exploring how 
learners experience and participate in technology-rich learning; researching more 
carefully into the competencies required for learning in a digital age and the sup-
port available to learners; exploring how designing learning and the development 
of planning tools can be informed by effective pedagogic practice; enabling con-
nectivity to information and to others; knowledge-sharing and co-authoring across 
multiple locations; opportunities for reflection and planning in personal learning 
spaces; rapid feedback on formative assessments; participation in communities of 
knowledge, inquiry and learning; learning by discovery in virtual worlds; devel-
opment of skills for living and working in a digital age. 

• Barra and Usman advocate that TEL should be largely profiled to help in assess-
ment and to support adaptive release / conditional activities (allowing academics to 
release content (lecture notes, online quizzes, assignment dropbox) on VLEs to 
learners only after certain conditions are met) [5]. 
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• Technologists may want to take a more agile way of working with pedagogists, in 
terms of exploiting metaphors used in the agile paradigm of software development 
[7]. Agile software development enables having working software prototypes early 
in the project, and upgrading them iteratively and incrementally in very short cy-
cles. Agile development also stresses rigorous testing of all software under devel-
opment and thus implicitly increases the software quality. Transposed to the world 
of TEL, it means that technologists should work more intensively with peda-
gogists, on very short cycles, using pedagogists as domain experts and "customers" 
to collaborate with in a kind of "requirements engineering game". It can help both 
parties – technology developers can insist on continuity of this process to eliminate 
their reluctance ("Will it matter?") and blindness ("Let's build it, they will  
surely come!"), whereas pedagogists can make their beliefs about technology more 
realistic. 

4.2 A Survey from UK (2012) 

A recent survey of TEL trends in UK [41] shows some shifts from T and L being at 
the opposing ends of TEL towards more integration between the two. The survey 
shows that the major reasons why a higher education institution (HEI) in UK 
uses/considers to use TEL are to enhance the quality of learning and teaching and 
improve access to learning for students off campus. More and more academic staff are 
knowledgeable of TEL and capable of delivering it. More importantly, the proportion 
of Web supplemented modules (those that use the Web just to support module deli-
very) has steadily decreased over the years, and the proportion of Web dependent 
modules (those where interaction with content and communication through the Web is 
essential) is increasing. Optimization of services for mobile devices by institutions 
(access to library services, email and course announcements, timetabling information, 
access to course materials and personal calendars for iPhone, iPad and Android de-
vices) are more and more mobile-enabled. Enthusiasm of teachers (especially tutors) 
for TEL is increasing, and so are the number of distance learning courses and the 
number of distance students. Teaching about using TEL at HEIs and workplaces alike 
is also getting popular. Subject areas that make more extensive use of TEL include 
medicine, nursing, health; management, accountancy, finance, business; education; 
and social sciences, psychology, law, teaching etc. Among the most supported TEL 
software tools at HEIs are plagiarism detection tools, e-submission tools, e-
assessment tools, e-portfolio tools, wikis and blogs. 

5 Conclusions 

In order for TEL to develop more efficiently, future VLEs should support mobile 
learning, personalization of learning content, capturing general attitudes of learners 
towards learning, focusing on enrichment of student experiences and understanding 
learner behavior and interactions through learning analytics and big data. 
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However, we the gap in technology related skills required by teaching and learning 
professionals cannot be bridged by qualifications alone or by initial training [3]. A 
programme of opportunities for continuing professional development related to TEL 
is also needed to enable people to remain up to date. 

Pedagogists and technologists should talk more. 
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Abstract. Scientific and engineering fields of Bioengineering (BE) and Medical 
(Health) Informatics (MI) are recognized as two key challenges within essential 
research and innovation strategies in EU and other leading regions and 
countries worldwide. Many universities are redesigning existing or developing 
new study programs to provide education and training for tomorrow’s 
biomedical engineers, physicians, and researchers. European Commission is 
responding to the evident needs by promoting actions through the variety of 
scientific (e.g. Framework Program and Horizon 2020) and educational (e.g. 
Tempus, Erasmus, etc.) strategies. The Education, Audiovisual and Culture 
Executive Agency (EACEA) granted regional Tempus project “Studies in 
Bioengineering and Medical Informatics - BioEMIS” aiming at introducing 
dedicated study programs at Western Balkan countries, namely Serbia, 
Montenegro, and Bosnia and Herzegovina. The following, state of the art 
analysis of European study programs in BE and MI provides basic guidelines 
for creating new curricula. 

Keywords: Bioengineering, Medical (Health) Informatics, Study Programs, 
Western Balkan. 

1 Introduction 

New Information and Communication Technologies (ICT) have tremendous impact in 
all areas of human life and work. They are followed by fascinating breakthroughs in 
medicine and health systems. To support those trends and create symbiosis of 
engineering and biomedical knowledge [1-3], higher education is remodeling and 
redesigning existing and opening new study programs that will meet educational and 
professional challenges of future engineers, physicians, and researchers. The fields of 
Bioengineering (BE) and Medical (Health) Informatics (MI) are recognized as two 
out of a few key challenges within essential research and innovation strategies in EU 
and in other leading regions and countries worldwide [4-8]. In that course and 
following the actual educational, training, scientific, industrial and health sectors’ 
needs, University of Kragujevac (Serbia) initiated in 2011/2012 dedicated curriculum 
development and engaged the major universities in the Western Balkan (WB) region 
(namely, in Serbia, Montenegro, and Bosnia and Herzegovina) to join in a systematic 
action of BE&MI study programs creation. The initiative resulted in Tempus project 
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“Studies in Bioengineering and Medical Informatics - BioEMIS”, funded by 
European Commission’s the Education, Audiovisual and Culture Executive Agency 
(EACEA). 

The fields of BE&MI are deeply rooted in the culture of inter- and 
multidisciplinary research and collaboration. During the past decade BE&MI have 
matured as a profession, and its diversity has been increasingly recognized. Nearly 
every university worldwide wanting to be at the edge of a technological progress 
offers a curricula in BE&MI at master and doctoral levels, and numerous offer 
bachelor level degrees, as well. It is clear that modern medicine would not exist 
without modern diagnostic and therapeutic equipment and instruments that are the 
result of synergy of medical/engineering knowledge. The influence of ICT in health 
and medicine is even more critical.  

However, only a few universities in WB region offer modules or courses that are 
related to BE. Those are usually incorporated in the traditional study programs, e.g. 
electrical engineering or mechanical engineering, without accreditation and 
qualification identification. In the field of MI there are almost no such attempts, while 
local Medical Faculties are traditionally more or less closed to the multidisciplinary 
knowledge. In contrast to the educational missing links, research activities, projects 
and scientific papers are quite evident. 

On the other hand, health industry together with telecommunication is the most 
growing in the region. Many clinical centers, public or private, companies for 
production support and services increased their need for dedicated professionals in 
BE&MI. For highly skilled graduates, dedicated education is crucial for deep 
understanding of the specific clinical needs, assisting in medical equipment and 
devices utilization and maintenance, and designing medical information systems. 
Therefore, the aim of the BioEMIS project is to transfer good EU practices in this 
field to WB and to introduce dedicated profiles of education at local universities. 
Having in mind relatively small geographic distance, common language, common 
culture, common history and compatible education systems, one of the key objectives 
is creation of compatible study programs at the most feasible levels. 

This study involves the short (comparative) overview of the current EU strategies 
for tomorrow’s bioengineers education, presented in the following section. Third 
section brings the thorough analysis of the existing BE&MI study programs at 
European universities. Basic guidelines for curriculum development in the field of MI 
are provided as well. Conclusions summarize current EU practices and reflections to 
the Western Balkan initiative. 

2 BE&MI Education and Research Strategies for 2020 – A 
Short Overview 

World Wide Web and Internet technologies brought remarkable changes in the area of 
education. Not only in the way we teach, but also in the way we communicate the 
knowledge and train on skills [9]. Generally, two decades ago, many approaches were 
not available, many research issues were not current, many technologies did not exist, 
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many nowadays “well known” achievements were not discovered yet. Accelerated 
changes in the education process come from the evident influence of ICT and Internet 
technologies. Educational paradigm shifted and fundamental scientific breakthroughs 
happened. Research and innovation priorities placed in EU developmental strategies 
[10] made a starting point and created basic environment that specified the key axes 
of BE&MI educational development, at least within the short-term framework – for 
2020. 

EU strategy for smart, sustainable and inclusive growth [10] comprehensively 
targets these reinforced priorities by strengthening the knowledge and innovation 
policy is one of the cornerstones. This policy emphasizes education, R&D and 
innovation as the main features of the set of crucial initiatives that underpin the 
strategy as a whole. The aim of the EU and the Commission is “to speed up the 
development and deployment of the technologies needed to meet the challenges 
identified (health and ageing, being one of these). The first will include: 'building the 
bio-economy by 2020', 'the key enabling technologies to shape Europe's industrial 
future' and 'technologies to allow older people to live independently and be active in 
society' “ [10]. In particular, EU insists on collaborative, emerging, enabling, and 
converging approaches immanent to inter- and multidisciplinary research areas. For 
instance, such approaches interface ICT, nanotechnologies, mathematics, physics, 
biology, chemistry, earth system sciences, medical and health sciences, material 
sciences, neuro- and cognitive sciences, social sciences or economics [12]. This is, 
obviously, in accordance to the stimulant policy of development and innovation in 
ICT sector to achieve fully operable digital society [10-12]. Having these 
(interconnected) strategic priorities and pillars set, it is clear that the area of BE&MI 
has the strategic importance for the 21st century [13].  

Such setting assumes permanent development, redesign and modification of study 
programs that provide essential and specific knowledge for future engineers and 
physicians working in inter- and multidisciplinary environments. The aim is to enable 
better understanding of the health and disease determinants oriented towards, among 
other goals, disease prevention and treatment, diagnosis improvement, effective 
screening methods, enhancement of health data usage and intensive deployment of 
ICT in healthcare practice – using Key Enabling Technologies [12], [14]. These 
highly multidisciplinary technologies involve micro- and nanotechnology, 
biotechnology, computation, advanced materials and advanced manufacturing 
systems as outcome of the synergy of life, physical, and engineering sciences. Many 
of the achievements of human endeavor, particularly in the last two decades, are the 
result of merging distinct technologies and disciplines into a unified whole. This new 
research model and a “blueprint for innovation”, which provokes and implies the new 
educational model as well, is called convergence [15].  

Just like in Europe, in the other leading regions and countries worldwide the trend 
is to treat biomedical engineering, as a separate discipline [16-17], [19], [30-33]. It is 
estimated that “biomedical engineering is the fastest growing engineering discipline 
with a projected employment growth of 72% by 2018“ [16]. However, the situation at 
higher education is not unified and still varies to the great extent. North American 
higher education area offers a broad spectrum of BE&MI study programs at all three 
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levels at the most of universities, while a number of others are hurriedly preparing for 
the degrees in this field [1-2], [6], [20-21], [28-30]. Pointing out the important role 
and significance of so-called “nano-bio-info convergence”, i.e. nanotechnology, 
biotechnology and information technology convergence for the 21st century 
advances, the policy makers point to the strategic importance of BE&MI research and 
innovation pathways.  

Developed Asian-Pacific countries promote BE&MI studies through dedicated 
study programs, usually under alliance with national biomedical engineering societies, 
respecting governmental priorities [17-19], [22-25], [28-29], [31], [45-46]. Although 
this region is the homeland of some of the most developed economies, uneven overall 
development and isolated rural locations are additional motivating factors for 
deployment of telemedicine services aimed to enhance diagnosis, therapy and 
continual medical education, in addition to the mainstream focuses. In that sense last 
decade was particularly intensive.  

The situation in the Latin America and the Caribbean is somewhat different in the 
sense that BE&MI curricula are not well defined and need more detailed plan of 
education and investments [32-35]. Studies show that key strategic targets are overall 
improvement of healthcare system and accreditation of health services and 
institutions. Thus the demand for BE&MI professionals is significantly increased 
since underlying actions and objectives, such as vital signals monitoring systems 
development, surgical micro instrumentation and minimally invasive procedures 
development, prostheses and implants development, embedded software 
development, to mention a few, are inconceivable without dedicated workforce. Latin 
American Regional Council on Biomedical Engineering (CORAL) set essential 
regional priorities, among which are fostering, promotion and encouraging of research 
work, study programs, publications and professional activities, coordination of the 
activities between (regional) universities, health institutions, industries, societies, and 
consultative services for any national or international agency in all matters related to 
Biomedical Engineering in the region [34-35]. 

Obviously, worldwide developments, promotion, and reinforcements in the field of 
BE&MI show increased pace and urge for additional engagement and efforts in all 
areas, including higher education. To underpin underlying strategic actions, in the 
global economy context, the essential decisions in the European Higher Education 
Area are already made: “European Commission has increasingly emphasized the role 
of universities in contributing to the knowledge society and economy: Europe must 
strengthen the three poles of its knowledge triangle: education, research and 
innovation. Universities are essential in all three“ [11].  

Tempus project “Studies in Bioengineering and Medical Informatics - BioEMIS” 
has the consortium of 24 partner institutions. Among the partners are 13 universities 
(4 from EU: University of Birmingham (UK), University Pierre and Maria Currie – 
Sorbonne (France), Tampere University of Technology (Finland), and University of 
Maribor (Slovenia); 4 from Serbia: Universities of Kragujevac, Belgrade, Nis, and 
University of Defense; 4 from Bosnia and Herzegovina: Universities of Banja Luka, 
East Sarajevo, Mostar, and Bihac; and one from Montenegro: University of  
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Montenegro). Another 11 partners are Ministry of education, medical chambers, 
clinical and rehabilitation centers, and medical industry companies from the Western 
Balkan region.  

3 Analysis of the Existing BE&MI Study Programs  
at European Universities 

In order to develop study programs in BE&MI at all three university levels in WB 
countries, BioEMIS Tempus project team from University of Kragujevac (Serbia) 
conducted thorough analysis of the similar study programs offer in Europe. The 
objective of the analysis is to create the foundation for harmonized future inter-
institutional cooperation, students’ and faculty staff mobility, integrated programs of 
study, training, and research [36]. During the last decade dozens of papers have been 
published on this topic. However, the most of them considered the field of BE&MI at 
national level. For instance, Proceedings of the Institution of Mechanical Engineers, 
Part H: J. Engineering in Medicine dedicated their Volume 223(4) to Biomedical 
Engineering Education [37-44], as well as IEEE Engineering in Medicine and 
Biology Magazine - Volume 26, Issue 3 [23-24], [36], [53-55], Annals of Biomedical 
Engineering - Vol. 34, No. 2 [56-65], IEEE Transactions on Biomedical Engineering 
[1-2], IEEE Reviews in Biomedical Engineering [3], IEEE Engineering in Medicine 
and Biology Society Conferences [18], [32-34], Methods of Information in Medicine 
[67-70], and many other journals, conferences, and reports [63], [66]. In addition, 
educational projects BIOMEDEA (2004) and Curricula Reformation and 
Harmonization in the field of Biomedical Engineering (Tempus - JP 144537-2008) 
brought significant advances in setting guidelines, standards and procedures for 
harmonization of education and generation of qualifications in BE&MI [26], [71], 
[51-52]. BIOMEDEA with more than 60 partners consortium aims at contributing to 
the realisation of the European Higher Education Area (EHEA) in medical and 
biological engineering and science (MBES) in the sense of biomedical and clinical 
engineering education, accreditation, training and certification, while Curricula 
Reformation and Harmonization in the field of Biomedical Engineering with 24 
partners consortium aims to create generic programs for graduate and postgraduate 
studies in biomedical engineering.  

Education systems in Western Balkan countries underwent global changes and 
improvements through Bologna Process. However, wider actions for BE&MI study 
programs development at WB universities did not take place. Therefore, BioEMIS 
conducts joint and systematic action aimed at fulfilling WB universities’, health, and 
industrial needs in this strategic field of research, knowledge and innovation. 

3.1 Criteria of the Analysis 

The main objective of the analysis is to identify core courses that define the broad 
field of BE&MI, which will be the basis for study programs development. In that 
order we analyzed different European study programs containing relevant courses. It 
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should be noted that although the mainstream in this area is to develop integrated 
BE&MI study programs, many universities still tend to offer these study programs 
within other ones, e.g. engineering study programs. This analysis is based on: 

1. Core BE & MI study programs 
2. Variety of study programs that contain BE & MI related disciplines/courses 

(a) Computational Biology 
(b) Computational Physics 
(c) Computational Chemistry 
(d) Applied Mathematics 
(e) Electrical/Electronic Engineering 
(f) Mechanical Engineering 
(g) Medicine 
(h) Dentistry 
(i) Sports Engineering / Physical Education and Sports 
(j) Computer Science / Computer Engineering 
(k) Life Sciences 
(l) <various alternative programs> 

The courses appear under different titles, depending on the focus within the broad field of 
interest. The frequency analysis is based on generic titles that reflect the core (essence) of 
the disciplines and needs. For instance, Medical Information Systems, Information 
Systems and Databases, Information Systems in Healthcare, Biomedical Information 
Systems, Information Systems in Biomedicine, and similar titles appear more or less for 
the same content.  Medical Information Systems is chosen as generic course title. The 
same approach is applied for all courses that are identified as similar in content. 

At the bachelor level, there is a set of compulsory courses of a fundamental 
importance, namely mathematics, biology, physics, chemistry, ICT, foreign (English) 
language, as well as a set of general biomedical courses, such as anatomy, physiology, 
biochemistry. These are not explicitly shown in the following diagrams and charts. 
The same holds for placement (internship), project, and final work (thesis). 

Syllabi for the same generic title differ, as well. Although naturally overlapped in 
the contents to the great extent, general classification can be made as follows: 

1. general/unified – for all entry qualifications 
2. partly general/ unified, i.e. set of compulsory courses and the set of electives 

(mainly depending on entry qualifications) 
(a) pro medical 
(b) pro dental 
(c) pro engineering 
(d) pro biological 
(e) ... 

Accordingly, BE&MI study programs may have the form of: (a) “pure” BE, (b) 
“pure” MI, and (c) BE&MI, where “pure” stands for mainly engineering or ICT 
oriented study programs, with negligible representation of counter field major 
disciplines. However, the analysis shows that even within the “pure” study programs, 
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specializations provide specific orientations, i.e. needs of students: engineer, medical 
doctor, natural scientist, mathematician, ICT engineer, etc. To fulfill essential 
requirements of BE&MI study program and enable research and innovative 
dimension, curriculum should contain variety of courses to cover necessary advances 
in mathematics, engineering and ICT, such as geometrical modeling, data bases and 
artificial intelligence in medicine, statistics, image processing, as well as advanced 
disciplines of natural sciences like biochemistry, biophysics, medical optics, 
measurements, cell biology, etc. 

3.2 Universities 

The analysis included 221 European universities, spread over 30 countries. The 
selection of the universities has been done according to the indices provided by world 
known ranking studies and portals, namely [47-50]: 

• the Academic Ranking of World Universities  
(http://www.shanghairanking.com/), and 

• Leiden Ranking (http://www.leidenranking.com/) 

Not all European universities were analyzed for study programs containing BE&MI 
related courses. The main lead in universities selection is based on Leiden Ranking 
list of European universities [48], due to their indicators, but the Shanghai list [47] 
and search results of portals [49-50] were used for additional selection. Note that 
Leiden Ranking list contains 214 universities (ranking 2013), where not all of them 
offer BE&MI related study programs. The results include 94 Leiden ranked 
universities. The distribution of analyzed universities is shown in Figure 1. 

 

Fig. 1. Distribution of analyzed European universities 
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3.3 Biomedical Technology 

Overall analysis tends to comprehend broad field of BE&MI from different aspects, 
respecting basic definitions of the constituent subfields. In its widest meaning the 
field BE&MI stems from the global field of Biomedical Technology (Fig.2). It should 
be noted that in some publications Biomedical Technology and Bioengineering are 
used interchangeably, lacking, in general, establishment of clear boundaries.  

 

Fig. 2. Global field of Biomedical Technology 

Three major subfields are bioengineering, biotechnology, and bioinformatics. All 
three span almost over complete biomedical and health issues of living organisms, 
including humans, animals, flora, and environment. Fundamental principles, 
approaches, methodologies, and technology are interlaced and converging in 
numerous distinct application domains.  

Bioengineering is broader discipline than often interchanging concept of 
Biomedical engineering. According to the definitions given in Encyclopedia of 
Agricultural, Food, and Biological Engineering [27], National Institutes of Health 
[75], and Internet [73-74], Bioengineering or Biological Engineering (including 
biological systems engineering) is the application of concepts and methods of biology 
(and secondarily of physics, chemistry, mathematics, and computer science) to solve 
real-world problems related to the life sciences and/or the application thereof, using 
engineering’s own analytical and synthetic methodologies and also its traditional 
sensitivity to the cost and practicality of the solution(s) arrived at. Or, Bioengineering 
is the application of experimental and analytical techniques based on the engineering 
sciences to the development of biologics, materials, devices, implants, processes and 
systems that advance biology and medicine and improve medical practice and health 
care. On the other side, Biomedical engineering is a discipline that advances 
knowledge in engineering, biology and medicine, and improves human health through 
cross-disciplinary activities that integrate the engineering sciences with the 
biomedical sciences and clinical practice. It includes: (a) the acquisition of new 
knowledge and understanding of living systems through the innovative and 
substantive application of experimental and analytical techniques based on the 
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engineering sciences, and (b) the development of new devices, algorithms, processes 
and systems that advance biology and medicine and improve medical practice and 
health care delivery [72], [74]. Casual distinction could be made in the terms that 
bioengineering is oriented towards health and diseases issues of all living organisms, 
while biomedical engineering focuses more towards corresponding issues of the 
humans. 

Biotechnology is a vast field of science, and hence difficult to concisely define. 
Nevertheless, for the purpose of this review definition presented in Merriam-
Webster's Medical Dictionary [76] reflects the complexity of the field concerned with 
medicine, health, environment, and agriculture: Biotechnology is the body of 
knowledge related to the use of organisms, cells or cell-derived constituents for the 
purpose of developing products which are technically, scientifically and clinically 
useful; alteration of biologic function at the molecular level (i.e., genetic engineering) 
is a central focus. It is further divided into three main parts: (a) green biotechnology – 
agricultural processes, (b) red biotechnology – related to the health care processes, 
and (c) white biotechnology – related to the industrial and environmental processes 
[77]. 

Bioinformatics in its narrow, original and straight forward sense is focused on 
creating and analyzing datasets of macromolecular structures, genome sequences, and 
the functional genomics, which combines elements of biology and computer science. 
Accordingly, (molecular) bioinformatics is defined as “conceptualizing biology in 
terms of molecules (in the sense of Physical Chemistry) and applying “informatics 
techniques” (derived from disciplines such as applied maths, computer science and 
statistics) to understand and organize the information associated with these molecules, 
on a large scale. In short, bioinformatics is a management information system for 
molecular biology and has many practical applications” [78]. In addition, 
bioinformatics, although distinctive and independent discipline, is quite often 
accepted in much broader sense of Biomedical Informatics or Medical (Health) 
Informatics, which in turn is also considered as different and independent discipline. 
Following the National Institutes of Health definition, bioinformatics focuses on 
“research, development, or application of computational tools and approaches for 
expanding the use of biological, medical, behavioral or health data, including those to 
acquire, store, organize, archive, analyze, or visualize such data” [79]. That is, “the 
field that concerns itself with the cognitive, information processing, and 
communication tasks of medical practice, education, and research, including the 
information science and the technology to support these tasks..., and deals with 
biomedical information, data and knowledge – their storage, retrieval and optimal use 
for problem solving and decision making” [80]. 

All these definitions clearly emphasize fundamentals rooted in science, i.e. 
biology, chemistry, physics, mathematics, as well as engineering and ubiquitous ICT. 
Understanding BE&MI as the converging synthesis of medicine and life sciences, 
engineering, and technology (Fig.3) directs curriculum development towards balanced 
mixture of courses that will support integration of converging and enabling disciplines 
to meet the aforementioned challenges of education, research, and innovation. 
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Fig. 3. Synthesis of Medicine and Life Sciences, Engineering, and Technology 

EU and other European universities have the rich experience, good practice and yet 
evolving approaches in educating professionals of BE&MI. The following generic 
sets of courses at bachelor and master levels present state of the art in BE&MI study 
programs offer, with an emphasis on curriculum of Medical Informatics. 

3.4 Curriculum in Medical (Health) Informatics 

As previously mentioned, the synthesis of engineering, medical, and biological 
systems generates different forms of curricula, depending on the major field of 
interest and application. Rough classification into general BE&MI, “pure” BE, and 
“pure” MI classes is merely conditional. However, the analysis shows that “pure” MI 
study programs are significantly present at European universities, although less than 
general BE&MI and “pure” BE study programs. The following analysis is based on 
the generic titles of the courses, due to huge variety of alternatives. Compulsory 
fundamental science, humanities, and literacy courses are not explicitly shown. 

“Pure” MI study programs offer relatively small selection of courses. The main 
reason is the nature of ICT disciplines and overall involvement in the field of 
biomedical science, although significance and intensity are more than obvious. At the 
bachelor level there are only 6 generic courses directly oriented towards biomedical 
applications, namely (Fig.4) [81]: 

1. Health Services Management and Policy 
2. Introduction to Bioinformatics 
3. Health Information Systems 
4. Medical Data Bases / EHR 
5. Data Structures and Algorithms 
6. Introduction to Scientific/Biomedical Programming. 
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These core generic courses are almost evenly distributed among European MI 
curricula, making them the essential for the MI professionals. Common three years 
bachelor level curricula provide just the basics for future professionals aiming at 
working in an interdisciplinary environment. Such education prepares the ITC 
professionals in two ways: to directly engage with public health and hospital/clinical 
information services, and to proceed to the next levels of education. 

 

Fig. 4. Distribution of MI bachelor courses at European universities 

The set of generic MI courses at master level covers advanced knowledge 
innovative disciplines. There are 14 courses in total (Fig.5): 

1. Bioinformatics 
2. Geometrical Modeling (in Medicine) 
3. Navigation and Robotic Systems in Medicine / Computer Aided Medical 

Procedures / Computer Assisted Surgery;  
4. Biomedical Statistics 
5. Biomedical Data Analysis and Processing 
6. Medical Information Systems 
7. Computer Graphics (in Medicine) 
8. Artificial Intelligence in Medicine 
9. Computer Aided Diagnosis 

10. E-learning in Medicine 
11. Programming in the Biomedical Engineering 
12. Augmented Reality in Medicine 
13. Telemedicine 
14. E-health. 

One should note that 0% frequency for E-health and Telemedicine courses means 
actually “less than 1%”. These courses are taught as separates disciplines at some 
universities. Same courses are quite often included as topics within more common 
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courses like Medical Information Systems and Computer Aided Diagnosis for the 
former two, and Geometrical Modeling (in Medicine), Navigation and Robotic 
Systems in Medicine / Computer Aided Medical Procedures / Computer Assisted 
Surgery, Computer Aided Diagnosis for the latter. 

 

Fig. 5. Distribution of MI master courses at European universities 

Larger diversity of courses offered at master level implies not only the need for 
more advanced knowledge and specialization, but also preparation for further research 
work at doctoral level. This offer is the reflection of the main axes of development 
within key European strategies of research and innovation.  

International Standard Classification of Occupations [82] classifies biomedical 
engineers in the professionals’ Unit Group 2149: Engineering Professionals not 
elsewhere classified. On the other side, explicit classification for medical (health) ICT 
specialists does not exist. This implies that they are generally classified in 
professional’s Sub-major Group 25: Information and Communications Technology 
Professionals, and consequently in Unit Group 25x9: <Information and 
Communications Technology Professionals> not elsewhere classified. However, 
market analyses reports that job opportunities for MI professionals show an 
unprecedented demand in the last few years [83]. Availability and utilization of ICT 
products forced, especially during last decade, public health and clinical workforce to 
change the way they acquire, store, retrieve, and use medical and health data and 
information. Proper support of specialized ICT professionals and clinical engineers 
become the inevitable for coping with expectations and overall progress. 
Unfortunately, in the WB countries there are no specific regulation and legislative in 
the area of BE&MI. Tempus project BioEMIS tends to create the links at the 
educational and professional level. 
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4 Conclusions 

Higher education systems in Western Balkan countries underwent thorough changes 
and improvements through Bologna Process.  However, the field of BE&MI that is 
recognized as the one of the most prominent in the decade to come demonstrates 
insufficient engagement. Tempus project “Studies in Bioengineering and Medical 
Informatics - BioEMIS” aims at introducing BE&MI study programs at all three 
university levels in three countries. So far, the only university at the Western Balkan 
that offer accredited study program in biomedical engineering is University of 
Belgrade. Some teaching and mostly research activities and the results in the field of 
BE&MI are quite evident at most of the universities. Therefore, the leading 
universities at WB region joined at systematic action of development a set of 
dedicated bachelor, master, doctoral, and specialization study programs.  

Analysis of study programs offered at 221 European universities yielded basic 
guidelines for study programs development at the different levels. Those guidelines, 
as well as standards and recommendations, are used at WB universities to transfer of 
“know-how” from EU and other European universities. Following the regional needs 
in this field and respecting the principle of complementarity, we created targeted  
plan that is ambitious, but realistic and achievable. We will introduce 4 PhD  
programs and modernize one in BE&MI (3 years, 180ECTS), introduce 5 M.Sc. 
programs and modernize one (2 years, 60ECTS), and introduce 3 specializations (1 
year, 30ECTS). 

Proposed systematic action at WB universities in the full alignment with the key 
strategic priorities and underpinning developmental pillars. Bioengineering problems 
(including medical) are among the most important that engineers will be solving in 
the future. The overall benefits are not only for the universities and the students, but 
for the WB community in general. 
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Abstract. Continuous improvement of the learning environment and 
pedagogical methodology are tasks that every educational program has to 
endure. This study explores integration of computer games in the primary 
educational program, their proper alignment with the learning curriculum, while 
creating powerful learning environment which increases student’s effectiveness 
and motivation to learn. The research methodology follows user-oriented 
approach while evaluating different variables in a computer game enhanced 
class, which impact the overall students’ Quality of Experience (QoE). A case 
study is conducted with a traditional and non-traditional class in several primary 
schools in Macedonia, students’ feedback is collected through surveys and the 
data set is analyzed according to the proposed methodology. Path analyses 
model is presented illustrating the relationships among several relevant 
variables in the class with a computer game and their connection to the 
students’ QoE. 

Keywords: Computer Game, Primary Education, QoE, Learning, Evaluation, 
Path Analyses Model. 

1 Introduction 

The rapid development of the emerging technologies in the recent years has increased 
their implementation in different areas of modern society. Information and 
Communication Technology (ICT) provides resources and different tools, which 
extend opportunities for creation, management and distribution of information among 
involved parties. Therefore ICT may highly contribute in the field of education, where 
communication of knowledge and information is extremely relevant, while creating a 
powerful learning environment which can improve students’ learning experience and 
enhance teaching methods. These new technologies can provide benefits for teachers 
to increase effectiveness and flexibility, support easier planning and lessons 
preparation, while adapting the learning content to new ideas. On the other hand, 
students‘ motivation can be increased while learning in a technology-enhanced setting 
and student-centered environment, compared to the traditional classroom. 
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Still, there are different aspects which are significant while designing and planning 
technology-enhanced learning systems. Some of the instructional design issues related 
to learning goals, like authentic vs. abstract problem solving [2], can influence the 
final success of the learning process. Furthermore, the real implementation of the 
technology in the education demands changes in teaching style, changes in learning 
approaches and access to information [3]. 

In this study, we explore the utilization of the information technology in primary 
education, by introducing traditional children games into the learning program, thus 
enhancing the learning curriculum. These games are implemented through different 
technological tools, making an interactive learning experience for the young 
population in their classroom activities. Through the research, we try to distinct the 
relevant factors which influence the positive students’ experience and provide 
relationship among different variables while the game-based learning is introduced in 
the primary school education. We have evaluated this learning approach in primary 
schools in cities and villages, so we can provide relevant information when the 
technology is used in different environments, with students having different 
experience with the latest technology. In this study, we follow user-oriented approach, 
while exploring social element and students’ subjective expectations, in terms of 
Quality of Experience (QoE) [4]. In the recent years QoE [1], [7] has emerged as a 
full scale evaluation of the technological implementations in terms of end-user 
expectations, so we believe the provided results can give relevant information for 
future development and successful integration of technology into the learning process. 

This paper is organized as follows: section 2 provides related work and the novelty 
of our approach, research methodology is presented in section 3, section 4 
demonstrates a case study on this topic, section 5 provides actual results and analyses, 
while section 6 concludes the paper. 

2 Related Work 

The educational process should be constantly improved to reach higher level of 
students’ perceived knowledge according to their potential. Therefore different 
approaches, methodologies and teaching practices must be adopted and put into 
practice so positive results can be achieved at the end.  The ICT offers different 
perspective, but some studies [5], [8], [11] already show that teachers are not 
integrating technology sufficiently as a teaching/learning tool. Teachers are generally 
very professional and are committed to provide quality education to their pupils, but 
these studies show several problems which usually occur when new technologies and 
changes have to be introduced in the educational process. 

The computer simulated games and learning have increased their mutual 
connection in the recent years. Different games were developed to provide 
instructional, problem solving challenges and testing of specific skills. Graphical 
representation, models and modeling are very helpful to learning [6], because they 
allow certain aspects of students’ experience to be incorporated in the problem 
solving, making the abstract problem more concrete and understandable to the 
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students. Games posses interesting graphical representation and are usually built on 
certain models, which makes them appropriate for the learning process. Still, even 
though certain skills, such as problem solving ability increase within a game, the real 
challenge comes when these skills and learned content have to be used outside of the 
gaming environment [9]. Different studies [9], [10] have shown modest to low 
evidence, when gamed learning skills or content are transferred outside of the digital 
environment. 

Our study researches implementation of specific technology enhanced games in the 
certain primary education schools in Macedonia, while evaluating different variables 
which can influence higher level of positive students’ QoE and increase Quality of 
Learning (QoL). The novelty of our approach is that specific games are selected, 
which children, their parents or grandparents played without the use of technology, 
enhanced through proper ICT implementation and adopted accordingly in the 
everyday learning process. The research was conducted in several primary schools in 
different cities and villages in Macedonia. Teachers in these schools found proper 
way to embrace the new technology and enhance the standard state primary school 
curriculum with computer games, properly chosen for the specific content.  

We believe that the idea of learning through games can improve the learning 
process, if the computer games are developed to incorporate adequate pedagogical 
components, based on didactic principals as highly organized and properly guided 
pupils’ activities. We follow this idea in this study, while trying to present research 
finding that support it. The learned skills and content through such learning activities 
can be successfully transferred outside of the gaming environment, with increased 
students’ motivation and QoE.    

3 Integrating Computer Games in Primary Education  

The simulations and digital games may deeply contribute in creation of a powerful 
learning environment in numerous ways. Traditional classroom education, without the 
utilization of the technology is no longer considered as adequate preparation for 
future development and successful life in general. Having in mind future challenges 
we have to analyze different approaches, priorities, obstacles and strategies for 
integration of computer games into the everyday learning process of primary school 
children and their teachers.  

Our study tries to tackle these issues and provide positive example where digital 
games can be incorporated in the primary school educational program. During the 
process of planning, organizing and even programming of the games, we focused on 
proper connection of theory and practice, adaptation of the games according to 
students capabilities, their school activates, emotional interest and relation to their 
everyday life routine. Our efforts were especially aligned towards the goals and 
principles of the educational component of each involved school subject, in respect to 
the state educational program in Macedonia. 

This approach which integrates the computer games in the learning environment 
offers exclusive possibility to transfer the learning process into maximum mental and 
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physical activity of each student, while the learned skills and content through the 
games can be successful transferred outside of the digital environment. The traditional 
classroom learning offers little physical activities and interaction among students. 
These lessons tend to be static and monotones, which decrease students’ focus on the 
subject’s content and motivation to learn.  

We have basically chosen to use games which can be adapted to incorporated 
technological advantages into the pedagogical practice and provide optimal 
involvement of the student, which can be mentally and physical challenging.  

Besides focusing on proper pedagogical planning and implementation of the games 
in the school classes, this study also follows user-oriented approach while 
determining the relevant factors which influence the positive level of students’ 
experience (QoE) during these innovative changes, comparing them to the traditional 
classroom education on the same subject with similar content. 

During the study we have identified several primary education schools in different 
cities and villages in Macedonia. These schools have the capabilities to transition, 
from the traditional priorities and conventional learning goals, into an approach that 
changes the way of teaching, while engaging teachers to use digital games and fulfill 
the schools’ highest ambitions for their students. They worked on similar school 
subject, while performing one activity enhanced with a computer game and similar 
activity with the traditional teaching method. The students involved in these activities 
were from 10 to 12 years of age, which mostly use computers and technology 
regularly in their everyday life for different purposes.  

A survey was developed, which was distributed to students after class, both 
traditional and with computer games, to gather students’ subjective opinion on 
different subjects. They were able to grade different questions on a scale from 1 to 5, 
where 1 is strongly disagree and 5 is strongly agree on each question. The surveys 
were conducted on-line after class, while the responses from different schools were 
collected in a central database for further analyses and results. 

As a result of the students’ responses we have identified several variables which 
illustrate their opinion regarding the traditional and non- traditional class. These 
variables are: simplified way of learning during the class, motivation to learn, 
effectiveness and quicker learning and students’ QoE during the lecture. The feedback 
regarding these variables can show how they are connected among each other and 
results can be compared for differences in the traditional and computer game 
enhanced class.  

Furthermore, in our study these observed variables regarding classes with 
computer games are used to construct a path analysis model, while exploring 
relationships between them, analyze regression weights and define how students’ QoE 
is predicted as a combination of the other observed variables. These statistical 
analyses were conducted using Statistical Package for Social Sciences (SPSS) and 
Analysis of Moment Structures (AMOS) software. The quantitative numbers retrieved 
from the surveys' database can show the proper model fitting and testing of our path 
analysis model and explore different hypotheses, which are:  

• Hypothesis 1: The simplified way of learning through computer games influences 
students’ motivation to learn and increases effectiveness for quicker learning; 
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• Hypothesis 2: The motivation to learn during the class enhanced with computer 
games increases the level of positive students’ QoE during the class; 

• Hypothesis 3: The effectiveness and simplified way of learning also influence 
students’ QoE from the non-traditional class. 

We were also able to analyze if the computer games provided higher level of 
perceived knowledge, through quick evaluations at the end of each class and compare 
it in both environments.  

In this article, we present a case study on a specific subject and content, which 
gives us possibility to test our methodology and proposed path analyses model, 
provide preliminary results on the relations among observed variables and 
justification of the proposed hypotheses.  

4 Case Study: Game Zavor in a Primary Education Class 

Following the methodology of this research study, we have organized a case study 
while incorporating a specific computer game, for a specific subject in several 
primary education schools in Macedonia. The schools that participated in this case 
study were in the capital city and two villages, more precisely OU "Ss. Cyril and 
Methodius" in Skopje, OU "Mancu Matak" in the village Krivogastani, Prilep and OU 
"Petar Pop Arsov" in the village Bogomila. The total number of evaluated students 
was 114, which included children at age 11-12, 46% male and 54% female.  92.1 % 
of these children use computers on daily basis, 7.02 % use computers two-three times 
a week, while only 0.88 % never used computers. Therefore, even though these 
participants live in different environments, this sample of students can be considered 
highly familiar with technology, representing the global situation in primary schools 
in Macedonia.  

For the purpose of this case study we have chosen mathematics as a subject for 
evaluation. The content included lessons on the study of the metric system. During 
this part of the educational curriculum on this subject, students have to learn how to 
convert standard units of length, weight, volume, and temperature in the metric 
system. 

We have chosen to use traditional class while teaching students weight metric 
conversion (kilograms, grams etc.) and a class with computer game for the length 
metric conversion (meters, centimeters, millimeters etc.). A traditional game named 
Zavor, in which participants throw a ball into a distance, measuring each participant’s 
score for the length of the covered distance, was chosen for class for length metric 
conversion. Special game program according to traditional game was developed for 
Microsoft Kinetic, which is a motion sensing input device by Microsoft for the Xbox 
360 video game console, present at all involved primary schools. With this computer 
game, students could play Zavor, by throwing a virtual ball into the distance, while 
the length of the covered distance is displayed on the screen in different metric, first 
in meters, centimeters etc. This game was properly aligned to the curriculum, while 
students were involved in mental and physical activity. During the computer game 
based class all of the students were completely involved, learning the metric 
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conversion content, which can be totally abstract to children at that age, in an 
innovative and motivating environment.  

Figure 1. illustrates one of the classes where Zavor was played with the Microsoft 
game console. 

 

Fig. 1. Game Zavor played during a metric conversion class 

The first student’s impression after the class was their positive experience because 
new technology and physical activities were involved. Still deeper analyses regarding 
the learning benefits and the factors for possible increased level of students’ QoE 
have to be conducted. Following our methodology, we have conducted the necessary 
surveys after the traditional and non-traditional classes in the involved primary 
schools and gathered students’ evaluations data on previously described variables.  
Table 1 shows the variables and their connection to the surveys’ questionnaire. 

Table 1. Input variables from the students’ responses   

Variable Name Description in the questionnaire 

Simple Students’ think the learning is more simplified this way  
Motivation Students’ were motivated to learning thought this approach 
Quick  Students believe they can learn quicker and more effectively this way  
QoE Student’s overall experience from the class 

 
The gathered results on all of the variables were compared among the traditional 

and non-traditional class. Both types of classes were on the same subject and content, 
so we could provide relevant quantitative analysis and comparative numbers for the 
different learning methodologies. These results can point out if the computer based 
class provided better learning experience to the students and does this unique 
approach really makes a difference in the primary education.   
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Furthermore, the variables listed in Table 1 were subjected as observed input 
variables in our path analysis model, so we can elaborate the relationships and 
regression weights among them, test our hypotheses, while defining how students’ 
QoE is predicted in the non-traditional learning environment.  

5 Analysis and Results 

It is globally accepted that education quality may improve through the promotion of 
technology integration. Still the technology use in classrooms does not necessary 
means that it is properly aligned to learning curriculum and teacher’s believes as one 
of the factors for technology integration [12]. Our research study explores the idea of 
incorporating proper computer games into the primary education classes, while 
evaluating the students’ experience. But this research also tries to generate 
constructive practices and positive examples where teachers play important role in 
proper technology integration which should improve the educational quality. The case 
study was performed according to our methodology and the obtained results are 
analyzed in the effort to support our claims.  

The students’ feedback from the questionnaires was analyzed and results are 
compared among the same children who attended the traditional class and the class 
where the game Zavor was utilized. While participating in both types of classes, on 
the same subject, these students could express their subjective experience, which 
gives relevant information for comparison purposes.  

While evaluating the statistical data from the students’ responses we can draw 
immediate conclusion if the introduction of the computer games provided positive 
change in the learning environment and higher level of students’ Qoe. 

The summary of the students’ responses regarding the researched variables and 
their reliabilities during the traditional class is represented in Table 2.  

Table 2. Statistical information regarding the variables and their reliabilities for the traditional 
class (n = 114) 

Variable Name Min / Max Mean Standard  
Deviation 

Skewness Kurtosis 

Simple 1 / 5 3.25 1.443 -0.425 -1.155 
Motivation 1 / 5 3.25 1.277 -0.289 -0.815 
Quick  1 / 5 3.5 1.311 -0.455 -0.938 
QoE 1 / 5 3.38 1.376 -0.409 -1.083 

 
Students’ responses covered all possible grades from 1 to 5 on different variables, 

but generally these responses were constructive with low standard deviation. From the 
statistical point of view, to evaluate the normality of the surveys’ data, we need to 
look at the skewness and kurtosis, having in mind that absolute values of skew > 3.0 
are described as “extremely” skewed and kurtosis absolute values > 8.0 suggest a 
problem [13]. Therefore the surveys’ data presented in Table 2 provides relevant 
information from the traditional class. 
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Table 3 lists the statistical information regarding variables during the class with the 
game Zavor and the necessary parameters for the normality of the data.  

Table 3. Statistical information regarding the variables and their reliabilities for the class which 
included the game Zavor (n = 114) 

Variable Name Min / Max Mean Standard  
Deviation 

Skewness Kurtosis 

Simple 2 / 5 4.46 0.824 -1.488 1.480 
Motivation 2 / 5 4.30 0.849 -1.034 0.286 
Quick  1 / 5 4.39 0.862 -1.442 2.182 
QoE 2 / 5 4.40 0.849 -1.669 3.182 

 
The results show significantly higher students’ grades on all observed variables 

when the computer game was introduced in the learning environment. The lower 
values for standard deviation in Table 3 represents lower errors from the mean scores 
and the skewness and kurtosis values indicate that surveys’ data from this approach is 
relevant too.  

The hypothesized model was also subjected to the students’ responses and tested to 
see how closely the model matches the data. Figure 2 illustrates the proposed path 
analysis model with relationships and regression weights among the observed 
variables for the non-traditional class. 

 

Fig. 2. Path analysis model with regression weights among observed variables 
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The produced values for the necessary indicators: CMIN/DF = 0.002 (relative chi-
square where smaller values are preferable [14]); CMIN = 0.002; GFI = 1.00 
(Goodness of Fit Index which should exceed 0.9 for good model [15]); RMSEA = 
0.00 (Root Mean Square Error of Approximation where smaller values below 0.08 are 
preferable [16]); indicate proper model fit and alignment between the hypothesized 
model and the collected data. The path between Simple and QoE reported p<0.05, 
while the rest of them reported p<0.001 which means that all of them are significant 
(paths with values for p>0.05 are usually considered not relevant). 

The results show close connection among Simple and Motivation (0.77) and 
Simple and Quick (0.68), which fully supports Hypothesis 1. The variable QoE is 
significantly predicted by Motivation (0.40), which leads to conclusion that the 
students’ motivation for learning during the class with included computer game 
mostly influences positive students’ QoE (Hypothesis 2). Furthermore, QoE is also 
predicted by Quick (0.33) and Simple (0.12) (Hypothesis 3). Even though the 
regression weight between Simple and QoE is low, the model reports high indirect 
connection among these variables (0.55), due to the connection between Simple and 
Quick/Motivation.  

From the pedagogical point of view, the students showed better understanding of 
the content during the non-traditional class. This was evident through the quick 
evaluation of perceived knowledge at the end of each class, while the game-based 
class produced better results. Even more, the practical presentations of the material 
through the game, enabled students to deeper understand the abstract content and use 
it outside of the learning environment. 

The study’s analyses and results provide actual information about the students’ 
subjective factors, which have to been taken in consideration for the improvement of 
the learning process and suggest incorporation of this new and innovative idea in the 
primary education practice. 

6 Conclusion 

In this paper we have presented a novel approach for integrating computer games in 
the primary educational program. Following the user-oriented approach we focus on 
positive students’ experience, a key driver of technology acceptance, adoption and 
usage behavior. The results of the performed case study support our methodology and 
provide relevant information for successful implementation of computer games in the 
learning process, for increased students’ motivation and QoE. 

 In our future work, we will continue to use the proposed methodology while 
enlarging the scope of work in different directions. We will evaluate benefits and 
students’ experience when computer games are introduced in primary educational 
classes with subject like language, arts, science and mathematics, provide 
comparative analyses and test for the model behavior. Following the technology 
oriented approach, our future work will include involvement of distance education 
tools like videoconferencing and streaming media, integrated with properly selected 
computer games.  
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Abstract. A successful distance educational system has to provide certain 
commonly accepted educational objectives in order to assure its high 
acceptability and successful implementation. One of the main objectives of any 
distance educational system is to bring the educational material and its 
presentation closer to the individual student's needs thus delivering high Quality 
of Experience (QoE). The overall QoE is a subjective perception impacted by 
factors from objective technical nature and subjective nature. In this paper we 
propose few educational scenarios that enable dynamical presentation of 
educational services and content delivery to the students depending on their 
personal affinities. Students can choose the preferred media presentation and 
after completion of the course an evaluation and comparison of the student’s 
performances on the different educational scenarios is made. The aim of the 
study is to explore the impact of the Quality of Experience (QoE) on the 
performance and thus the overall Quality of Learning (QoL) of students. For 
comparative analysis of the educational scenarios, t-test statistic is proposed. In 
addition, we propose a neuro fuzzy inference system for QoE evaluation, 
utilizing an ANFIS controller to compare and predict the expected QoE based 
on the input parameters affecting the QoE. The model should provide an aid to 
design of educational courses and media presentation in a way that aims toward 
student satisfaction and educational benefits for the current and future users of 
distance educational systems. This paper is focused on the description of the 
proposed QoE aware educational system, leaving the discussion of the 
experimental results for future work. 

Keywords: distance education, quality of experience, quality of learning. 

1 Introduction 

In the present world of web-based educational media, building a successful distance 
educational system (DES) faces many challenges from both technological and 
pedagogical aspect. The approach these challenges are met can lead to a successful 
acceptance and appliance of the DES. The overall acceptability of the system can be 
measured with the quality of experience factor (QoE) that is a subjective measure as 
perceived by the end users of the system [7]. 
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The interactive educational environment used in our research aims towards 
provision of the following educational objectives for the users of distance educational 
information systems [14], [12]: 

• providing appropriate and high quality educational content 
• delivery of learning quality (QoL) trough optimization of the subjective Quality of 

Experience (QoE) and objective Quality of Service (QoS) paradigms.  
• identification and classification of the user preferences using user modeling 
• delivery of dynamic services and presentation of the educational content according 

to the identified preferences for optimal QoE 
• prediction of the future user behavior through development of intelligent neuro 

fuzzy algorithms 
• dynamical measurement of student’s knowledge and adapting content delivery to 

user learning and other higher-level needs 

Our distance educational system uses the Moodle interactive interface for 
management of the student-content and teacher-content interaction. It provides 
appropriate access and presentation of the educational services for both students and 
lecturers. The lecturers create the learning environment for each subject, and the 
students are able to access the environment for every subject they are enrolled. In 
order to meet the objectives of user’s classification and future behavior prediction, 
appropriate user models are being developed. A user model is considered as a set of 
information structures designed to represent the following elements [3]:  

• representation of assumptions about the knowledge, goals, plans preferences, tasks  
and/or abilities about one or more types of users  

• representation of relevant common characteristics of users pertaining to specific 
user subgroups (stereotypes) 

• classification of a user in one or more of these subgroups 
• recording of user behavior 
• formation of assumptions about the user based on the interaction history; and/or  
• generalization of the interaction histories of many users into stereotypes 

The main goal of this paper is to present a user model of a DES that provides a 
learning environment offering appropriate educational context for different 
stereotypes of students, aiming towards optimization of the quality of experience and 
learning results. The experimental data is to be employed as an input in a neuro fuzzy 
system for QoE assessment and prediction and the results will be used to offer the 
most suitable educational scenarios for the current and further students depending on 
the preferences of the stereotype they are classified in.  

The scope of this paper is to give a theoretical presentation of a model of QoE 
aware DES and development of the idea of personalization of the environment 
through different educational scenarios. The experimental results are not in the focus 
of this paper, and will be detailed in the further work. 

Second section of the paper gives an overview of the related work. Third section 
describes the offered educational scenarios and deals with few pedagogical aspects 
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that will arise from the results. The fourth section describes the proposed ANFIS 
system for QoE evaluation. The fifth section proposes a metric for assessment and 
interpretation of the obtained results from the educational scenarios. The last section 
concludes the paper. 

2 Background  

Distance education as concept emerged from the primal idea of giving the adult 
students an opportunity to continue their education, evolving to concept of modern 
learner-centered educational systems utilized and integrated into mainstream 
education. The growing trend of distance learning enrollments and on line services 
offered by universities is evident in yearly reports by institutions analyzing the DE 
trends and development [2]. 

The factors influencing the educational gains in distance educational systems 
researched in [11] are: quality of instruction and learning, cost of attendance, the 
needs of a typical DE student, student satisfaction from the DE and factors affecting 
the instructional efficacy [11].  

The ability of the DE system to adapt to the learning preferences of every 
individual student, leads to improved experience with it. The level of acceptance of 
the educational system for the majority of the students impacts the overall success of 
the educational system. The acceptance of the DE systems should be lifted to a level 
of "educational appliance" [14]. The educational gains from this approach are 
measured with appropriate metric and compared to traditional classroom teaching 
concept in order to evaluate the results and determine the directions for further 
improvement and development of the distance educational systems [1].  

The impact of the media presentation on the acceptance of the e-learning 
technology is given in [8]. Authors explored three different media types i.e. text, 
streamed audio and streamed video. The perceived usefulness and the user’s attitude 
were used to predict the intention to use the system. The effect of the media on the 
student’s satisfaction and engagement is given in [4]. The authors conclude that the 
asynchronous rich media presentations increase the student’s satisfaction with the on-
line courses. 

The adaptation of the service performance on variable network conditions in order 
to satisfy the user’s Quality of Experience is explored in [6]. The authors propose an 
ANFIS based neuro-fuzzy model using a combination of application and physical 
layer parameters to predict the delivered video quality to the users. A methodology 
for quantification of the correlation between QoS and QoE is given in [15]. 

In our work we are exploring the connection of the objective and subjective 
parameters influencing the individual student's QoE. Specifically, we are exploring 
few educational scenarios that offer adaptive presentation of the educational material 
in order to bring the content and educational environment closer to the user's 
expectations and thus obtain maximum QoE. The proposed neuro-fuzzy model should 
give an estimation of the QoE based on the given inputs, providing an aid to content 
presentation and adaptation for current and further users of the DE system. 
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3 Educational Scenarios of QoE Aware DE System 

In our educational research approach, we propose a user model that classifies the 
students into few stereotypes based on assumptions about their learning preferences 
and evaluates the results from the final exams that would approve or reject the given 
assumptions.  

For the purposes of this research, we conduct few experimental courses with two 
groups of students. The educational content of each course can be presented as: 

1. off line document content; the lecturer creates a learning environment in which 
provides educational content in form of documents, presentations, url links, etc. 
Student is able to access the environment and learn at his own step and schedule. 

2. off line video content; the lecturer records himself teaching the lecture, and 
uploads the video to a location accessible for students. Again the student is able to 
learn at his own step and schedule. 

3. on line video conferencing; The lecture is scheduled at exact time and the 
participants are expected to enroll for the class. After the lecture, the participants 
are given a chance to interact with the lecturer and among themselves. Each 
student has to follow the predefined schedule for the class. 

The learning sessions are conducted with two different groups of students (A and B) 
and two different courses (C1 and C2). Our goal is to experiment with the 
presentation of the educational content, the lecturing scenarios and to compare the 
results after the completion of the course. 

The following four lecturing scenarios are proposed: 

Course C1: 

1. The group of students A, are asked to choose their preferred presentation of the 
educational content from the given choices. Following the students choice, they are 
divided into three stereotypes and to each stereotype the lectures are presented 
according to the preferred choice. 

2. To the second group of students B, the educational content of each lecture is 
presented according to the lecturer’s choice. The lecturer chooses one of the three 
options to present each lecture, without consulting the student’s preferences. Every 
student enrolled for the course, follows the lesson according to the lecturers choice.  

Course C2: 

3. For the C2 course the students from the other group B can choose their preferred 
presentation of the educational content 

4. The lecturer chooses the content presentation for the group A. 

At the end of the courses C1 and C2, questionnaires are given to each participant to 
provide in the subjective estimation of the QoE as perceived by each student. 
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Fig. 1. Educational scenarios in interactive educational environment 

The student’s performances are examined upon completion of the courses and 
comparison of the results from each scenario is made. These comparisons should be 
able to provide conclusions on pedagogical issues regarding the correlation of the 
student’s performance to the educational scenario, the relation between QoE and QoL, 
the comparative performance between on-line and off-line educational scenarios, the 
preferred media presentation etc. 

In addition results will be employed in a neuro-fuzzy inference system for QoE 
evaluation. The inference system utilizes ANFIS (Adaptive Neuro Fuzzy Inference 
System) hybrid system described by R.Jang [5], for mathematical representation of 
the student’s behavior in the distance educational environment. ANFIS integrates the 
ability of neural networks to learn from sample data with fuzzy logic techniques for 
human behavior representation.  

4 The ANFIS Based Approach for QoE Assessment 

4.1 Input and Output Variables 

To evaluate the students QoE we consider both subjective and objective variables that 
influence the overall student’s experience [6]:   

1. Educational content type. The values for this variable are taken from the term set 
of educational content presentations types: {1=off line document content, 2=off 
line video content, 3=on line video conferencing }  

2. Media technical quality. The values for the second variable are obtained as a 
composite value from few technical aspects typical for each of the three media 
content types. When the content type is off line document we assume a constant 
value for the technical quality variable. 
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When the content type is either off line video content or on line video 
conference, the media quality is evaluated as a composite value from the visual 
quality (VQ), audio quality (AQ) and audio delay (AD).  

The visual and audio quality is measured with the Mean Opinion Score (MOS). 
MOS is defined as a five point scale (ITU-T P.800) with minimum threshold for 
acceptable quality corresponding to a MOS of 3.5 [7].  

The values for the audio delay are expressed in seconds, and the acceptable 
audio delay must not exceed the value of 0.5sec [13]. We define the media 
technical quality (MTQ) as: 
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For the evaluation of VQ and AQ we use the evaluation framework EvalVid [6]. 
To achieve the best MTQ of utmost importance is to properly setup the video 
equipment i.e. the camera focus, the placement of one or more microphones close 
to the main presenter but away from sources of external distraction such as fans, 
speakers, etc.  

3. Quality of Service (QoS). The values for the third variable refer to the quality of 
content delivery over the network. In our context we assume that the QoS is 
concerned primarily with the Network QoS (NQoS). The distance educational 
system has to provide a proper NQoS policy to enable reliable delivery of 
multimedia data over the transport infrastructure. The values for the NQoS are 
obtained from the EvalVid framework depending on the concrete readings for the 
latency, jitter and packet loss during the learning session. 

4. Content’s educational quality. The values for the fourth variable depend on the 
subjective opinion of the students regarding the educational content. To obtain the 
students opinion, after the learning session students are invited to answer short 
survey expressing their personal opinion of the quality of the presented educational 
content. The content’s educational quality (CEQ) is defined as: 
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5. Student’s preferred stereotype. The values for the fifth variable depend on the 
subjective choice of each student regarding the preferred educational content, i.e.  

 0=off line learning, either off line document or video content. 
 1=online video conference 

6. Lecturing scenario. The values for the sixth variable are from the term set {1, 2, 
3, 4}. Each value corresponds to the lecturing scenarios described in the section 2 
of this document. 
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7. Quality of Experience (QoE). QoE is the single output variable. The values of 
this variable are measured with the MOS scale. Our objective is to keep MOS 
value above the value of 3.5 

The first three variables are considered objective (directly measurable), and the next 
three variables are considered subjective, i.e. depending on the subjective affinities of 
each student and the lecturer. 

4.2 Rule Base  

Rule base definition means building a type III fuzzy controller, i.e. Takagi-Sugeno 
type, which uses a two-pass learning cycle, a forward pass and a backward pass. 

A typical rule set is first-order Sugeno fuzzy model with six input variables, 
consists of rules of the following type: 

Rule i: if x1 is Ai and x2 is Bi and x3 is Ci and x4 is Di and x5 is Ei and x6 is Fi then 
fi=pix1+qix2+lix3+mix4+nix5+six6+ri 

4.3 The System Structure 

The ANFIS based structure consists of five layers, each layer containing nodes of 
different structures and connections.  The input signals for every node come from the 
output signals from the previous level. The output from the i-th node in k-th layer is 
noted as Ok,i. The following layers are identified: 

Layer 0:  input variables layer 
Layer 1:  Fuzzification layer. In this layer the membership functions and the term 

sets of each variable from the previous layer are defined. Each value from the term 
sets of the input variables represents a node in this layer. 

Layer 2: Every node in layer 2 represents the firing strength of each rule using the 
product (or soft-min) of all incoming signals as an output signal.  

 O2,i=wi=µAi(x1)· µBi(x2) · µCi(x3) · µDi(x4) · µEi(x5) · µFi(x6) . (3) 

Layer 3: This layer is called a normalization layer. Outputs of the nodes are called 
normalized firing strengths. 

 ( )6543213 wwwwwwwwO ii,i +++++==  . (4) 

Layer 4: The O3,i from the previous layer weighs the result of its linear regression 
fi=pix1+qix2+lix3+mix4+nix5+six6+ri in the fourth layer called the  function layer, 
generating the rule output 

 )( 654321,4 iiiiiiiiiii rxsxnxmxlxqxpwfwO ++++++== . (5) 
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Layer 5. The output parameter is the overall output as sum of all incoming signals 
from layer 4, i.e. 

  ==
i ii iii iii wfwfwO ,5 . (6) 

Graphical representation of proposed ANFIS model is given on Fig 2: 

 

Fig. 2. The ANFIS system with six input and one output variable 

5 Data Analysis and Learning Assessment 

The assessment of the student performances in a distance educational system should 
provide the instructor with a set of qualified information about the cognitive and 
metacognitive level of the students, thus aiding to the proper choice of different 
pedagogical approaches in order to optimize the Quality of Learning (QoL) [10]. In this 
section we will propose a common statistical model for analysis and assessment of the 
performance of the students participating in each of the educational scenarios given in 
section 3. The aim of this analysis is to provide an objective estimation on the 
advantages or disadvantages of the pedagogical approach of each assessed educational 
scenario. The main assessment objectives that can be analyzed with the tools provided 
in the Moodle interactive learning environment are summarized in Table 1: 

For each student participating in the educational scenarios given in section 3, the 
assessment process will result in eight metrics for each objective given in table 1. The 
instructor will give the student an averaged final score from the obtained eight 
metrics. The overall score is a crisp value from the interval [1-5]. At the end of the 
assessment, a data set containing the student’s final scores will be produced for each 
educational scenario, thus obtaining a total of four data sets labeled as DS1, DS2, DS3 
and DS4.  

The data analysis on the resultant four data sets is focused around two main 
objectives. First objective is to analyze and compare the performances of the students 
regarding the educational scenarios given in section 3. Second objective is to compare  
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Table 1. Assessment objectives, instruments and metrics in DES 

Assessment Objective Assessment instruments Metrics 

Verify the participation level 
and degree of interaction 
among participants  

Discussion Forum / Chat Total number of interactions 
computed from the posted 
messages  

Verify the capability of 
“asynchronous” elaboration 
of the participant  

Off-Line Activities  Similarity Index between 
the Issued Answer and the 
Expected Standard Answer 
quantified  

Verify the capability of 
“synchronous” elaboration 
of the participant  

On-Line Activities 
(tools for collaborative 
edition)  

Similarity Index between 
the Issued Answer and the 
Expected Standard Answer 
quantifie  

Verify student knowledge 
level about a given topic 
with instant feedback  

Objective Questions  Similarity Index between 
the Issued Answer and the 
Expected Standard Answer  

Verify student knowledge 
level about one or various 
topics  

Written Questions  Similarity Index between 
the Issued Answer and the 
Expected Standard Answer 
quantified, for example, by 
keywords in the solution  

Identify learner confidence 
level about the learner own 
knowledge before studying a 
topic  

Self-Assessment  Confidence Level  

Verify student participation 
level  

Access Statistics  Access index of the student 
in tools by executed actions  

Indicate the Knowledge 
Acquisition Level of the 
Student  

Grades Board  Metrics that summarizes the 
student performance 
indicating student cognitive 
and meta-cognitive profiles  

 
the quality of experience of the participants in the presented distance educational 
system with the results obtained from the ANFIS.  

To meet the first objective, we will perform a descriptive statistical analysis on the 
collected data sets. For that purpose data sets DS1, DS2, DS3 and DS4 will be paired, 
resulting in total of six pairs of data sets: (DS1, DS2), (DS1, DS3), (DS1, DS4), (DS2, 
DS3), (DS2, DS4) and (DS3, DS4). Then we perform a t-test on each of the paired 
data sets.  

T-test is performed for each pair (DSi, DSj). We state research and null 
hypotheses, determine the significance level of 0.05 i.e. 95% confidence level of the 
obtained result.  
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Hypotheses: 

• Null hypothesis: there is no difference of the performance of the students in the 
compared scenarios. 

• Research hypothesis: there is difference of the performance of the students 
depending on the educational scenario. 

Interpret the Results: The P-value is compared to the significance level. The null 
hypothesis is rejected if the P-value is less than the significance level. 

The performed statistical analysis provides a metric for comparison of the student 
performances participating in the paired scenarios i and j. If the null hypothesis is 
accepted we will conclude that students do not experience significant difference in the 
QoL in scenario i and j. Otherwise, if the null hypothesis is rejected, the analysis 
should provide a clear answer of the degree of difference of student’s performances in 
scenario i and j. The analysis of the obtained p-values for all the six data pairs will 
provide the conclusion on which of the four scenarios produces the best student’s 
performance and thus help the instructor to adjust the pedagogical approach for 
optimal learning results.  

The same t-test statistic can be employed to analyze the QoE perceived by the 
students after the completion of the experimental courses, and the predicted QoE from 
the proposed neuro fuzzy system.  

6 Conclusion 

A Quality of Experience aware distance educational system presented in this paper is 
an active educational environment providing a student content interaction via Moodle 
interface. Few learning scenarios utilizing different content presentations are 
proposed in order to make a comparison and adjust the learning environment as to 
provide the best performances for different stereotypes of users. The research is 
aiming towards development of a user model to manage the different stereotypes of 
users as well as prediction of the performances of current and future users of the 
system based on their past behavior and interaction history. A mathematical model 
utilizing a neuro fuzzy controller for QoE evaluation is proposed in the paper in order 
to predict the expected QoE based on the objective and subjective input parameters. 
An evaluation of student's performances comparing the results from the student's 
evaluation regarding the four proposed distance educational scenarios is given. A 
descriptive statistical analysis on the collected data sets from the scores of each 
participant should reveal whether the proposed educational scenarios can provide an 
aid to the current educational system for provision of optimal learning experience. 
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Abstract. The importance of mobile services in our everyday life is growing 
and there is an increased necessity for adapting the multimedia content accord-
ing to the user’s requirements. Therefore, first we need to determine user cogni-
tive preference in order to be able to make adaptation of the multimedia content 
to mobile user desires. This process of estimation of user profile characteristics 
and determining which services can be offered for the end user is profiling. This 
research will inspect the influence of profiling regarding the visualizer-
verbalizer dimension of cognitive style in m-learning systems. We have con-
ducted research experiments for different scenarios by using discrete event  
simulation in OPNET simulator. This paper considers the significance of high 
QoS requirements that are essential to achieve higher continuity of real-time  
delivery of multimedia contents. 

Keywords: M-learning, adaptive multimedia, profiling, OPNET. 

1 Introduction  

The existing perception for mobile learning (M-learning) consists of teaching a lec-
ture or e-books with lot of pages of text and graphics [1], delivered on a very small 
screen. However, with the establishment of new mobile information technology [2] 
and ubiquitous expansion of wireless technology, these conventional techniques will 
be replaced by the brand-new mobile learning [3]. Recent years, M-learning is a field 
which chains mobile computing and electronic learning (e-learning) [3], and provides 
more interactive and personalized content based on the learner’s context [4] and 
learner cognitive profile [5]. Content adaptation [6] offers the most suitable applica-
tions according to students’ computing context [7], referred to devices, network,  
location, and time, which have influence on students’ mobile access of multimedia 
learning content [3].  

In particular, network-aware Quality of Service (QoS) parameters that have huge 
influence on the bandwidth allocation in the process of multimedia content delivery 
[8] are lower startup delay and reduced end-to-end delay. M-learning systems deliver 
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an interactive environment [9], using the right tools and support, as presented in [10] 
and [11], have shown that students can gain significantly more and achieve a greater 
level of skill and performance. In order to reach appropriate adaptation of multimedia 
content we need to consider the user cognitive perception of multimedia content dur-
ing the m-learning process. Another research [12] has revealed the need of reduced 
file size and bandwidth demand only by using the multiple view perspective  
approach. It also has also shown that multiple view perspective is less expensive and 
more inclusive, scalable, flexible and easier to be deployed especially for mobile  
devices [12].  

This paper is organized as follows: Section II presents the process of estimating 
user profiles in M-learning system. Section III presents the simulation results of deli-
very of multimedia content in M-learning environment. Finally, Section IV concludes 
the paper.  

2 Estimating User Profiles in M-learning System 

The introduction of mobile learning systems have provided a potential for anytime 
and anywhere educational environments that support the learning process of each 
individual student and keep the continuity of life-long learning. Existing m-learning 
environments still experience diverse technological and Quality of Service (QoS) 
problems, such as delivery of different kind of multimedia materials; adaptation of the 
learning material to individual student needs. 

According to Mayer [13] the user experience is divided into four parts: perception 
measures, rendering quality, physiological measures, and psychological measures. His 
research is limited for cognitive style, learning preference, and cognitive ability to 
individual differences along the visualizer–verbalizer dimension within a multimedia 
learning environment [14]. In research the content adaptability will be performed by 
determining the user profile first and then delivering the preferable multimedia con-
tent i.e. any combination of text, graphics, audio, video or animation that best suites 
individual’s cognitive perception. We have adopted Learning Scenario Questionnaire 
[14] to be used for estimating the preferences in five learning situations from the re-
search area Database systems. The Learning Scenario Questionnaire, which we origi-
nally designed as a measure of learning preference, is used to provide the cognitive 
style factor (visualizer, verbalizer or bimodal dimension). Visualizers prefer to re-
ceive multimedia information via graphics, animation, video and images, whereas, 
mainly because their visual memory is much stronger than their verbal. On the other 
hand, verbalizers would prefer to process information in the form of words, expressed 
by audio or text based form. Certainly, bimodal users are equally comfortable using 
either modality of perception of multimedia content.  
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Fig. 1. Learning Scenario Questionnaire 

We have conducted survey on a group of 30 students, which have been given 
Learning Scenario Questionnaire (LSQ) for estimating preferences in five learning 
situations based on text descriptions form the LSQ questionnaire. 

 

Fig. 2. Results from Learning Scenario Questionnaire 

Results, given on Figure 2, confirm that there is clear distinction of students that 
are visualizers from students that prefer to process information in text based form – 
verbalizers. These results from LSQ questionnaire have been used as input parameters 
for profile definition in the OPNET network simulator.  



60 A. Karadimce and D

3 Simulation Resu
Content  

We have proposed architec
simulation scenario is cons
wireless access point router
of mobile devices (smart 
through the wireless router,

F

In our proposed architec
the multimedia streaming 
creased heavy load of mu
learning laboratories in the 
in the presented architect
proposed network and def
Therefore, the simulation i
the Quality of Service (Q
delivery.  

We have used Discrete E
in a more accurate and re
packet model for predicting
(application configuration)
multimedia data (text or i
Figure 4. 

D. Davcev 

ults of Delivery of M-learning Multimedia 

cture of M-learning system as presented in Figure 3. T
sisted of two similar laboratories for M-learning that h
r and mobile clients. This way all the students using vari
phones, tablets and mobile phones) can easily conn

, to the multimedia streaming server. 

 

Fig. 3. M-learning system in OPNET 

cture, the bottleneck for multimedia delivery lies betw
server and the switch. This happens because of the 

ultimedia data that needs to be delivered to the two 
same time. In order to estimate the bandwidth congest

ture we have conducted experiments by modeling 
fining possible scenarios using software simulation to
is excellent tool for studying performance and identify

QoS) factors that have influence on multimedia conte

Event Simulation (DES) [15] because it enables model
ealistic way. It creates an extremely detailed, packet-
g the activities of the network. Multimedia streaming ser
 is configured for streaming real-time audio, video 
mages), similar like in the real M-learning systems, 

The 
have 
iety 

nect, 

ween 
in-
M-

tion 
the  

ool. 
ying 
ents  

ling 
-by-
rver 
and 
see  



 Adaptive Multimedia Delivery in M-Learning Systems Using Profiling 61 

 

Fig. 4. Application config in OPNET 

In order to simulate the M-learning laboratory we have configured two subnets that 
each contains wireless access router and 5 to 9 mobile clients. Requests for multime-
dia content are streamed from the Multimedia streaming server to the mobile clients 
in the M-learning laboratories 1 or 2. Mobile clients using the profile configuration 
have been settled to three different cognitive learning skills: visualizer, verbalizer and 
bimodal users (FTP profile), see Figure 5. 

This way every mobile user depending of his cognitive learning style can receive 
appropriate multimedia content that completes the process of profiling. Depending of 
the context-aware conditions that are present the configured QoS parameter is ana-
lyzed for three different simulation scenarios. The first OPNET scenario is using 
FIFO packet delivery, represented with blue line, for the bottleneck link between the 
multimedia streaming server and the switch. The second OPNET scenario is using 
Priority Queuing (PQ) algorithm to determine the delivery of multimedia packets. 
Finally, the third OPNET scenario is using the Weighted-Fair Queuing (WFQ) algo-
rithm for transferring of multimedia packets.  

The network simulator was configured to run one hour of multimedia content in 
the established m-learning system for the three different OPNET scenarios (FIFO, PQ 
and WFQ algorithms). The blue line represents the results from the FIFO packet deli-
very algorithm simulation, the red line represents the results from the PQ packet  
delivery algorithm simulation and the green line gives the results from WFQ packet 
delivery algorithm simulation.  

Analyzing the wireless LAN delay from the M-learning system in the three different 
OPNET scenarios, see Figure 6, we conclude that the FIFO algorithm is generating the  
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Fig. 5. Profile config in OPNET 

biggest delay. On the other side the scenarios with PQ and WFQ algorithms have de-
creased delay, which can be described with the existence of CDN nodes that provide 
improved delivery of multimedia traffic in the M-learning systems. 

 

Fig. 6. Results from wireless LAN delay in OPNET simulator 
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Considering the received results we can see that almost similar results are achieved 
for the both of scenarios that are using the PQ and the WFQ packet delivery algo-
rithm. Although, the FIFO algorithm for packet delivery that represents standard 
communication network has shown the poorest results for all of the monitored QoS 
parameters. Therefore, we can conclude that the M-learning environment that uses 
profiling with the presence of priority and weighted-fair queuing in the communica-
tion link have delivered improved delivery of multimedia traffic.  

4 Conclusion 

The process of real-time delivery of multimedia content is highly dependent from 
efficient communication channels in M-learning systems in order to ease the transfer 
of multimedia content to the mobile users. Therefore, content adaptation is performed 
by determining the user profile first and then delivering the preferable multimedia 
content that best suites users’ cognitive perception. The Learning Scenario Question-
naire was used to provide the cognitive style factor that way every mobile clients have 
been provided with appropriate profile configuration, which completes the process of 
profiling. 

Considering the context-aware conditions we have analyzed QoS parameters into 
three different simulation scenarios: FIFO packet delivery, Priority Queuing (PQ) 
algorithm and Weighted-Fair Queuing (WFQ) algorithm for transferring of multime-
dia packets. In conclusion the PQ and the WFQ packet delivery algorithm OPNET 
scenarios with decreased delay have led to improved collaborative response to the 
mobile clients. Eventually, this means efficient and increased learner perception  
and satisfaction from the M-learning system that is in direction for better quality of 
learning.  
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Abstract. Short texts like advertisements are characterised by a num-
ber of slogans, phrases, words, symbols etc. To improve the quality of
textual data, it is necessary to filter out noise textual data from impor-
tant data. The aim of this work is to determine to what extent it is
necessary to carry out the time consuming data pre-processing in the
process of discovering sequential patterns in English and Slovak adver-
tisement corpora. For this purpose, an experiment was conducted focus-
ing on data pre-processing in these two comparable corpora. We try to
find out to what extent removing the stop words has an influence on a
quantity and quality of extracted rules. Stop words removal has no im-
pact on the quantity and quality of extracted rules in English as well as
in Slovak advertisement corpora. Only language has a significant impact
on the quantity and quality of extracted rules.

Keywords: natural language processing, comparable corpora, text min-
ing, data pre-processing, stop words, sequence rule analysis.

1 Introduction

The today’s world is characteristic of enormous amount of available textual
information on one hand, but often a lack of knowledge on the other hand. A
huge amount of textual data has a weak predictive value. A concept of knowledge
discovery was created for this purpose. Knowledge discovery is characterised by
a wide range of variables and data sources.

The biggest differences in areas of knowledge discovery occur during the
phase of data pre-processing in the process of managing CRISP-DM method-
ology (Cross Industry Standard Process for Data Mining). Data pre-processing
represents the most time consuming phase in the whole process of knowledge
discovery. It converts a document transformation from an original textual data
source into a form which is suitable for applying various methods of extraction,
in order to transform unstructured form into structured representation, i.e. to
create a new collection of texts fully represented by concepts [1]. According to
Feldman and Sanger, two steps of textual data pre-processing are inevitable.
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68 D. Munková, M. Munk, and M. Vozár

Firstly, it is an identification of features (keywords) in a way that is compu-
tationally most efficient and practical for pattern discovery. Secondly, it is an
accurate capture of the meaning of an individual text (on the semantic level) [1].

Based on a huge amount of texts collected and the nature and assumptions
of the techniques, textual data have to be of a very good quality in order to be
effective [2, 3, 4, 5]. To improve the quality of textual data, many authors have
proposed different techniques to extract an effective stop word list for a particular
corpus [2], [6, 7]. Stop words lists have not been examined in great detail, which
has resulted in the use of pre-existing stop word lists. These might not be suitable
in each context of the textual sources as evidenced in our experiment. Research
in the area has identified weaknesses of standardized stop words list [2], [8, 9, 10].

Short texts like advertisements are characterised by a number of slogans,
phrases, words, symbols etc. To improve the quality of textual data it is necessary
to filter out noise textual data from important data. Noise textual data are data
(text) not relevant to the task at hand [11, 12]. Stop words are good examples
of noise data.

The aim of this paper is to determine to what extent it is necessary to carry
out the time consuming data pre-processing in the process of discovering sequen-
tial patterns in English and Slovak advertisement corpora. For this purpose, an
experiment was conducted by focusing on data pre-processing in these two com-
parable corpora. Due to influence of works [13, 14] during the realisation of
an experimental plan we used our own model for text representation, which is
similar to bag-of-words model [15, 16].

The paper is further divided into several sections which are as follows: in
section 2 we focus on content vs. function words. We define stop words and
summarize related works dealing with stop words issues. We summarize the
transaction/sequence model in section 3. Subsequently, we particularize research
methodology in section 4. This section describes how we prepared texts on differ-
ent levels of data pre-processing. Section 5 provides a summary of the experiment
results in detail. Finally, the discussion of the results and a conclusion follows in
section 6.

2 Content vs. Function Words

Words differ in the role they perform. We can divide words into two groups.
One group is content words referring to objects, actions and properties, the
second group is function words telling us how the words from the first group
are mutually related [17]. Linguists define two categories of words: open-class
words and closed-class words. Open-class words represent content words and
closed-class words represent function words.

In terms of parts of speech (syntactical categories of words) content words
(open-class words) include nouns (objects), verbs (actions) and adjectives and
adverbs (properties that quantify nouns and verbs). On the other hand, func-
tion words (closed-class words) consist of determiners, pronouns, prepositions,
conjunctions, numbers etc. [17].
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Text is made up of a sequence of words, which are separated by a tokenization
process [17]. Some frequent words make up most of the text. The words which are
frequent occurred in the most of the texts in given corpus are called Stop words.
Stop words carry less important meaning than other words occur in document.

Stop words are functional, general, and common words of the language that
usually do not contribute to the semantics of the documents and have no read
added value [12]. Myerson [18], stated two conditions for a stop word. It should
have a high document frequency (DF) and the statistical correlations with all
the classification categories should be small. Zou et al. [19] define a stop word as
a word with stable and high frequency in documents. According to M. Khosrow
[20] stop words are words having no significant semantic relation to the context
in which they exist.

For example, in English language, articles ”the, a, an”, prepositions ”on, up
etc.” conjunctions ”and, or etc.”, pronouns ”it, us etc.” are usually defined as
stop words. Stop words may also be document-collection specific words [20],
[12], e.g. the word ”to help” would probably be a stop word in a collection of
advertisements but certainly not in a collection of News articles. Several authors
[21, 22, 23] have argued for the removal of stop words which make the selection
of the useful words more efficient and reduce the complexity of the structure of
the document.

The most common approach how to create a stop words list is to manually
assemble it from a list of words or terms having no natural useful information
[2]. This approach is used by several authors [24], [23] and others.

3 Transaction/Sequence Model

Text mining is analogous to KDD. Sometimes it is enough to slightly adapt the
existing methods and procedures from other areas of knowledge discovery. In our
case we chose a representation of short texts, and we found the inspiration in area
of KDD and web usage mining. We used transaction/sequence model for text
representation, similar to bag-of-words model, which allows us to examine the
relationships between the examined attributes and search for associations among
the identified words in corpus. The structure and data character predetermine
the use of specific methods for analysis - data modelling. In case of the use of
transaction/sequence model for text representation, it is mainly association rule
analysis and sequence rule analysis. Association/sequence rule analysis has its
application in area of quantitative syntax analysis [25].

Examined variables: Language, Text ID, Sentence ID, Transaction/Sequence
ID - it consists of previous two/three variables, Sequence - an order of words
in text/sentence, Word, Part of speech - words classification (nouns, verbs, ad-
jectives, adverbs, articles, pronouns, prepositions, conjunctions and others), and
Stop words - words which do not contain important significant information or
occur so often that in text that they lose their usefulness (Snowball list of stop
words was used).
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4 Experiment Research Methodology

We aimed at specifying the inevitable steps to improve the quality of textual data
represented by transaction/sequence model. We focused on a sequence identifi-
cation and stop words removal. We tried to find out to what extent has the stop
words elimination an influence on a quantity and quality of extracted rules. Es-
pecially we assessed the impact of these techniques on the quantity and quality
of the extracted rules representing sequential patterns in comparable advertise-
ment corpora (EN, SK).In our experiment we used a pre-existing list of stop
words for English (Snowball stop words for English) and similar for Slovak [26].

Experiment was conducted in following steps:

1. Text collection (Data collection-comparable advertisement corpora).
2. Format removal.
3. Data pre-processing on different levels:

(a) a sentence sequence identification without stop words removal for English
corpus (File EN1),

(b) a sentence sequence identification with stop words removal for English
corpus (File EN2),

(c) a sentence sequence identification without stop words removal for Slovak
corpus (File SK1),

(d) a sentence sequence identification with stop words removal for Slovak
corpus (File SK2).

4. Data analysis - searching for sequential patterns in individual files. We used
STATISTICA Sequence, Association and Link Analysis for sequence rules
extraction. It is an implementation of algorithm using the powerful a-priori
algorithm [27, 28, 29, 30] together with a tree structured procedure that only
requires one pass through data.

5. Understanding of the output data - a production of data matrices from the
analysis outcomes, defining assumptions.

6. Comparison of results of data analysis elaborated on various levels of data
pre-processing from the point of view of quantity and quality of the found
rules - sequential patterns.

We articulated the following two assumptions:

1. we expect that the stop words elimination will have a significant impact on
the quantity of extracted rules, and

2. we expect that the stop words elimination will have a significant impact on
the quality of extracted rules in the terms of their basic measures of the
quality in examined comparable advertisement corpora.

5 Results

In this section we describe the results of comparisons of the quality and the
quantity of extracted rules in examined files.
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5.1 Data Understanding

Text is rarely translated sentence by sentence or word by word. Long sentences
may be split into short sentences or vice versa. Therefore our analysed texts
represent collections of short texts - advertisements from the comparable cor-
pora (Slovak advertisement corpus and English advertisement corpus) i.e. we
created corpora in two different languages (Slovak and English) with the same
subject matter. They write about the same topics (products), but they are not
translations of each other (no direct translations).

The experiment used two different corpora. A corpus of English written ad-
vertisements contains over 31390 words. The second, Slovak corpus of written
advertisements consists of 28070 words. We used our own analyser for determin-
ing the parts of speech. Among the most frequent parts of speech in English
advertisement corpus are nouns with portion higher than 26 %, verbs and ad-
jectives with portion higher than 14 %, then others and pronouns, each with
approximately 10 % of the total number of words. For Slovak advertisement
corpus, there is a difference: nouns with portion higher than 36 %, adjectives
with portion higher than 18 %, verbs with portion higher than 14 % and then
conjunctions with approximately 10 % of the total number of words.

Based on Snowball list of stop words, 42.59 % of stop words were determined
in English advertisement corpus. Pronouns and prepositions are the parts of
speech most frequently used as stop words, with portion higher than 21 %,
followed by others and verbs with portion higher than 15 % of stop words. A
similar stop words list was used for the Slovak advertisement corpus where 26.75
% of stop words were identified. From the point of view of parts of speech,
pronouns and prepositions are the parts of speech most frequently used as stop
words, with portion higher than 33 %, then verbs and pronouns with higher
than 11 % of the total number of words used. In English advertisement corpus
nouns, verbs, adjectives, pronouns and others (articles, interjection and symbol)
belong to the most frequently occurring parts of speech. On the contrary, in
Slovak advertisement corpus nouns, adjectives, adverbs and conjunctions belong
to the most frequently used. The differences are mainly in the verb incidence,
pronoun, conjunction and others. Based on the cross-tabulation analysis there
is a low dependency between the incidence of parts of speech and language in
case of Slovak vs. English advertisement corpus, the contingency coefficient (V
= 0.27) is statistically significant (Chi-square = 416.7343; df = 8; p = 0.0000),
i.e. the incidence (use) of parts of speech depends only on the language of corpus
(Slovak or English).

Furthemore we examined whether there is also a difference in the incidence
of parts of speech in stop words in Slovak and English advertisement corpus.

The results of cross-tabulation analysis showed that there is a medium depen-
dency between the incidence of parts of speech in stop words and language in
case of Slovak vs. English advertisement corpus, the contingency coefficient (V =
0.37) is statistically significant (Chi-square = 280.1117; df = 8; p = 0.0000), i.e.
the incidence of parts of speech in stop words depends on the language (Slovak
or English).
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5.2 Comparison of the Quantity of Extracted Rules in Examined
Files

The analysis (Table 1) resulted in sequence rules, which we obtained from fre-
quented sequences fulfilling their minimum support (in our case min s = 0.1). Fre-
quented sequences were obtained from identified sequences based on the length
of sentence.

Table 1. Incidence of discovered sequence rules in particular files

Body =⇒ Head SK1 SK2 EN1 EN2

( verb ) =⇒ ( preposition ), ( noun ) 1 0 0 0

. . . . . .

( adjective ) =⇒ ( verb ) 1 1 1 1

Count of derived rules 65 73 45 50

Percent 1’s 57.02 64.04 39.47 56.14

Percent 0’s 42.98 35.96 60.53 56.14

Cochran Q Test Q = 20.20266; df = 3; p < 0.000154

Most rules were extracted from file with sentence sequence identification with-
out stop words in Slovak corpus; concretely 73 were extracted from the file (File
SK2), which represents over 64 % of the total number of found rules. Based
on the results of Q test (Table 1), the zero hypothesis, which reasons that the
incidence of rules does not depend on individual levels of text pre-processing or
language is rejected at the 1 % significance level.

Kendall’s coefficient of concordance represents the degree of concordance in
the number of the found rules among examined files. The value of coefficient (Ta-
ble 2) is 0.059, while 1 means a perfect concordance and 0 represents discordance.
Low value of coefficient confirms Q test results.

From the multiple comparison (Tukey HSD test) three homogenous groups
(Table 2) consisting of files (File EN1, File EN2), (File EN2, File SK1) and (File
SK1, File SK2) were identified in terms of the average incidence of the found
rules. Statistically significant differences on the level of significance 0.05 in the
average incidence of found rules were proved between files (File EN1, File SK1),
(File EN1, File SK2) and (File SK2, File EN2).

Statistically significant differences were proven only in language in terms of
the average incidence of found rules. That means that only language has an im-
portant impact on the quantity of extracted rules. Naturally, the Slovak language
belongs to a morphologically richer language family than the English language,
so the morphological differences between them are axiomatic. The same fact
was proven in the average incidence of found rules. On the contrary, removing
the stop words has no significant impact on the quantity of extracted rules in
particular languages.
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Table 2. Homogeneous groups for incidence of derived rules in examined files

File Mean 1 2 3

EN1 0.39474 ****

EN2 0.43860 **** ****

SK1 0.57018 **** ****

SK2 0.64035 ****

Kendall Coeff. of Concordance 0.05907

5.3 Comparison of the Quality of Extracted Rules in Examined
Files

Quality of sequence rules is assessed by means of two indicators [27]: support
and confidence. Results of the sequence rule analysis showed differences not only
in the quantity of the found rules, but also in the quality. Kendalls coefficient
of concordance represents the degree of concordance in the support of the found
rules among examined files. The value of coefficient (Table 3a) is 0.21, while 1
means a perfect concordance and 0 represents discordancy.

Table 3. Homogeneous groups for (a) support of derived rules; (b) confidence of derived
rules

Support Mean 1 2

EN1 30.8393 ****

EN2 34.2194 **** ****

SK1 35.9736 ****

SK2 36.8069 ****

Kendall Coeff. of Concordance 0.2100

Confidence Mean 1 2

File EN1 47.2998 ****

File EN2 50.8743 **** ****

File SK1 52.3577 **** ****

File SK2 52.9699 ****

Kendall Coeff. of Concordance 0.2500

From the multiple comparison (Tukey HSD test) two homogenous groups
(Table 3a), one consisting of files File EN2, File SK1 and File SK2; and other
consisting of files File EN1 and File EN2 were identified in terms of the average
support of found rules. Statistically significant differences on the level of signif-
icance 0.05 in the average support of found rules were only proved among File
EN1 and files File SK1, File SK2, i.e. again only between languages. There were
demonstrated differences in the quality in terms of confidence characteristics val-
ues of the discovered rules among individual files. The coefficient of concordance
values (Table 3b) is 0.25, while 1 means a perfect concordance and 0 represents
discordancy.
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From the multiple comparison (Tukey HSD test) two homogenous groups
(Table 3b), first consisting of files File EN1, File EN2 and File SK1, second
consisting of files File EN2, File SK1 and File SK2 were identified in terms of
the average confidence of found rules. Statistically significant difference on the
level of significance 0.05 in the average confidence of found rules was proved
between File EN1 and File SK2.

Results (Table 3a, Table 3b) show that the largest degree of concordance in
the support and confidence is among the rules found in the files without stop
words removal and files with stop words removal. On the contrary, discordance is
between languages. Again it was proven that stop words removal has no impact
on the quality of extracted rules and only language has a significant impact on
the quality of extracted rules.

6 Discussion and Conclusions

As a result, the in-depth analysis of comparable corpora of advertisement texts
proved that discrepancies in principles of syntactic sentence structures, relating
to both languages, influence the frequency of parts of speech combinations as
well. It is the reason why the fixed word order of English sentences reflects the
fact that the most frequent combination of parts of speech in English adver-
tisements consisted of a noun or a pronoun functioning as a subject and a verb
which are considered to be the most important sentence elements necessary for
creating sentences. Moreover, the combination of a verb followed by an adverb is
a consequence of the fixed unmarked word order of English declarative sentences.

On the contrary, due to the fact that Slovak advertisements have a rather
loose word order (which does not necessarily require the presence of verbs in
the sentences) [31], the most frequent combination of the parts of speech is the
one of a noun and an adjective. Since a lot of the advertisements are based
on a description of a promoted product in general the adjectives modifying the
nouns can be observed. Similarly, the combination of a verb and an adjective can
be explained by the fact that simple verb phrases consisting of intensive verbs
are often used for a description of the products in the advertisements in both
languages.

The first assumption, removing stop words has no significant impact on the
quantity of extracted rules in both comparable corpora (SK, EN), was not
proved. Only language has a statistically significant impact on the quantity of
extracted rules. Removing stop words has influence on increasing a number of
extracted rules from Slovak as well as from English advertisement corpus but
this increase is not statistically significant.

The second assumption was also not proved. Stop words removal has no sig-
nificant impact on the quality of extracted rules in both examined corpora (SK,
EN). Again it demonstrated that only language has a significant impact on the
quality of extracted rules.

It is important what list of stop words is used (pre-existing or generated). In
this study a Snowball list of English stop words (and its equivalents for Slovak)
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was used. It was turned out that these lists are likely ineffective for advertise-
ment corpus. It was shown that stop words list depends on corpus. The question
remains whether removing stop words has an impact on the quantity and qual-
ity of extracted rules. Therefore, in further research we will attempt to propose
an effective stop words list for advertisement corpora (EN, SK) and focus on
identifying an impact of proposed list of stop words in extraction of knowledge.
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Abstract. The order, association and variability of the advertising language is 
different in every language and culture, because it is based on different rules in 
the given culture. Therefore, the study is focused on comparative linguistic data 
analysis of advertisements written in Slovak and English randomly collected 
from online sources. The transaction/sequence model for text representation 
was used and an association rules analysis was applied as the research method. 
The results are significant mainly in terms of the differences in the incidence of 
parts of speech in English and Slovak written advertisements. Based on the 
morphological features of the examined languages, different models of lan-
guage of advertising were being created. 

Keywords: Natural language processing, text mining, association rules  
analysis, advertisements. 

1 Introduction 

The present era is characterised by the amount of available electronic data on one 
hand, but often a lack of knowledge on the other hand [1], [2], [3], [4]. The gist of text 
mining is processing of unstructured (textual) information and extraction of meaning-
ful variables from a text document, so that the information from the text can be used 
for various statistical methods and methods of machine learning. It builds on theoreti-
cal and computational linguistics by data pre-processing [5-7], [8], [9], [10], [11]. It 
allows us, for instance, to analyse the words used in a given text, their association or 
order, or to analyse whole texts in terms of determining similarities among them, 
relations among variables, or how the incidence of one variable depends on others and 
so on. 

The order, association and variability of the advertising language is different in 
every language and culture, because it is based on different rules in the given culture 
– based on a general but also on an individual level. 

In our paper we focus on the analysis of the language of advertising, especially on 
morphological characteristics through a description of association rules found in the 
Slovak and English advertisements. Within the morphological structure of advertise-
ments, we will try to find similarities and differences in the use or transaction of parts 
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of speech in both languages. The advertisements which we used as a data source for 
our research were randomly obtained from websites.  Before the analysis they were 
classified according to advertising products into several categories such as food, cars, 
detergents, etc. Regarding the created corpus it is necessary to point out that since our 
research was focused on comparative analysis of morphological features of both lan-
guages as present in written advertisements, only those English advertisements were 
included in the corpus which had their equivalents in the Slovak language. As a result, 
the corpora created in the both languages can be considered to be equal and thus suit-
able for mutual comparison.  

Due to influence of works by [12-13] during the realization of a research the trans-
action/sequence model for text representation was used [14], and an association rules 
analysis was applied as the research method.  

The paper is further divided into several sections which are as follows: in section 2 
the morphological features of the advertising language together with the references to 
the related linguistic works are summarized. Furthermore, data pre-processing and the 
linguistic data analysis of the advertisements are particularized in section 3. In addi-
tion, two analyses, the cross-tabulation analysis and the association analysis, together 
with a summary of the results are included. Finally, the discussion of the results and a 
conclusion follows in section 4. 

2 Morphological Characteristics of Advertising Language 

The English word advertisement has its root in the Latin verb advertere meaning to 
turn towards. As a result, the purpose of this text type is to get attention of the reci-
pients with the intention of the originator to promote branded products and thus to 
benefit materially or to enhance status or image [15].  

From a linguistic point of view an advertisement thus can be seen as a sophisti-
cated system consisting of elaborated linguistic and stylistic devices present at all 
language levels. In general, the stylistic features of advertising language are common 
for all languages; however, some differences can be observed resulting from national 
and thus cultural differences of the recipients as well as from the nature of the lan-
guage used. Therefore, the study is focused on comparative linguistic data analysis of 
advertisements written in Slovak and English randomly collected from online sources 
(websites) with the aim to compare the morphological features of both languages.  

Regarding the parts of speech, full words play the most important role. In advertis-
ing, texts contain catchy slogans as well as simple and comprehensible text, also sim-
ple verb forms in the present tense and active voice are usually expected. As Leech 
states, verbal groups are mostly of maximum simplicity, consisting of only one word 
[16]. Compared with verbs, nouns are used more complexly in advertising texts. From 
a semantic point of view the lexemes which modify the nouns are important, because 
with the aim to draw the recipients' attention a lot of semantically and linguistically 
unusual and original modifiers are used to describe the product in as interesting and 
attractive way as possible [17-18]. Since the advertisements are often based on  
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description of a product, noun phrases are frequently used while verb phrases are 
sometimes completely omitted. In advertising texts numerals are also important [19-
20], [21].  

Within the lexis of the advertisements the morphological structure of the weasel 
claims used in the Slovak and the English advertisements was analyzed as well. They 
can be defined as the claims suggesting the particular meaning without actually being 
specific. They usually negate a positive claim that follows in a way that the readers do 
not notice it. It is popular strategy frequently exploited by the copywriters causing 
that the recipients consider the promoted products to be better than they actually are. 
The term comes from the egg-eating habits of weasels and thus the words or claims 
that appear substantial upon first look, but disintegrate into hollow meaninglessness 
when analyzed are called weasels, for example, to help, virtual, can be, up to, tackles, 
fights, as much as, to fortify, etc. [22].   

3 Linguistic Data Analysis of Advertisements 

The structure and data character predetermine the use of specific methods for analysis – 
data modelling. In the case of the use of transaction/sequence model for text representa-
tion, it is mainly association rule analysis and sequence rule analysis. The difference 
between association and sequence rule analysis is that we do not analyse the sequences 
but the transactions in association rule analysis, which means, we do not include the 
sequence variable representing the order of the words in text into the analysis. The 
transaction represents a set of words occurring in text, whereby the order of incidence of 
the identified words (content words) in the given text is not taken into account. 

Association/sequence rule analysis has its application also in areas of quantitative 
morphology or syntax analysis. Specifically, in our case, we focused on morphologi-
cal aspect of a language of advertising in the Slovak and English advertisements.   

3.1 Examined Variables 

Advertisement ID; Paragraph ID; Sentence ID - within a paragraph; Language - lan-
guage of advertising; Transaction/Sequence ID - a set ID of tokens in text, it consists 
of previous three/four variables; Content word - word that refers to object, action or 
property; Parts of speech - (POS) words classification (nouns, verbs, adjectives, ad-
verbs, pronouns, prepositions, conjunctions and the others- articles, interjection  and 
abbreviation); Sequence - an order of parts of speech in text/paragraph/sentence. 

3.2 Cross-Tabulation Analysis 

In our case, a cross-tabulation analysis consists of an analysis of advertisements writ-
ten in Slovak and English languages. These advertisements were randomly collected 
from online sources. With the help of the cross-tabulation analysis we investigated 
whether there is a difference in the incidence of parts of speech in Slovak and English 
advertisements. 
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The only requirement (a validity assumption) of the use of chi-square test is a large 
amount of expected frequencies. The requirement is not violated; the expected fre-
quencies are large enough. The contingency coefficient represents the degree of de-
pendence between two nominal variables. 

Table 1. Results of cross-tabulation analysis - Slovak vs. English advertisements 

 Chi-square df p 

Pearson 416.7343 8 0.0000 

Cont. coeff. C 0.2559 

Cramér's V 0.2647 

 
The value of coefficient (Table 1) is approximately 0.26, where 1 means perfect 

dependency and 0 means independency. There is a medium dependency between the 
incidence of part of speech and the language in case of Slovak vs. English advertise-
ments, the contingency coefficient is statistically significant. The zero hypotheses 
(Table 1) are rejected, i.e. the incidence (use) of parts of speech depends on the lan-
guage (Slovak or English).  

The nouns, verbs, adjectives, pronouns and others (articles, interjection and ab-
breviations) belong to the most frequently used POS in English. On the contrary, in 
Slovak the nouns, adjectives, adverbs and conjunctions were the most used. The dif-
ferences are mainly in the verb incidence, pronoun, conjunction and others. In Eng-
lish, as an analytic language, the word order is an important grammatical indicator of 
sentence function, because it has lost most of its inflection over centuries. Therefore, 
in declarative sentences a verb follows a subject and the change of their position is not 
possible due to missing morphological inflection. On the other hand, in Slovak there 
is the grammatical function of the word order secondary, because synthetic relations 
among sentence elements are indicated by morphological means, i.e. it has a gram-
matical system based on modifications in the form of the words by means of inflec-
tions (endings and vowel changes) to indicate grammatical functions such as case, 
number, tense or aspect. As a result, the Slovak language has more grammatical end-
ings and thus is less dependent on word order and function words than English [23].  

As we mentioned previously, the Slovak language belongs to a morphologically 
richer language family than the English language, so the morphological differences 
between them are axiomatic. The same fact was proven in the language of advertising, 
i.e. there is a difference in the use (incidence) of POS in Slovak and English advertis-
ing language. Furthermore, we wanted to know whether it is the same in weasel 
claims, which are typical for advertisements. We focused on weasel claims in both 
languages. We investigated whether there is a difference in the incidence of POS in 
weasel claims in Slovak and English written advertisements. We articulated the fol-
lowing assumption: we expect that there is significant difference in terms of incidence 
of parts of speech in weasel claims of both languages. 

The results of cross-tabulation analysis showed that there is a medium dependency 
between the incidence of POS and the weasel claims in case of Slovak vs. English 
advertisements, the contingency coefficient is statistically significant. 
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We also found different association rules for weasel claims in Slovak than for Eng-
lish written advertisements. The most frequently occurred POS are noun, adjective, 
verb, preposition and conjunction (support > 25%), as well as their pairs (noun, adj.), 
(noun, verb), (adj., verb), (noun, prep.) and (adj., prep.) (support > 29%). The POS 
adj.==>prep., adj.==>noun, adj.==>conj., verb==>conj. and noun==>prep. occur 
more often together in transactions of used POS than separately (lift > 1.08). 

4 Discussion and Conclusion 

In our study we aimed to analyse the advertisements written in Slovak and English.  
We focused on free (online) advertisements on the internet. Advertisements can be 
defined as the promotion of goods or services for sale through impersonal media [24]. 
We classified them, according to advertising products, into several categories (food, 
cars, detergents, etc.). Being of the same or similar content was the main condition for 
our analysis, i.e. in our created corpus if there is an English advert for Persil deter-
gent, there must also be a Slovak advertisement for the same product . 

Based on morphological, syntactical and stylistic features of the English and Slo-
vak languages, we assumed that there is significant difference between Slovak and 
English advertisements.  Our assumption, confirmed by the cross-tabulation results, 
is that there is a statistically significant dependence between a language of advertising 
and an incidence of POS (Cont. coeff. 0.26). In the research we focused only on mor-
phological differences of the language of advertising, but for the future we will con-
sider analysing also other aspects of advertising language.  

From the point of view of morphology, nouns (26.79%), verbs (17.11%), adjec-
tives (14.88%), others (10.58%) and pronouns (10.16%) occurred more frequently in 
English advertisements. For Slovak advertisements, there is a difference: nouns 
(36.23%), adjectives (18.13%), verbs (14.89%) and conjunctions (9.9%) were more 
frequently used. 

From the point of view of different proportion of POS between languages, in Slo-
vak advertisements nouns, adjectives, conjunctions and numbers occurred more often 
than in English. On the contrary, more verbs, prepositions, pronouns and others are 
used in English adverts than in Slovak. Similarly, the pairs, the combination of nouns 
and verbs or of adjectives and nouns or of verbs and pronouns and also of verbs and 
adjectives, were more frequently used in English advertisements. These findings are 
caused by differences in the word order of English and Slovak. English word order 
and sentence structure is more constant, while Slovak language has a loose word or-
der which was also proved by the results of our analysis of association rules. Pairs 
such as adjectives and nouns or nouns and verbs or adjectives and verbs or nouns and 
prepositions occurred together more frequently than separately.  

What we consider interesting is the fact that conjunctions occurred more frequently 
together with prepositions, adjectives and pronouns than occurring alone  in either lan-
guage, despite the fact that they have different sentence constructions. The further inter-
esting finding resulted from analysis of the English advertisements, where there were 
fewer verbs combined with prepositions than in common English language, where they 
are often used. Another interesting paradox is that the Slovak advertisements address or 
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offer the products to someone and very often the verb is combined with a pronoun, whe-
reas the English advertisements are more frequently impersonal. We consider it to be 
caused by using the passive voice, which is more typical for the English language. The 
frequent incidence of a pair of a verb and an adverb is common in Slovak as well as in 
English advertisements.  

Our analysis was also focused on weasel claims, which belong to characteristic 
features of advertising texts. The cross-tabulation results showed that there was also a 
statistically significant dependence between the weasel claims and an incidence of 
POS in Slovak and English advertisements (Cont. coeff. 0.27) i.e. it was proven the 
incidence POS in weasel claims depends on language.  

In English weasel claims, nouns (23.26%), verbs (21.40%) and prepositions 
(15.81%) occurred the most frequently and adverbs (1.40%) and numbers (3.26%) the 
least. In Slovak weasel claims nouns (31.73%), adjectives (21.15%) and verbs (20.67%) 
occurred the most frequently, and the others (0.0%) and numbers (3.37%) the least. 

From the point of view of the different proportion of POS between languages, ad-
jectives, adverbs, nouns and conjunctions are dominant in Slovak weasel claims, whe-
reas in English weasel claims pronouns, prepositions and verbs occurred more fre-
quently. In English weasel claims, nouns are combined with verbs or prepositions or 
adjectives, whilst in Slovak weasel claims nouns and adjectives are often joined with 
conjunctions. The construction of Slovak weasel claims does not need to involve a 
verb. This is the biggest difference between Slovak and English weasel claims in 
written advertisements.  

Moreover, we consider as a noteworthy finding the fact that adjectives are more 
frequently joined with prepositions and conjunctions in Slovak weasel claims than in 
English, and  if they do occur in English, then they are usually combined with verbs 
and nouns. The results are significant mainly in terms of the differences in the  
incidence of POS in English and Slovak written advertisements.  

We consider these findings remarkable, because we examined the same advertise-
ments, but in different languages. Based on the morphological features of the  
examined languages, different models of language of advertising were being created.  

As a result, the transaction/sequence model for text representation has proved to be 
suitable for short texts, like advertisements, because it allows us to examine the  
relationships among the examined attributes and search for associations among the 
identified parts of speech not only in advertisements, but also in their weasel claims. 
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Abstract. News websites are one of the most visited destinations on the
web. As there are many news portals created on a daily basis, each having
its own preference for which news are important, detecting unbiased
important news might be useful for users to keep up to date with what is
happening in the world. In this work we present a method for identifying
top news in the web environment that consists of diversified news portals.
It is commonly know that important news generally occupies visually
significant place on a home page of a news site and that many news
portals will cover important news events. We used these two properties
to model the relationship between homepages, news articles and events
in the world, and present an algorithm to identify important events and
automatically calculate the significance, or authority, of the news portals.

Keywords: news, ranking, pagerank, portals.

1 Introduction

According to a recent survey [1] made by Nielsen/NetRatings for Newspaper
Association of America, news browsing and searching is one of the most impor-
tant Internet activities. Specifically, 60% of the users rank news portals as one
of the top 3 places they visit when surfing the Internet. The creation of many
independent online news portals has created a large increase in news information
sources available to the users. What we are confronted with is the huge amount
of news information coming at us from different news sources, and we as users
are interested for latest important news events. Thus key problem is to identify
those news that report important events. However, not all important news have
similar importance, and how to rank news articles according to their importance
becomes a key issue in this field. In this work, we mainly discuss the problem
of finding and ranking these publicly important news, with no respect to user’s
personal interests.

It is hard to distinguish important news, since each news portal has its own
preference in reporting events. But generally speaking, the following five prop-
erties can be used for detecting and ranking important news:
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1. Time awareness. The importance of a piece of news changes over the time.
We are dealing with a stream of information where a fresh news story should
be considered more important than an old one.

2. Important news articles are clustered. An important event is probably (par-
tially) covered by many sources with many news articles. This means that the
(weighted) size of the cluster where it belongs is a measure of its importance.

3. Authority of the sources. The algorithm should be able to assign different
importance to different news sources according to the importance of the news
articles they produce. So that, a piece of news coming from BBC can be
more authoritative (important) than a similar article coming from gossiping
portal, since BBC is known for producing good stories.

4. Visually significant. Important news usually occupies a visually significant
place in the homepage (such as headline news).

5. Diversity. Events reported by big number of sources should be more im-
portant (and all the news reporting about it) than events covered by small
number of sources.

In this paper, we present a method to detect those news that posses these five
properties. The visual significance of the news in a homepage can be seen as
the recommendation strength to the news by the homepage. The strength of the
recommendation can be modeled by the size (in number of pixels) of the box
where the title/picture of the news or by the position on the homepage where
the link of the news is places.

We denote the term credibility/authority to describe the extend to which we
can believe a homepage’s recommendation. Credibility/authority of the home-
pages and importance of the news pages exhibit a mutual reinforcement rela-
tionship, which is similar to that between hub pages and authoritative pages in
a hyperlinked environment [2]. Similarly, importance of news articles and im-
portance of events also exhibit such a mutual reinforcement relationship. By
event we mean implicate event, defined by the cluster of related news. We model
the relationship between homepages, news articles and events into a tripartite
graph and present an algorithm to determine important news by seeking the
equilibrium of those two mutual reinforcement relationship in this graph.

Related work on this topic is ’important story detection’ that is mainly studied
within the topic detection and tracking (TDT) community [3] [4] [5] . TDT tries
to detect important stories from broadcast news. Our work differs from them
in the way that we consider this problem in the web environment where more
independent information sources are available.

The organization of this paper is as follows. In Section 2, we present the
relationship between homepages, news articles and events and model it by a
tripartite graph. Then we present the algorithm for calculation of importance of
news articles by exploiting the five mentioned principles and the presented model
in Section 1. In Section 3 we give an overview of the system that implements
our algorithm, we describe the experiments that evaluate the proposed models,
and experimental results are discussed. We summarize our contributions and
conclude in Section 4.
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2 Model for Calculating Event Importance and Portals
Credibility

To identify important news that follows mentioned properties, we investigate
two kind of information from homepages and news pages respectively.

News homepages not only provide a set of links to news pages, they also
work as visual portals for users to read news. They are delicately designed to
help user acquire information quickly. Examples include headline news, top story
recommendation, etc. One of the most general forms is that all pieces of news are
presented by homepages with different visual strength, either by the different size
of the graphics, or by the placement on a different position. The most important
pieces od news is often put in the top place, accompanied by some image or
snippet, while each of those less important ones is just a short sentence with
a hyperlink. From another point of views, the visual layout of each homepage
reflects its editor’s viewpoint on importance news at that time. Such kind of
information is quite helpful to identify important news.

Each news article generally has a title, an abstract and the content. Thus
we can compare the content of two news pages and estimate whether they are
reporting the same event. Furthermore, from the corpus of multiple news sources,
we may estimate how many pieces of news are reporting the same event.

2.1 Reinforced Importance

News portals vary in credibility. Each portal generally contains two kinds of
homepages: portal page and category pages. A portal page often summarizes
important news from different classes, while each category page focuses on one
kind of news, such as world, business, sports, entertainment, etc. The headline
news in category page is possibly important only within the corresponding class.
So generally speaking, portal pages are likely to be more creditable within a
site. Besides, homepages of prestigious sites are averagely more creditable than
those of non-famous sites. Credibility/authority of news portals and importance
of news exhibit a mutually reinforcing relationship as follows:

Observation 1: News portals vs. News articles

• News presented by more creditable portals with stronger visual strength is
more likely to be important.

• More creditable portals are expected to recommend important news more
reliably.

All news articles are driven by the similar sets of events taking place in the world.
Here we take the definition of event from detection and tracking community
[3]. Event is something that happens at specific time and place. E.g. a specific
election, sport, accident, crime, or natural disaster.

The importance of news articles and importance of events also exhibit a mu-
tually reinforcement relationship.
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Observation 2: News articles vs. Events

• Important events are likely to be reported by more news articles.

• A news article that reports an important event is important.

2.2 Tripartite Graph Model

We take a tripartite graph to model the relationships between three mentioned
objects: homepages, news articles and events. The graph is a five-tuple G =
{S,N,E,Q, P}, where:

S = {S1, S2, . . . , Sn}, N = {N1, N2, . . . , Nn}, E = {E1, E2, . . . , El} are three
sets of vertices corresponding to homepages(sources), news articles and events
respectively. Q is defined as an n×m matrix such that Qij represents the recom-
mendation strength of Nj by Si. We assume that the maximum recommendation
strength equals for all homepages. Therefore, Q is normalized along rows so that
m∑
j=1

Qij = 1. P is an m × k matrix such that Pjk is the probability that Nj

is reporting about Ek. Here it also holds that
l∑

k=1

Pjk = 1. Here P and E are

unobservable directly, but can be obtained by clustering the news articles ac-
cording to their semantic similarity. Each obtained cluster will be one event, and
belongingness of a news article in a cluster will determine the strength between
a news article and event. This belongingness can be discrete, 0/1, or can be
probabilistic, which depends from the clustering algorithm.

Fig. 1. Tripartite graph model of sources, news articles and events
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Beside mentioned properties, we associate credibility weightwS
i for each source

Si, importance weight wN
j for each news article Nj and importance weight wE

k

for each event Ek. We maintain the invariant that the weights of each type are
normalized:

n∑
i=1

wS
i = 1,

m∑
j=1

wN
j = 1,

l∑
k=1

wE
k = 1 . (1)

2.3 Importance Propagation

Based on the described reinforced importance model, we identify the credibility
of sources wS

i , importance of the news articles wN
j , and importance of events

wE
k , by finding equilibriums in those relationships. It can be done by iterative

algorithm.
Corresponding to observations 1 and 2, we can define the following forward

operations:

wN
j =

n∑
i=1

(wS
i ∗Qij) , (2)

wE
k =

m∑
j=1

(wN
j ∗ Pjk) . (3)

Similarly we define the following backward operations:

wN
j =

l∑
k=1

(wE
k ∗ Pjk) , (4)

wS
i =

m∑
j=1

(wN
j ∗Qij) . (5)

In each iteration, after computing the new weight values, they are normalized
using the equations (1). The last four equations (2), (3), (4) and (5) are the basic
means by wich wS , wN and wE reinforce one another. The equilibrium values
for the weights can be reached by repeating (2), (3), (4) and (5) consecutively.
Thus weight values converge to wS∗

, wN∗
and wE∗

.

2.4 Inclusion of Time Awareness and Diversity

As we mentioned in the introductory section every model for ranking news rel-
evance should include time awareness and news source diversity. In our model
we can include these two properties by manipulating the weights wN and wE .

For inclusion of time awareness, each time when new version of wN is calcu-
lated, before normalization, we multiply news articles weight wN

j by e−α(t−tj)

where t is the current time, tj is the publication time of news article Nj . The
value α, which accounts for the decay of “freshness” of the news article, is ob-
tained from the half-life decay time θ, that is the time required its weight to
halfe its value, with the relation e−αθ = 1

2 .
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For inclusion of news source diversity, each time when new version of wE is
calculated, before normalization, we multiply events weight wE

k by (0.5+ENT ),
where ENT is entropy of the set of news sources that are reporting the event.
ENT has a maximum value of 1, when all sources are different, and minimum
value of 0, when there is only one source reporting the event.

2.5 Recommendation Strength by Visual Importance

The visual importance of a news article is decided by its block size, position and
whether it contains an image.

Fig. 2. A snapshot of a home page

In our model all news articles from a news source are classified into one of a
four categories: Headline news, 2nd level, 3rd level and 4th level news. In the
experiments for each source we wrote regular expressions that identifies which
news articles belong to which category. If a news portal does not have four
levels of categorization, several categories were merged, for example if there are
several headline news and all remaining news belonged in one category by visual
importance, that news portal will have 2 categories: Headline news and 4th level
news.

We set the recommendation strengths of each category in the following way:
Headline news had 5 times, 2nd level news had 3 times and 3rd level news had 2
times bigger recommendation strength than 4th level news. When relative rec-
ommendation strength for the news articles is known, it is easy the computation
of absolute values of the elements of matrix Q.
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3 Experiments and Results

We implemented a system to verify the advantages of our algorithm over the
standard baseline model where authority of the sources is constant and visual
recommendation strength is not considered.

The system monitors a set of news portals, crawls their home pages and linked
news articles in a certain frequency. By our algorithm, each news source/portal,
news article and event gets a ranking score. For detecting events/clusters, we
used standard hierarchical agglomerative clustering (HAC) algorithm, and we
used cosine similarity as distance measure and traditional TF-IDF document
representation [6]. Events were ranked by their weight score wE

k .
We first explain how we collect data and set up the ground truth. Then sets

of experiments were conducted to investigate our algorithm and evaluate the
implemented system.

3.1 Dataset Description

We monitor 10 news portals for one working day. They are one of the most
visited news web sites in Macedonia. All homepages of the portals were crawled
in the frequency of ten minutes. In each iteration, there were 144 iterations,
we calculated ranking scores wS∗

, wN∗
and wE∗

. We were especially interested
in local/Macedonian news because they are popular and comparable among all
portals. Statistics of crawled data are shown in Table 1.

Table 1. Statistics of Experimental Data

News portal #news #macedonia News portal #news #macedonia

DNEVNIK 111 20 ALFA 60 14
UTRINSKI 97 18 KANAL5 81 16
KURIR 110 34 NETPRESS 59 12

PLUSINFO 99 25 PRESS24 71 18
SITEL 115 29 MKD 55 13

It is quite difficult to give an importance value for each news article. The key
problem is that users can only evaluate importance of each event instead of each
news article. So it is necessary to associate each news article into some event
for comparing our method to the ground truth from the users. We used fixed
clustering algorithm (HAC) to deal with this task. We defined three importance
levels and their corresponding weight values. (See Table 2).

We asked 10 users to label 20 events/clusters. These 20 events were from the
same iteration and were composed of 10 highest ranked events and 10 other
random events. Calculated ranking of the 20 presented events was not show to
the users. They were presented in random permutated order. For each event, the
average value is taken as its importance value.
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Table 2. Importance level

News portal Weight

Very important 10
Important 5
Normal 0

We evaluated three models. The first model is a baseline model (Baseline-
BASE) where authority of the sources is constant and visual recommendation
strength is not considered. The second model (PageRank-PR) is the case where
authority of the sources is calculated, and the third model (PageRank Visual-
PRV) where authority of the sources and visual recommendation strength is
included in the model.

3.2 Scope - Average Importance

We took a strategy like scope-precision, to evaluate the performance of the three
models. Here the scope is the number of top important events returned. Precision
is the average importance value of these top events. We also define the ideal case
for comparison. It represents the best performance we can expect from the user
labeling. Fig. 3 illustrates the results. The PRV model outperforms both the
BASE and PR model remarkably.

Fig. 3. Scope - Average importance

3.3 Time Delay

Another criterion to evaluate the performance of the models is time delay for
reporting events. Given one event, its time delay is defined as the period from
the earliest time when a news article reporting about the event appears, to the
time we can identify it as member of the three most important events. We hope
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the time delay should be as short as possible so that the system can report
important news to users as soon as possible.

We randomly select a set of events from those that can be identified as im-
portant by all the three models. These events are listed in Table 3. The second
column is the earliest time that our crawler found a news article reporting about
the event. We used the archives of the news portals to determine the publi-
cation timestamps of news articles, and we used the crawling html archives of
TIME.mk, the biggest Macedonian news aggregator, for determining the visual
recommendations strengths of the news portals at those moments.

Table 3. Importance level

Event First news Description

1 2013-03-27 13:16 Nikola Mladenov has died in a car crash
2 2013-02-24 11:06 Actor Branko Gjorcev dies
3 2011-03-11 08:53 Tsunami in Japan
4 2013-02-15 16:49 Chelyabinsk meteor in Russia
5 2012-06-20 07:33 Assange seeks asylum at Ecuador embassy

Fig. 4. Time delay

The delays are illustrated in Fig. 4. The average delays for three models are
26, 49 and 132 minutes respectively for PRV, PR and BASE. The time delay
by the PRV model is very small because a piece of important news occupies
significant importance as soon as it appears. While the BASE model requires a
significant time delay and can hardly identify important events in the first time.
It is because in this model an event can be identified as important only after
many sites have reported it. The PR model is quite close to the PRV for most
cases.
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4 Conclusions

In this work, we propose a method to detect and to rank important news stories
in web environment. We use visual layout information in homepages and content
similarity information in news articles. The relationship between news sources,
news articles and events is modeled by a tripartite graph. Then we present an
iterative algorithm to find the importance equilibrium in this graph. Based on
this algorithm, we implemented a system for automatically finding important
news. Experiments show the whole framework is effective. We evaluated three
models (BASE, PR and PRV) with two criteria, for accuracy and time delay.
The PRV can identify important news fastest and most accurately.
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Abstract. With the growing popularity of the service oriented architecture 
concept, many enterprises have large amounts of granular web services which 
they use as part of their internal business processes. However, these services 
can also be used for ad-hoc actions, which are not predefined and can be more 
complex and composite. Here, the classic approach of creating a business 
process by manual composition of web services, a task which is time 
consuming, is not applicable. By introducing the semantic web technologies in 
the domain of this problem, we can automate some of the processes included in 
the develop-and-consume flow of web services. In this paper, we present a 
solution for suggestion and invocation of actions, based on the user data and 
context. Whenever the user works with given resources, the system offers him a 
list of appropriate actions, preexisting or ad-hoc, which can be invoked 
automatically.  

Keywords: Semantic web services, automatic composition, semantic web 
technologies, service oriented architecture. 

1 Introduction 

The growing trend in software architecture design is to build platform-independent 
software components, such as web services, which will then be available in a 
distributed environment. Many businesses and enterprises are tending to transform 
their information systems into linked services, or repeatable business tasks which can 
be accessed over the network. This leads to the point where they have a large amount 
of services which they use as part of predefined business processes. However, they 
face the problem of connecting these services in an ad-hoc manner.  

The information an employee works with every day, can be obtained from different 
sources – local documents, documents from enterprise systems or other departments, 
emails, memos, etc. Depending on the information, the employee usually takes one or 
more actions, such as adding a task from an email into a To-Do list, uploading 
attachments to another company subsystem for further action or analysis, or sending 
the attachments to the printer. 
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Additionally, with the increasing number of cloud services with specialized 
functionalities in the last years, the common Internet user comes across the need to 
routinely perform manual actions to interchange data among various cloud services – 
email, social networks, online collaboration systems, documents in the cloud, etc. – in 
order to achieve more complex and composite actions. These actions always require a 
certain amount of dedicated time from the user, who has to manually change the 
context in which he or she works, in order to take the appropriate actions and transfer 
data from one system to another. 

In this paper we present a way of using the technologies of the Semantic Web [1], 
to automate the processes included in the develop-and-consume flow of web services. 
The automatic discovery, automatic composition, and automatic invocation of web 
services provide a solution for easier, faster and ad-hoc use of specialized enterprise 
services for an employee in the company, and of public services for the common 
Internet user. 

The paper is structured as follows: In Section 2 we provide an overview of existing 
related solutions and approaches. In Section 3 we give a detailed explanation of the 
system architecture and its components. In Section 4 we describe the algorithm for 
detection and selection of the most suitable action for returning the requested output 
from the set of provided inputs. In Section 5 we discuss the advantages and 
applications of the system. We conclude in Section 6 with a short summary and an 
outlook on future work. 

2 Related Work 

As the semantic web technologies proved their usability in a large number of IT 
systems [2], [3], and as most of the applications and systems are now being built upon 
the Service Oriented Architecture (SOA) model [4], many solutions combining the 
two fields have been developed. These solutions apply semantic web technologies 
into SOA systems, in order to automate various complex processes within them [5], 
[6]. 

There are many tools and solutions for designing and running standard BPEL 
processes, such as Oracle Fusion Middleware1 and IBM Websphere2 [7]. However, 
they usually don’t provide the ability to describe and characterize the services with 
semantics. Without information about the service capabilities and behavior, it is hard 
to compose collaborative business processes. 

One of the solutions for this problem is the OntoMat-Service [8], a framework for 
discovery, composition and invocation of semantic web services. OntoMat-Service 
does not aim at intelligent and completely automatic web service discovery, 
composition and invocation. Rather, it provides an interface, the OntoMat-Service-
Browser, which supports the intelligence of the user and guides him or her in the 

                                                           
1  http://www.oracle.com/technology/products/middleware/ 
index.html 

2  http://www.ibm.com/software/websphere/ 
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process of adding semantic information, in a way that only a few logically valid paths 
remain to be chosen. 

The system described in [9] can deal with preexisting services of standard 
enterprise systems in a semantically enriched environment. By transforming the 
classic web services into semantic web services, the services are prepared to be 
invoked within a prebuilt business process. The system described in [10] presents a 
web service description framework, which is layered on top of the WSDL standard, 
and provides semantic annotations for web services. It allows ad-hoc invocation of a 
service, without prior knowledge of the API. However, this solution does not support 
the ability of creating a composition of atomic semantic web services. 

The authors in [11] propose a planning technique for automated composition of 
web services described in OWL-S process models, which can be translated into 
executable processes, like BPEL programs. The system focuses on the automatic 
composition of services, disregarding the user’s context and provided inputs to 
suggest the most reliable and relevant composition. 

Another approach [12] describes an interface-matching automatic composition 
technique that aims to generate complex web services automatically by capturing 
user’s expected outcomes when a set of inputs are provided; the result is a sequence 
of services whose combined execution achieves the user goals. However, the system 
always requests the user’s desired output, which means that the system is unable to 
suggest new actions. Additionally, it is not guaranteed that the system would always 
choose the most reliable compositions of services, as the compositions are built based 
only on two factors: the execution time and the similarity value between the services 
in the composition, expecting only one user input. 

Similar approaches have been further studied in [13], [14] and [15]. However, none 
of the related systems fully automate the workflow of discovery, ranking and 
invocation of web services and web service compositions, but they only automate a 
certain part of it. In our solution, we fully automate the workflow of web service and 
web service composition invocation, which includes automatic fetching of possible 
actions for a given context, automatic ranking and composition, and automatic 
invocation. 

3 Solution Description 

Our approach is based on web service invocation. We refer to the invocation as taking 
an action. As an action we consider a single RESTful service, a single SOAP web 
service, or a composition of more than one SOAP web services. The system tries to 
discover all of the possible actions that can be taken over the given resources in a 
given context, and provides the user with a list of available actions to execute. The 
user can then quickly execute complex actions by a single click. These actions can be 
discovered in an ad-hoc manner, i.e. they do not have to be predefined and pre-
modeled. 
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The solution is developed in the Java programming language, using the Play  
MVC framework3. The system architecture, shown in Fig. 1, consists of several  
components. 

 

Fig. 1. System Architecture 

The repository of semantically annotated web services and RESTful web services 
(SAWSRWS) holds information about all of the semantically annotated web services. 
There is no restriction on the technology used to develop the web services. After a 
web service is developed, in order for it to be uploaded onto the repository it has to be 
semantically annotated. The system provides a simple form for annotation and saving 
the information for the new web services into the repository. For SOAP web services, 
the semantically annotated WSDL file for the service is stored. The SOAP web 
services are annotated using the Semantic Annotations for WSDL and XML Schema 
(SAWSDL) framework4. For RESTful web services, we store an XML file with 

                                                           
3  http://www.playframework.org/ 
4  http://www.w3.org/TR/sawsdl/ 
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details about the service, such as the base-URL, the method type, the names of the 
input parameters and the output parameter, along with their semantic annotations. 
This information is stored within an XML file in the repository.  

The service manager is responsible for handling the requests to the SAWSRWS 
repository: adding, removing, updating and loading services. On system startup, the 
manager is indexing the services, and this index is updated only when a service is 
added or removed from the SAWSRWS repository. With this index, the number of 
accesses to the SAWSRWS repository is decreased and the system performance is 
improved. Newly created actions are stored in the repository of semantic action in 
three strictly defined storage forms. The first storage form includes a unique ID for 
the action, the inputs that are needed to invoke the action, and the output of the action. 
The second storage form is an upgrade of the first storage form, which includes a list 
of all the web services that compose the action, which are described with their name, 
the function, and the inputs and output of the function. The third storage form is used 
only for RESTful web services, which cannot be part of a composition in our system. 
This storage form includes the base-URL of the RESTful web service, the input 
parameters, the output parameter and the method type. 

The action manager is intended to improve the performance of the system. On 
system startup, if the repository is not empty, the action manager creates an index of 
the actions. The action manager is handling the requests from the user applications 
and systems. When a request arrives, the resource types are aligned as inputs. The 
action manager is iterating the index to find if previously created actions for these 
inputs exist. If not, the action manager sends a request with the list of inputs to the 
output type extractor, and receives a list of all possible outputs that can be obtained 
from the available services. From the list of outputs, the action manager creates 
actions in the first storage form, for SOAP web services, and creates actions in the 
third storage form for RESTful web services. Then it stores them in the semantic 
action repository, updates the action index and returns the list of actions, in XML 
form, to the user application or system. When the user wants to invoke an action, a 
request to the action executor is sent, which identifies the action in the action 
manager, based on the action unique ID. The action manager checks in the index of 
actions for the storage form of the action with the given ID. If the action is in the 
second or third storage form, the actions’ details are sent to the action executor. If the 
action is in first storage form, the action manager sends the action details to the 
composition builder, and receives a composition of functions from the web services 
with their name, list of inputs and the output. Then the action storage form is 
upgraded to the second storage form, and the action details are sent to the action 
executor. 

The output type extractor receives the list of inputs from the action manager and 
iterates the index of services in the service manager, in order to find all of the possible 
outputs from the services for the given list of inputs. In the list of outputs we add only 
the outputs of the service functions which can be invoked with the given list of inputs, 
or a subset of the list of inputs. When a new output is detected, it is added both to the 
list of outputs and to the list of inputs. Then the extractor iterates the index of services 
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again, with the new list of inputs. When there are no more new outputs, the iteration 
stops. Then the extractor sends the list of detected outputs to the action manager. 

The composition builder receives a list of inputs and one output from the action 
executor. The composition builder uses an intelligent algorithm, described further, for 
building an optimal composition of semantic web services, in order to provide the 
needed output for the list of given inputs. The RESTful web services are not included 
in compositions. 

The action executor receives requests from the user applications and systems. The 
request contains the action ID and a list of values, which represent the input values for 
the action. The action executor identifies the action in the action manager, and 
receives a RESTful web service, a single function from a SOAP web service, or a 
composition of functions from SOAP web services, ordered for invocation. In the 
former two cases, the invocation is done in a single step. But for the latter case, the 
action executor invokes the first SOAP web service function, for which every input 
value is provided by the user. If the function is successfully executed, the result value 
is added in the initial list of input values, and the values used for invocation are 
removed from the list. The same steps are repeated for the rest of the functions. When 
the last function is executed, if the function has an output, it is displayed to the user; 
otherwise, a message for successful invocation is displayed to the user. If any function 
fails to execute, the algorithm stops, and an error message is displayed to the user. For 
the invocation of the actions we use the Apache Axis2 engine5. 

4 Service Composition 

The composition builder uses a specially created algorithm for building an optimal 
composition of semantic web services, in order to provide the needed output for a list 
of given inputs. The algorithm works with a set of inputs and an output parameter, 
provided to the composition builder by the action manager. The algorithm tries to 
identify if the service repository contains a single service which returns an output of 
the same semantic type, as the requested output value. If there are one or more such 
services, it checks to see if their input parameters match the inputs provided to the 
composition builder. 

If оr is the semantic type of the requested output parameter, and oi is the semantic 
type of the output from the ith web service from the repository, what the algorithm 
tries to find are services for which 

 ir oo =  (1) 

is true. These semantic web services become candidate web services for providing the 
requested output. 

For each of the semantic web services which satisfy the equation (1), the algorithm 

has to compare the input types set },...,,{ 21 rnrrr iiiI = , provided to the composition 

                                                           
5  http://axis.apache.org/axis2/java/core  
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builder, and the set of input types of the ith web service, },...,,{ 21 imiii iiiI = . If the 

two sets satisfy that 

 ,ri II <
 
 (2) 

the algorithm eliminates the ith semantic web service from the list of potential 
candidate web services, because the number of input parameters of the services is less 
than the number of input parameters provided to the composition builder. This way, 
the potential lack of precision in the output, caused by lesser constraints, is 
eliminated. 

If the input sets satisfy that 

 ,ri II =
 
 (3) 

it means that the number and the semantic types of the inputs provided to the 
composition builder match the number and the semantic types of the ith web service. 
The algorithm assigns this semantic web service with a fitting coefficient: 

.1=F
 

The fitting coefficient – F, represents the suitability of a given semantic web service, 
or a composition of semantic web services, to provide the requested output. 

When the ith web service satisfies (3), the service is considered to be the most 
suitable – the requested output can be returned in just one step. Therefore its fitting 
coefficient is equal to the highest value. When the algorithm discovers at least one 
semantic web service with F = 1, the discovery of candidate web services ends.  

If the algorithm does not find a suitable semantic web service for the received 
request, i.e. does not find a service which satisfies (1), the algorithm ends without 
success and does not return a suitable semantic web service or a composition of 
semantic web services. 

If the sets of input satisfy that 

 ,ri II ≥  (4) 

but the types of all of the input parameters of the ith semantic web service do not 
match the types of the input parameters provided to the composition builder, the 
fitting coefficient of the ith semantic web service is calculated as 

 ,
i

fi
i y

y
F =  (5) 

where fifi Iy = is the number of parameters from the ith semantic web service which 

have a matching semantic type with the input parameters from rI , ifi II ⊆ , and 

ii Iy = .  
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In this case, the algorithm continues to search for the other input parameters which 
do not belong to Ifi. The algorithm starts again, but now the requested output or is the 
input parameter which does not belong to Ifi. If we have more than one such 
parameter, this secondary search is performed for each of them. This way, we search 
for outputs from other services which can be used as inputs for the discovered service. 

If the services discovered in the secondary search have the same types of input 
parameters as the inputs provided to the composition builder, they can be invoked and 
their outputs can be used as inputs for the semantic web service discovered in the first 
iteration. If they too have input parameters with types which do not match those 
provided to the composition builder, the algorithm performs a tertiary search for 
services which can provide them. These iterations last until the algorithm does not 
come to the state in which all of the discovered semantic web services have the same 
types of input parameters as the input parameters provided to the composition builder 
and as the outputs provided from other services in the composition, or the state in 
which a suitable service or composition cannot be discovered. 

By creating a composition of semantic web services in this manner, we raise the 
cost for getting the required output. Depending on the number of services and levels 
in the composition, the time necessary to get the output from the list of given inputs 
increases. Additionally, as the composition grows larger, so does the possibility of an 
error occurring during a call to a web service from the composition. Therefore, we 
must somehow take this into account in our calculations for the fitting coefficient.  

We add a coefficient for fitness degradation: 

 
),( 1

2
1

1
1

−

=

− += kykK
p

j
ji  (6) 

where p is the total number of services in the composition, without the initially 
discovered service, yj is the number of input parameters from the jth service, and k1 
and k2 are factors for fitness degradation. k1 is a factor of influence of the number of 
services from the composition. k2 is a factor of the influence of the number of 
parameters of services from the composition. Generally, the values of these factors 
should always be k1 < k2, because the number of services has a bigger impact on the 
total call time of the composition, compared to the number of parameters of the 
services. The default values for the factors are chosen to be k1 = 10 and k2 = 100, and 
can be modified within the composition builder. 

From (6) we can see that the algorithm does not take into account the level of 
composition at which the jth service is positioned. This is because the calls to web 
services from the same level are performed sequentially, just as the calls to web 
services from different levels. Therefore, the cost for getting the requested output 
depends only on the number of services in the composition, and not their level 
distribution. 

From (6) we can also see that the coefficient depends on the number of parameters 
used for each of the services, disregarding whether they are provided to the  
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composition builder, or returned from another service. This is because the number of 
parameters represents the amount of data which has to be transferred for the calls to 
the services, so the nature of the parameters is irrelevant.  

We add the coefficient for fitness degradation to (5): 
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The algorithm uses (7) to calculate the fitness of all candidate semantic web services 
which satisfy (4). The fitting coefficient is larger when a candidate service uses more 
of the input parameters provided to the composition builder. The coefficient drops 
with the number of additional services and the number of their input parameters. 

Once the algorithm calculates F for each of the candidate web services, they are 
ranked and the atomic service or a composition of services with the highest value of F 
is selected as most suitable for providing the requested output. 

5 Advantages and System Usability 

The flexible architecture of the solution allows it to be used from within various 
systems. In order for it to be prepared for use in a new domain, it requires 
semantically annotated services from the domain, which can be taken from different 
enterprise systems and cloud infrastructures. After this step is completed, the users 
can receive a list of possible actions for any resources and data they are working with, 
within their own environment. These ad-hoc actions can then be executed by a single 
click, which is time-saving; an advantage towards which all modern tools aim. 
Additionally, because of its modularity, the solution can be easily updated and 
extended. 

5.1 Use-Case 

In this scenario, the user application works with geographic data, and it uses several 
web services which have the functions given in Table 1.  

In this use-case, a user uses an application which works with the web services from 
Table 1, and has a name of a certain municipality as the only useful information in the 
context of the working environment, e.g. an email message. In this case, the 
application has only one service which can be invoked for the context of the user – 
WSF6 from Table 1 – so in a standard SOA architecture with service discovery the 
system will only offer this action to the user. 
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Table 1. List of web service functions from the use-case example 

WSF # Web Service Function 
1 DialingCode getDialingCode (Country country, City city); 
2 DialingCode getDialingCode (Continent continent, Country country, 

City city, Municipality municipality); 
3 Continent getContinent (Country country); 
4 Country getCountry (Municipality municipality, City city); 
5 Country getCountry (City city); 
6 City getCity (Municipality municipality); 
7 City getCity (City city); 

 

 

Fig. 2. Possible action for the given user 
input, i.e. the name of the municipality. 

 

 

Fig. 3. The most suitable semantic web 
service composition for returning a dialing 
code, based on the name of the municipality. 

However, if the application is connected with the system presented in this paper, 
the number of possible actions will grow. The system, besides WSF6 as an atomic 
web service, will automatically detect the possible semantic web service 
compositions, as shown on Fig. 2. This means that four different actions: getCity, 
getCountry, getContinent and getDialingCode can be executed over the information 
extracted from the context of the user, i.e. the name of the municipality, either as 
atomic web services or as web service compositions. When an action represents a 
composition of SOAP web services, its name is derived from the name of the last web 
service function in the composition. When the action consists of a single SOAP or 
RESTful web service, it has the same name as the atomic web service. 
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These actions are built from the most optimal and most reliable web services or 
compositions of web services, according to the algorithm from Section 4. One of 
these actions is the action which can return the dialing code, based only on the 
municipality name. This action can be derived from four different web service 
compositions, shown in Table 2, all of which end with either WSF1 or WSF2. 
Therefore, the name of this action is getDialingCode.  

For each of the compositions which return the dialing code, we calculate the fitting 
coefficient F (for k1 = 10 and k2 = 100), using (7), and the results are shown in Table 
2. The most suitable composition, the one with the highest value of F, is chosen for 
representing the action of deriving the dialing code based on the municipality name. 
In this scenario, it is the first composition. 

Table 2. List of possible compositions for providing the dialing code based on the municipality 
name 

Action Fitting Coefficient 
WSF6 → WSF5 → WSF3 → WSF2 F = 0.19 
WSF6 → WSF4 → WSF3 → WSF2 F = 0.18 
WSF6 → WSF4 → WSF1 F = -0.17 
WSF6 → WSF5 → WSF1 F = -0.18 

 
The user can choose to execute any of the actions from Fig. 2, just by a single 

click. The list contains all of the possible actions for the given input, by creating 
compositions of web services. Thus, introducing new actions, which were previously 
not part of the user system, or the user was unaware that they existed, is done 
automatically. Even if the user was aware that these actions were available, he or she 
would have had to pre-connect the services manually into a business process, which 
takes much longer and is not an easy task to do. This is essential in systems where the 
services are constantly changing, and new services are added regularly. 

5.2 Application 

The solution has been implemented as part of Semantic Sky, a platform for cloud 
service integration [16]. Semantic Sky enables connectivity and integration of 
different cloud services and of local data placed on the users machines, in order to 
create a simple flow of information from one infrastructure to another. It is able to 
automatically discover the context in which the users are working, and based on it and 
by using the solution described in this paper, provide them with a list of actions which 
can be executed over their data. In this way, the users can completely focus on their 
tasks in their work environment, and get relevant information and executable actions 
in their current context. By automating the discovery and execution of relevant tasks, 
the system improves the productivity, information exchange and efficiency of the 
users. 
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6 Conclusion and Future Work 

This paper presents a solution for automatic discovery and invocation of atomic web 
services and web service compositions, by employing semantic web technologies. The 
solution provides a list of all possible actions which exist within the user system or in 
distributed environments and which can be executed over the data and information the 
user is currently working with. This approach offers the user a broader perspective and 
can introduce action for which he or she was previously unaware.  

Additionally, the solution offers actions in an ad-hoc manner; the service 
compositions are created on-the-fly, overriding the need for pre-connecting the 
services into fixed compositions, i.e. creating pre-built business processes. This is 
essential in systems where the services are continually changing, and new services are 
added regularly. In such dynamic environments, the fast and automatic detection of 
new possible actions is of high importance. 

Currently, the solution does not support building compositions of RESTful web 
services or combining RESTful web services with SOAP web services in a same 
composition. This is because we use primitive data types for semantic annotation of 
the inputs and the output of the services, and most of the RESTful services return a 
more complex value. This can be solved by adding more complex classes for 
annotation into the ontologies. These drawbacks will be our main focus in the future 
development of the solution. 
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Abstract. We present a method for robot path planning in the robot’s
configuration space, in the presence of fixed obstacles. Our method em-
ploys both combinatorial and gradient-based optimization techniques,
but most distinguishably, it employs a Multi-sphere Scheme purposefully
developed for two and three-dimensional packing problems. This is a sin-
gular feature which not only enables us to use a particularly high-grade
implementation of a packing-problem solver, but can also be utilized
as a model to reduce computational effort with other path-planning or
obstacle avoidance methods.

Keywords: Robot, path planning, combinatorial optimization, multi-
sphere scheme, packing problems.

1 Introduction

Robotics is already a well-established area vastly adopted in the domains of
industry, entertainment, and steadily moving on to be incorporated in daily life.
Yet still, there are many challenges left to be solved or improved upon. Among
them is certainly the most fundamental robot motion planning, which becomes
ever more challenging as the autonomy and our expectations of robots increase;
“The minimum one would expect from an autonomous robot is the ability to
plan its own motions” [1].

Motion planning in its essence is defined as the problem of finding a collision-
free continuous motion of one or more rigid objects from a given start to a known
goal configuration. Commonly also referred to as the Piano Movers’ Problem [2],
the basic problem investigates the movement of a single body, assumes complete
and accurate knowledge of the environment, and neglects dynamic and kinematic
issues, or the possibility of interaction and compliance of objects, however, many
extensions have been built upon this simplified model. The one closest to this
investigation is theGeneralized Mover’s Problem [3], which deals with the motion
of an object comprised of multiple polyhedra, linked at various vertices (akin to
a robotic arm with multiple joints).
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Furthermore, motion planning as conceived for the purpose of robotics has re-
cently found its way into such diverse areas as video animation, or even biomolec-
ular studies, where it has been used to study protein folding [4,5].

For the reasons above, motion planning has gathered a lot of attention, and
extensive research has been done. Notably, it has been proven to be computa-
tionally intractable [3,6], with complexity increasing exponentially, not only with
the degrees of freedom (DOF) of a robot, but also with the number of non-static
obstacles [7]. Exact algorithms for motion planning do exist, however they adopt
overly simplistic models which have little applicability in practice [8]. To alleviate
the intrinsic computational complexity of robot path planning, several heuristic
approaches have been developed, largely classified as Roadmap and Potential
Field methods [1,9,10,11]. It is notable that sampling based methods, such as
the roadmap methods [12,13] tend to incorporate a sort of potential field as well,
and utilize the information which the intensity and gradients of this potential
field can render with regard to the robot’s configuration space. A comparative
overview of probabilistic roadmap planners can be found in [14].

Our approach falls under the umbrella of roadmap methods. In particular,
it is aimed to extend ideas presented in [1,15]. As a distinguishing feature, we
use ideas purposefully developed for packing problems, such as the Multi-sphere
Scheme [16], which is particularly useful in determining and penalizing collisions
between objects [17], but also as a basis to implement object separation algo-
rithms [18]. Moreover, using methods developed in two and three-dimensional
packing solvers can greatly benefit our attempts to find collision-free configura-
tions, with a very clear relation to interactions between physical objects.

2 Problem Description

Before proceeding we introduce formal description and notation used in the
remainder of the paper.

An object S is a closed continuous subspace in R
de , where R is the set of

real numbers, and de ∈ {2, 3} is its dimension. A robot, R = {R1, R2, . . . , Rn},
is a collection of rigid objects connected at certain defined points, commonly
called links and joints, respectively. To emphasize that individual objects in R
are not entirely independent but have a high degree of mutual interaction, we
also describe the robot as a multi-object system. The Euclidean space in which
the robot operates is commonly called a workspace, denoted by W . (Note that
the term workspace in some other publications is used to refer to the portion of
Euclidean space reachable by the end-effector of a robotic arm [9].) We represent
the workspace as R

de . A point r ∈ W is a de dimensional vector. We always
denote a vector by a lower-case bold letter and assume it is of proper dimension.

The workspace is populated by a collection O = {O1, O2, . . . , Om} of rigid
and immovable objects, called obstacles. The obstacles can be of arbitrary shape,
and we assume that we have complete and accurate knowledge of the obstacles’
geometry and spatial distribution.
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A key prerequisite of our problem is to be able to accurately determine the
location of every point of the robot R in the workspace W . For that purpose,
we use a configuration space, denoted by C [19]. The configuration space C is
an abstract df -dimensional space (Fig. 1(c)), where df stands for the degrees of
freedom of the robot. The role of configuration spaces and objects’ interactions
in physical space are further discussed in Subsection 3.2. A point q ∈ C is called
a configuration, and it uniquely defines the location of every point of R in W ,
that is, the robot’s position and orientation. However, the opposite is not true in
general, for there may be (infinitely) many points in C corresponding to a single
position and orientation of the robot. We have resolved this issue by adopting
a convention for transforming a configuration q ∈ C into a canonical one giving
the same position and orientation in the workspace. Therefore, it is justified to
equate the terms “position and orientation” (in W-space) with “configuration”
(in C-space). We write R(q) for the robot assuming configuration q ∈ C.

The robotR has either natural or imposed restrictions on its range of motions,
reflected as a restricted domain in C-space. In general, there are restrictions on
each degree of freedom of the robot. Let D = {(rjmin, r

j
max) | j = 1, 2, . . . , df}

be a set of ordered pairs, where (rjmin, r
j
max) gives respectively the minimum

and maximum values for the jth degree of freedom. Thus, an ordered pair
(rjmin, r

j
max) ∈ D defines the admissible range of values of qj , j = 1, 2, . . . , df ,

for which R(q) is still valid.
We call the obstacles from W projected onto the configuration space, that

is, areas B = {q ∈ C | ∃Ok ∈ O s.t.R(q) ∩ Ok �= ∅}, C-obstacles, and we call
configurations q ∈ B collision configurations. Furthermore, there might be such
configurations q ∈ C for which if the robot assumes the position and orientation
R(q) in W-space, individual links Ri and Ry, i, y = 1, 2, . . . , n, i �= y come into
contact with each other at points other than the predefined joints, called self-
collision configurations. Points q ∈ C, with rjmin ≤ qj ≤ rjmax, j = 1, 2, . . . , df ,
that are neither collision nor self-collision configurations are called free C-space,
and denoted by Cfree. For a configuration q ∈ C that is also in Cfree we say to be
a free configuration (Fig. 1(a)), otherwise we say it is colliding (Fig. 1(b)).

(a) (b) (c)

Fig. 1. A 2-DOF robot R in a workspace with obstacles along with its configuration
space: (a) In a free configuration, R(qf ); (b) In a colliding configuration, R(qc); (c)The
configuration space C, represented as a torus, and non-free C-space shaded darker.
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It is now possible to state more accurately the Motion Planning Problem:
Instance: A robot R with df degrees of freedom and a set D of restrictions on
the degrees of freedom, a set O of stationary and rigid obstacles with accurately
determined geometry and locations in the workspace W .
Query: Given an initial configuration qs ∈ C and an objective configuration
qt ∈ C, both of which are in Cfree, find a continuous motion of R through the
workspace W from R(qs) to R(qt) obeying DOF constraints, D, without any
part of the robot, Ri, i = 1, 2, . . . , n coming into contact with any of the obstacles
in O, nor with another part Ry, y = 1, 2, . . . , n, y �= i of itself.

From the perspective of C-space, the aim is to find a continuous curve (path)
from qs to qt lying entirely in Cfree and not breaching any DOF constraint at
any time. Such a path connecting qs to qt (∈ C) is said to be feasible. It is not
always certain that a feasible path exists.

3 Solution Framework

As stated in the Introduction, the Robot Motion Planning problem has attracted
a lot of interest since its inception, and the literature boasts an abundance of
ideas and approaches. Even though the approach we present can clearly be iden-
tified as belonging to the class of Probabilistic Roadmap Methods [1,9,14,15,20],
what primarily sets it apart from existing approaches, is that to the best of
our knowledge, it is a first one to adopt methodologies specifically developed
with packing problems in mind. We expect this to greatly aid the search for a
feasible path, for both problems share some common features, namely, we need
to efficiently tell if two objects (of arbitrary shape, position and orientation) in
de-dimensional space overlap or not, even more, calculate the level of overlap, or
penetration depth (to be more precisely defined in Subsection 3.3). Further still,
once we have established that there does exist an overlap, we need to resolve it
in an efficient manner, both with regards to computational effort, and fitness to
contribute towards finding a feasible solution.

The two main tools we have adopted are:
The Multi-sphere Scheme [16], used to represent (approximate) an object in
de-dimensional space by a set of de-dimensional spheres. This greatly facilitates
the procedure for checking if two distinct objects intersect or not [17] and also
calculating the penetration depth of this intersection. We shall use the abbrevi-
ation MSS for Multi-sphere Scheme.
Nonlinear Programming Optimization Solver [18,21], used in coupling
with MSS to efficiently resolve intersections of two objects (of arbitrary complex
shape) in W-space.

In the remainder of this section, we will briefly overview the tools essential
for tackling the problem.

3.1 The Probabilistic Roadmap Method, PRM

Following is but a short review of certain notions from PRM (for Probabilistic
Roadmap Method) [9,14,15] important to the presentation of our approach. It is
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not aimed at describing the method itself, but just as a glossary of terminology
associated with it.

The planning procedure with PRM consists of two phases: A learning phase,
and a query phase. We carry out computationally and time demanding operations
as a preprocessing in the learning phase, so that we will be able to almost
instantaneously answer arbitrary queries.

In the learning phase, we begin with a set O of rigid and immovable obstacles
in W-space, as well as a description of a robotR together with the set D of DOF-
constraints. The learning phase itself is a two-step process, having a construction
step and an expansion step. In the construction step we perform random sampling
of the df dimensional configuration space of the robot in an attempt to “learn”
about the features of Cfree. Let V be a set of sampled points of Cfree.

While sampling, we also try to connect pairs of sampled points. The choice
of a candidate pair is done by a heuristic function estimating their distance in
C-space. The procedure by which we try to make this connection is referred to as
a local planner. We store the information of pairs connected by the local planer
in a set E. Thus we have obtained a graph structure G = (V,E), the set V is
the graph’s vertices, and E - the graph’s edges. In the following, we will refer to
the graph G as a roadmap.

The construction step terminates after a predefined time limit has been
reached, or a certain population size of sample points in Cfree has been ob-
tained. However, it is very likely that the resulting roadmap consists of several
isolated components and does not accurately reflect the topology of C-space.
The expansion step, which is the second step of the learning phase, aims to in-
crease the connectivity of the roadmap. Regions where Cfree is connected while
there is a gap between components in the roadmap are considered “difficult”.
They might correspond to such regions in W-space as narrow passages or regions
cluttered with obstacles. We aim to populate these regions of C-space with con-
figuration samples so as to make a connection between different components of
the roadmap. One of the features our approach boasts is that it sometimes relies
on a sophisticated packing-problem solver to aid a local planer when trying to
produce new candidate configurations.

After the learning phase is done, we can use the obtained roadmap to perform
multiple queries for a given robot and a set of obstacles. Queries (qs, qt) are
answered by trying to connect qs and qt to some vertices in V and then use a
graph search algorithm to find a path which connects them in G.

3.2 Objects and their Interactions in Space

In this subsection we only touch upon notation essential for the exhibition of
our proposed approach. We have followed standard geometric notions and their
implementation as can be found in [1,9,19,22].

Following the robot definition, we say that an object S is given in the
workspace, W . A translation of an object in the workspace by a vector x ∈ W
can be achieved by a Minkowski sum:

S ⊕ x = {s+ x | s ∈ S} . (1)



116 A. Shurbevski, N. Hirosue, and H. Nagamochi

We will be mainly interested in overlapping objects, as in Fig. 2(a). Given two
overlapping objects, S and T , their penetration depth is judged according to:

δ (S, T ) = min {‖x‖ | S ∩ (T ⊕ x) = ∅, x ∈ W} . (2)

The calculation of δ (S, T ) is a highly non-trivial task. There do exist clever
methodologies proposed for determining if two polygons in the plane intersect or
not, but in the interest of space we refrain from further discussion. The interested
reader is referred to [18] and references therein.

Working with movable objects in W has been simplified with the introduction
of the configuration space, C. Let Λ(s, q) : W×C → W be a motion function [18],
taking as argument a point s ∈ W and a configuration q ∈ C, and moves the
point s by q-variables. The choice of a motion function for a given robot may
not be unique, but we adopt conventions by which C is always a differentiable
manifold [9]. Thus, an object S in configuration q is given as:

S(q) =
⋃
s∈S

Λ(s, q) . (3)

Configurations of robots as articulated multi-object systems are a composition
of configurations for each individual object, and certain relations between them
exist, depending on the robot’s representation as a serial or a parallel mechanism.

3.3 The Multi-sphere Scheme, MSS

The Multi-sphere Scheme [16] has been devised as a framework aimed to sim-
plify certain geometrical issues commonly arising in packing and cutting stock
problems [18]. It has gone beyond a mere approximation of geometrical objects
for the purpose of fast collision detection [23]. In addition to the original appli-
cation [18], MSS has continued to evolve [24,25], and has since been applied in
fields such as layout planning and optimization [26,27], and the present, robot
motion planning [28,29]. Without further ado, we state that we have a means
of approximating any solid object, say Ok, in R

de by a set {Ok
1 , O

k
2 , . . . , O

k
nk
}

of nk de-dimensional spheres. Details on how to obtain such an approximation
from other types of object representations can be found in [25]. In the context
of MSS, we shall use Ok to denote both an object and the set of spheres used to
approximate it. Now the object Ok can be though of as a multi-object system
consisting of nk spheres, where the sphere Ok

i has radius rki , and the coordinates
of its center are given by cki ∈ R

de . The motion of the object Ok retains the form
of Eq. (3), only the union is over all spheres in Ok, a finite number.

As already mentioned, MSS greatly facilitates the procedures we need to rec-
ognize if two distinct objects ever come into contact with little computational
effort. Further still, we would like to be able to also quickly compute the amount
of overlap between two colliding objects. Let Ok and Ol be two objects in R

de ,
each approximated by a set of spheres. For brevity, we ommit stating their con-
figurations explicitly. For two spheres Ok

i ∈ Ok and Ol
j ∈ Ol, the penetration

depth function from Eq. (2) can be simplified to:

δ
(
Ok

i , O
l
j

)
= max

{
rki + rlj −

∥∥cki − clj
∥∥ , 0} . (4)
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(a) (b) (c) (d)

Fig. 2. Objects in de = 2-dimensions: (a) Two overlapping objects; (b)A coarse MSS
approximation; (c)A finer MSS approximation; (d)MSS approximation with spheres
of variable radii.

In addition to the penetration depth, for two spheres of different objects, Ok
i ∈

Ok and Ol
j ∈ Ol, we introduce the penetration penalty function:

fpen
ijkl

(
Ok

i , O
l
j

)
=

(
δ
(
Ok

i , O
l
j

))2
(5)

and the overall penetration penalty function for two objects, Ok andOl, becomes:

fpen (Ok, Ol) =

nk∑
i=1

nl∑
j=1

fpen
ijkl

(
Ok

i , O
l
j

)
. (6)

Since the robot R was initially given as a multi-object system (Section 2), we
write Ri(q) for the link Ri ∈ R as it is when the configuration of the robot is
given by q, for notational convenience.

As the robot R is assumed to be the only movable object in a given instance of
R, O in W , it is the only one for which explicitly defining a configuration makes
sense, therefore the notation Oj(q), j = 1, 2, . . . ,m is omitted and obstacles are
simply referenced as Oj ∈ O. We introduce a penalty function Fpen(q), q ∈ C
depicting intersection penalties in the entire scene (R(q), O):

Fpen(q) =

n∑
i=1

m∑
j=1

fpen(Ri(q), Oj) +
∑

1≤k<l≤n

fpen (Rk(q), Rl(q)) . (7)

3.4 Nonlinear Optimization Solver

Eq. (7) enables us to utilize MSS beyond fast collision checking. It will bring us
to efficient means to seek out a collision-free configuration, qf ∈ Cfree, given a
collision configuration qc. We can get such a free configuration qf as a solution
to the following optimization problem:

minimize Fpen(q) , (8a)

subject to q ∈ C . (8b)

There are in fact infinitely many configurations which solve the problem given
with Eq. (8), however our expectations to find a “nearby” collision free config-
uration are justified by using a gradient-based iterative method, such as the
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Quasi-Newton method [18,21]. This can be a pitfall however, and methods to
guide successive iterations towards a reasonably close solution are being consid-
ered [29].

In order to use a gradient based method we need to define the gradient of
the penalty function, Fpen(q). This should be simple enough retracing through
Eqs. (4-7), and as a base, we have that C is always a differentiable manifold.
Details can be found in [9,18]. The only point of caution is that fpen

ijkl from

Eq. (5) is not differentiable if the two spheres (Eq. (4)) are concentric (cki = clj)
and in such a case we need to use subgradients.

As a part of PRM, the optimization method meticulously built upon MSS is
mainly applied in the expansion step of the learning phase. It can be also used
in queries when trying to connect given qs and qt to an existing roadmap.

Let x and y be two configurations from the roadmap which are judged suf-
ficiently close by a heuristic function, and yet a local planner fails to connect
them. We invoke the iterative gradient-based solver starting from a collision con-
figuration somewhere on the straight line between x and y, hoping that it will
glide us to a free configuration qf , which in turn will either connect to one (or
both!) of x and y. If that fails, we will try starting from collision configurations
on the straight lines between qf and x, and qf and y.

4 Results and Conclusion

We have implemented both the PRM as described in [15], adopting a random
walk as a method to connect individual components in the expansion step, and
a version incorporating the MSS as described above. In order to test the effec-
tiveness of using our proposed method in the expansion step of PRM, over the
instances we have limited the construction step to a small population size (only
10 candidate configurations in Cfree). In this way, we aimed to have a roadmap of
several largely separated components on which we would run the expansion step.
Experiments were done for a 12-DOF and 15-DOF serial mechanism (an arm
model of “free flying” base and 3, respectively 4, freely rotating joints). Both
models had the same maximal length in a canonical configuration. All instances
required finding a way through a narrow passage with width 1/3 of the robot’s
canonical length, and the level of difficulty was varied with the length of the
passage. We set a time limit of 1800 s for the expansion step.

Over the presented instances, employing our MSS in the expansion step largely
increased the success ratio of obtaining a single connected component in the
roadmap as compared to PRM without using MSS. A singular striking result
is that the expansion step using MSS required far less newly generated con-
figurations (nodes in the roadmap) to obtain a connected roadmap. As given
in Fig. 3(c), we have observed an order of magnitude difference over the tested
instances.

However, there were occasions in which MSS did not prove as favorable, and
further research will be aimed in achieving performance benefit even in broader
variation of scenarios and workspace topologies. From technical point of view, we
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(a) (b) (c)

Fig. 3. Comparative results, averaged over 10 random runs. Original PRM is drawn
by �, and our MSS procedure by �. x-axis labels are ratios of the passage length
over the robot’s canonical length: (a)Running time [s]; (b)Number of components;
(c)Number of nodes in the final roadmap.

would like to integrate our solver in a framework enabling us to experiment with
different robot models, and include additional constraints, such as kinematic
constraints and nonholonomicity.

Acknowledgement. The authors would like to express their sincere gratitude
to Dr. Takashi Imamichi of IBM Research-Tokyo for his unreserved help in this
project, and many valuable discussions.

References

1. Latombe, J.C.: Robot Motion Planning. Kluwer Academic Publishers, Norwell
(1991)

2. Schwartz, J.T., Sharir, M.: On the piano movers’ problem. II. General techniques
for computing topological troperties of real algebraic manifolds. Advances in Ap-
plied Mathematics 4, 298–351 (1983)

3. Reif, J.R.: Complexity of the generalized movers’ problem. In: Schwartz, J.T.,
Sharir, M., Hopcroft, J. (eds.) Planning, Geometry and Complexity of Robot Mo-
tion. Ablex Publishing Corporation (1987)

4. Amato, N.M., Song, G.: Using motion planning to study protein folding pathways.
Journal of Computational Biology 9, 149–168 (2002)

5. Song, G.: A Motion Planning Approach to Protein Folding. PhD thesis, Texas
A&M University (2003)

6. Canny, J.F.: The Complexity of Robot Motion Planning. The MIT Press (1988)
7. Reif, J.R., Sharir, M.: Motion planning in the presence of moving obstacles. Journal

of the ACM 41, 764–790 (1994)
8. Ahrikencheikh, C., Seireg, A.A.: Optimized-Motion Planning: Theory and Imple-

mentation, 1st edn. John Wiley & Sons, Inc., New York (1994)
9. Choset, H., Lynch, K.M., Hutchinson, S., Kantor, G.A., Burgardand, W., Kavraki,

L.E., Thrun, S.: Principles of Robot Motion. The MIT Press (2005)
10. Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach. Prentice Hall

(2010)
11. Schwartz, J.T., Sharir, M., Hopcroft, J.: Planning, Geometry and Complexity of

Robot Motion. Ablex Publishing Corporation (1987)



120 A. Shurbevski, N. Hirosue, and H. Nagamochi

12. Barraquand, J., Kavraki, L., Latombe, J.C., Motwani, R., Li, T.Y., Raghavan,
P.: A random sampling scheme for path planning. The International Journal of
Robotics Research 16, 759–774 (1997)

13. Ratliff, N., Zucker, M., Bagnell, J.A., Srinivasa, S.: CHOMP: gradient techniques
for efficient motion planning. In: IEEE International Conference on Robotics and
Automation, ICRA 2009, pp. 489–494. IEEE (2009)

14. Geraerts, R., Overmars, M.H.: A comparative study of probabilistic roadmap plan-
ners. In: Boissonnat, J., Burdick, J., Goldberg, K., Hutchinson, S. (eds.) Algorith-
mic Foundations of Robotics, vol. 7, pp. 43–58. Springer, Heidelberg (2004)
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Abstract. The global path planning problem is very challenging NP-complete 
problem in the domain of robotics. Many metaheuristic approaches have been 
developed up to date, to provide an optimal solution to this problem. In this 
work we present a novel Quad-Harmony Search (QHS) algorithm based on 
Quad-tree free space decomposition methodology and Harmony Search 
optimization. The developed algorithm has been evaluated on various grid 
based environments with different percentage of obstacle coverage. The results 
have demonstrated that it is superior in terms of time and optimality of the 
solution compared to other known metaheuristic algorithms.  

Keywords: Artificial Intelligence, Free Space Decomposition, Global Path-
Planning, Heuristic Algorithm, Robotics. 

1 Introduction 

The global path planning problem can be easily formulated as establishing a feasible 
route from a starting point to a destination point. On this route, a search agent might 
face obstacles in the searching environment, which need to be avoided, which leads to 
the fact that a collision-free path is crucial and necessary. This route, however, ought 
to be determined before the search agent has started it’s travelling through this path. 
This means that one needs a certain effective algorithm to perform this task as fast as 
possible and it’s recommended that the found solution is optimal. Since the nature of 
this problem is its NP-completeness, there have been several metaheuristic techniques 
applied to the global path planning. Although there were approaches that used 
completely metaheuristic algorithms, there were also research studies which utilized 
hybrid approaches, i.e. combination of deterministic and metaheuristic algorithms in 
order to obtain a technique which would provide desirable or near-optimal solutions. 

The agent’s navigation through the defined route can be divided into two sub-tasks, 
namely local and global path planning. This means that there’s a part of the path 
planning approach, i.e. the local path planning, which deals with avoiding obstacles, 
acceleration, processing input data and other environmental dependent problems, 
whereas the global path planning issues the finding of an optimal route. The 
representation of the environment of interest for the search agent can be given as a 
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real-world interpretation, or it can be discretized. There have been many researches 
that applied grid-based path planning, i.e. techniques that represented the search space 
as a two dimensional grid. This type of discretization is popular in path planning 
algorithms, as it can easily be manipulated by the algorithms utilized for its solving. 
Though this approach in real-world applications might not be satisfying, it is a crucial 
foundation for obtaining a path based on a priory provided data to the algorithm. 

This paper presents a novel sophisticated approach to solving the path planning 
problem, namely the Quad Harmony Search algorithm. This metaheuristic algorithm 
has been accelerated by the popular quad-tree free space decomposition technique in 
order to divide the search space into smaller free space regions, which proved by our 
experimental results, gave great speed to the process of obtaining an optimal solution. 
In the end, we provide a detailed study of the effectiveness of the Quad Harmony 
Search algorithm.  

2 Related Work 

The global path planning problem is a popular topic that has been actively researched 
over the last several years. Most of these research studies involve using metaheuristic 
approaches, given they were purely metaheuristic or combined with other techniques 
as well. Also, one should emphasize that grid-based representations of the mobile 
robot’s environment are explored thoroughly, so grid-based path planning plays a 
crucial role in solving today’s real-world applications. Particular studies even use 
discretization of complex obstacles to a grid-based representation, which provided 
collision-free near optimal solutions as well [1].  

Simulated annealing (SA) had been proposed as an algorithm in 1983. It is a well 
utilized metaheuristic algorithm which mimics the slow cooling appearing in the 
annealing process [2], analogous to the slow convergence and accepting more 
solutions. SA has been vastly used for path planning problems over the past years. 
Some research studies, referring to this algorithm, represented the robot’s path by 
using a Voronoi diagram. A particular research used the Voronoi diagram to find a 
collision-free path by using Dijkstra’s algorithm, thus utilizing this data to compute 
the best path by applying SA, satisfying the kinematic constraints [3]. Results have 
proved that this approach gives better results than the traditional SA algorithm [3]. SA 
has also been combined with other metaheuristic techniques in order to solve the path-
planning problem for mobile robots. A concrete study used the genetic algorithm 
(GA) as an acceleration to the SA algorithm [4, 5]. Some researches presented that 
this hybrid approach of the GA and SA algorithms avoids premature convergence and 
gives better results [6]. In the end, there’s a research paper stating that SA algorithm, 
used solely and compared to other metaheuristic techniques, was able to always find a 
solution and proved to be practical and effective, but compared to tabu search 
couldn’t always find the shortest possible path [7]. 

Particle Swarm Optimization (PSO) [8] is an algorithm that is also one of the well 
utilized metaheuristic approaches, and it’s based on imitating the social behaviors, 
where individual’s capabilities are less valued than the global social interactions [9]. 
Global path planning has been previously solved by utilizing a quantum-behaved PSO 
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algorithm (QPSO). Here, the robot’s map between the initial and the end point is 
represented with coordinate system transferring. The algorithm has performed with 
accelerated convergence having no restrictions regarding the shapes of the obstacles 
[10]. In the past several years, there have been also many hybrid approaches which 
combined the PSO algorithm with other metaheuristic algorithms. These approaches 
have proven their efficiency through several experimental studies. One of them is the 
hybrid GA-PSO algorithm, which used the genetic algorithm as an acceleration to the 
existing PSO algorithm. This algorithm applied the mutations and crossover operators 
on the generated results from the particles. After finding a feasible route, a cubic B-
spline technique is utilized to produce a smoother and better solution. This method 
has avoided the drawbacks of an early convergence, which is typical for these 
metaheuristic algorithms when used separately [11]. There had been also an 
orthogonal PSO algorithm, which included the orthogonal design operator to the 
simple PSO algorithm in order to avoid falling into local optima. Compared to the 
traditional PSO algorithm, this approach also gave more effective solutions [12]. 
When the path space model of the mobile robot is transformed by decomposition of 
the two-dimensional representation of the route, pairs of particles are capable of 
exchanging information for the crossover operator. This led to avoiding falling into 
local optima and giving feasible and reasonable solutions [13]. Very recent 
approaches took the path planning problem to four dimensions, thus defining the 
problem as a calculus of variation problem (CVP). Then, the solution to the CVP is 
effectively provided by applying the PSO algorithm [14]. 

The Ant Colony Optimization (ACO) algorithm is also a metaheuristic algorithm, 
which is inspired by the behavior of ants and their process of seeking food [15]. 
Hybrid approaches and implementations have been very popular, one of them being a 
combination of ACO and genetic algorithm (GA), referred to as smartPATH [16]. 
This concrete hybrid algorithm includes improvements of the ACO algorithm and 
modified crossover operator for the GA part of the algorithm, thus avoiding the 
inclination towards local minima. Results have shown that this algorithm performs 
much better that the standard ACO algorithm and also the Bellman-Ford method [16]. 
A Two-way ACO algorithm has been applied to the global path planning problem in a 
static environment, such that there are two ant tribes walking in opposite directions 
from starting and ending point [17]. The heuristic information was then gathered by 
the initial point, destination point and ants’ movements [17]. An endpoint 
approximation method proved to give efficient results, which consisted of constantly 
moving the starting and ending point of the grid towards each other, so the 
convergence obtained an accelerated speed [18]. A type of ant colony system with 
potential field heuristics provided effective construction of the robot’s path planning 
and avoidance of environmental obstacles [19]. In a late research study, cellular ant 
colony algorithm consisted of two ant colonies running with different strategies [20]. 
Then, these paths were evolved by using cellular rules, so the ants could jump to the 
region which leaded to the solution, thus resulting in a more stable algorithm [20]. A 
Best-Worst ant colony method also improved the searching processes significantly, 
and a Max-Min system for limiting the global pheromone intensity provided 
applicable solutions to the path planning problem [21].  
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Genetic algorithms (GA) is a technique which makes the best use of the search by 
implementing the concepts of natural evolution [22]. A combination of the Anytime 
Planning criteria and multi-resolution search spaces in the genetic algorithm resulted 
with several parallel evolutions, thus exchanging information between these parallel 
search threads about the low-cost solutions in the environment and improving the 
overall convergence [23]. Recent improved GA constituted of several optimizations to 
this algorithm. A hill-climbing method was firstly used to improve the mutation of the 
algorithm. Then, particle swarm optimization (PSO) was utilized to speed up 
convergence, and in the end an emulation takes place with float-point coding involved 
in the improved GA [24]. A dual population evolution with proportion threshold 
adaptation when having a fixed length binary path improved the capability of the 
algorithm to gravitate towards global optimal solutions and accelerated the 
convergence speed as well [25]. Introducing an adaptive local search operator and 
applying an orthogonal design method in the process of the initialization of the 
population and including intergenerational elite mechanism, also gave great 
accelerations compared to the original GA [26]. There have been research studies that 
implemented a hybrid of Artificial Potential Fields (APF) and GA, which uses the 
APF method to determine the collision-free area and avoid the environmental 
obstacles, and then it applies the fitness function of the GA accelerated by least-
square curve fitting [27]. This combination has been applied to soccer robots’ path 
planning and obtained effective results in terms of finding an optimal route [27]. 

3 Quad-harmony Search Algorithm 

Given that the distance between the start and end destination has to be minimized by 
the algorithm by which a search agent operates, the global path planning in grid-based 
environments can be defined as a Linear Programming problem [28]. Given a graph 
(G, A), start node s, goal node t, and cost wij for every arc(i,j) that exists in A, the 
problem would be defined as follows: 

,min
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This research paper presents a novel Quad-Harmony Search (QHS) algorithm which 
is effectively applied to the global path-planning problem. By using the Quad-tree 
free space decomposition algorithm, this algorithm splits the environmental data of 
the agent into four equally sized sub-grids in a recursive manner, until it finds a single  
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cell or an obstacle-free sub-grid. In this phase, all of the free regions are labeled with 
proper numbers and treated as a single node later in the Harmony Search (HS) stage 
of the algorithm. The HS stage consists of applying the Harmony Search method [29] 
to find an optimal route, given the data provided from the Quad-tree stage of the 
algorithm. The search space of the agent is static and the agent is able to move in four 
different directions, namely labeled as up, right, down and left. 

The QT stage of the algorithm used for the QHS is executed in the following 
manner: 

1. Give the necessary discretized environmental data to the mobile robot as input. 
2. Check if there is a single cell. If this is the case, determine whether it’s a free 

rectangle or an obstacle. If it’s empty, label it with a unique number. Otherwise, 
label it with -1. 

3. Separate the current examined part of the environment into four equally sized 
regions. 

4. Explore these regions and check if they are obstacle-free: 

a. When all of the regions are obstacle-free, label them with the same unique 
number. 

b. When two adjacent regions are obstacle free, label them with the same unique 
number and repeat the recursion steps from Step 2. 

c. When 4.a) and 4.b) result with a false outcome, repeat the recursion steps for all 
of the regions from Step 2. 

The result of the application of the QT stage of the algorithm on a sample grid-based 
environment (Fig. 1) is shown at Fig. 2. 

 

 

Fig. 1. Sample grid-based environment 
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Fig. 2. The labeled grid from Fig. 1 – the output of the QT phase 

The results from the QT stage of the algorithm are fed as input to the Harmony 
Search stage of the QHS algorithm. Here, the input is used to construct an adjacency 
list which should be used for the graph search of the algorithm. Then, these data are 
utilized for the purposes of the fitness function of the HS algorithm. The value of the 
fitness function is then computed as follows: 

1. Initialization. Set the start node of the algorithm to the initial point of search of the 
mobile robot. Set this node as the current node. 

2. Adjacent nodes search. Examine the current node and check for its label: 

a. When the current node is the final node, terminate and exit with success. 
Otherwise, continue to step 2.b. 

b. Examine the adjacent nodes of the current node. The next node to be selected is 
the node generated as the random value by the one present in the current value 
(member) of the candidate vector, modulus the maximum number of labelled 
rectangle areas. This number is the index of the node in the adjacency list of the 
current node and it belongs to the domain of numbers given by [1; 
maxRectangles], where maxRectangles is the largest unique number generated 
by the QT stage of the algorithm. 

c. Set the randomly selected node as the current node. Increase the returning value 
of the fitness function by a predefined value. Repeat Step 2 for this particular 
node. 

Hence, the mathematical formulation of the fitness function would be interpreted as in 
Eq. 3. 

,)((.) 
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where g is the current examined node, G is the domain set of the g node, and 
NodeCost(g) stands for the cost of the g node related to its position compared to the 
destination point, defined with Eq.4. 
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For the purposes of our research, several types of grids were tested by using the QHS 
technique. These grids had sizes of 32x32, 64x64 and 128x128, and they had 10%-
90% percentage of obstacles. These results from the QHS algorithm were then 
compared to other two metaheuristic approaches, namely the Ant Colony 
Optimization (ACO) and Genetic Algorithm (GA). Results from this research are 
detailed and presented in Fig. 3, Fig. 4 and Fig. 5 for the grid sizes of 32x32, 64x64 
and 128x128 respectively. As it can be clearly seen, the QHS algorithm has 
performed with great acceleration in convergence compared to other metaheuristic 
approaches. The GA needed a lot more iterations to converge, and always found only 
a local optima, i.e. it always found little variations of the first obtained feasible path, 
whereas the ACO algorithm always found a global optima, but needed more iterations 
to provide an optimal solution.  

Also, for all of the test grids used for this research study, a check for optimality of 
the obtained solutions by HS was performed. This check was made with the help of 
the well-known Breadth First Search (BFS) algorithm. Lengths of the optimal paths 
obtained using Breadth First Search and Harmony Search algorithms were the same, 
and they are presented in Table 1. These results, along with the comparison to the 
other metaheuristic algorithms, make QHS algorithm the right choice for the global 
path planning problem of a search agent. 

Table 1. Lengths of the optimal paths obtained using Breadth First Search and Harmony Search 
algorithms 

Percentage of 
obstacles 

Grid sizes 

32x32 64x64 128x128 

10% 66 133 74 

20% 61 114 71 

30% 66 100 89 

40% 50 234 66 

50% 51 38 53 

60% 19 22 30 

70% 9 11 47 

80% 5 8 28 

90% 7 4 59 
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Fig. 3. Comparison of QHS, Ant Colony and Genetic Algorithm for 32x32 grid sizes 

 

Fig. 4. Comparison of QHS, Ant Colony and Genetic Algorithm for 64x64 grid sizes 

 

Fig. 5. Comparison of QHS, Ant Colony and Genetic Algorithm for 128x128 grid sizes 
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4 Conclusion 

This paper presented a novel metaheuristic approach to solving the global path 
planning problem, namely the QHS algorithm. This algorithm was founded on the 
effective search space division capabilities of the Quad-tree algorithm and the 
optimization capabilities of the Harmony Search algorithm. Different grid sizes and 
different percentages of obstacles have been examined and experimental results have 
been elaborated. This research has shown that this algorithm performs better than 
other metaheuristic methods, namely the ACO and GA algorithms in terms of time 
and acceleration of convergence. Hence, this algorithm is a great foundation for 
further researches in the field of metaheuristic algorithms applied to NP-complete 
problems, such as the global path planning problem detailed in this paper. 
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Abstract. This paper provides an overview of current initiatives for the devel-
opment of e-government originating from Europe and United States of Ameri-
ca. This study emphasizes the importance of transformation of e-government, 
from government-oriented services (e-Government 1.0), through the user-
oriented (e-Government 2.0), to an open, transparent administration that in-
volves citizens and legal entities in the process decision-making. In this paper 
we propose configurable framework for fast development of systems that cov-
ers defined process of exchanging information and documents among citizens 
and legal entity on one side and employer in government institution on other 
side. Proposed framework is build around atomic building block named state 
with defined requirements, connections between blocks and loops. Based on 
proposed framework we developed system for issuing B integrated permits. 
Developed system serves as a confirmation of successful implementation of the 
open government concept.  

Keywords: e-government 2.0, web 2.0, open government. 

1 Introduction 

In recent years with the advancement of internet technology and expansion of mobile 
devices, information has become available almost everywhere. Volumes of govern-
ment data are constantly increasing which makes publishing and managing govern-
mental data a very tricky and demanding task. Using widely available technology [1] 
[2] we will try to increase efficiency of public government institution. Going from 
user oriented (e-Government 2.0) [3] one step forward to transparent government that 
involves citizens and legal entities in process, we achieve more efficient communica-
tion in both direction. Also transparency involve some kind of global knowledge into 
common government processes. Looking from user perspective, before user start 
some common procedure (e.g. issuing some permit) he can find a lot instructions that 
government purpose on web, but these approach include live examples of similar 
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procedures that other user has start before. All kind of permits has some kind of  
restrictions that need to be accomplished by issuer, and also in these aspects transpa-
rency can help government to react in real time according to citizens complaints. We 
try to identify all common things that is usual for specific kind of government proce-
dures that require frequent interaction among employees in government, citizens and 
legal entities. Our focus is to develop such a framework that is suitable for defining 
business process on high level of abstraction which will produce in final step a system 
that could be published on Web and become widely available.  

The remainder of this paper is organized as follows. Section 2 presents new initia-
tive that is propagated from EU. Section 3 explains proposed framework for defining 
e-government business process.  Section 4 gives implementation details and provides 
example of concrete product. Finally, Section 5 draws some conclusions and outlines 
future work. 

2 New Initiative 

Europe 2020 [4] is a new strategy in the European Union that will be applied the next 
decade. Strategy was adopted on 17 Jun 2010 and aims to create a smart, sustainable 
and inclusive economy of the European Union which will create new employment 
opportunities, better productivity and social cohesion. The Strategy sets out five key 
areas that need to reach a high level of development up to the year 2020, namely: 
employment, innovation, education, social inclusion and climate / energy. Concrete 
action at national and EU level are necessary to support this strategy. Each Member 
expected to adopt individual national targets belong to the defined areas. Within the 
strategy defined seven initiatives (Digital Agenda, Innovation, Youth on the Move, 
Efficient use of resources, Industrial policy in an era of globalization, Agenda for new 
skills and jobs, the platform against poverty) that must be implemented to achieve 
smart, sustainable and inclusive economy. 

The first initiative was developed, adopted Digital Agenda [5] as an EU strategy 
for the development of digital economy by the end of 2020th year. Digital Agenda 
focuses on the technologies of the 21st century, and Internet services that Europe will 
allow the creation of new jobs, promote economic prosperity and improve quality of 
life of citizens and legal entities. Within the Agenda are defined seven priority areas 
for action: creation of a single digital market, the greater interoperability, enhancing 
confidence and security in the Internet, much faster internet access, more investment 
in research and development, improving digital literacy and digital inclusion and use 
of information and communications technologies to address challenges facing society 
(climate change, aging population). 

Objective 1: Better access to information and active participation of citizens and 
legal entities in creation of the policy, creation of services oriented to needs, collabor-
ative work of users to create services, reuse of public sector information, increase 
transparency, involvement of citizens and legal entities in decision-making,  
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Objective 2: Mobility in the single market, which is achieved by using electronic 
services for the establishment and starting a business, study, employment, change of 
residence, cross-border services for businesses; 

Objective 3: To reduce administrative barriers, improvement of organizational 
processes and the promotion of "green government" that supports low CO2 emissions; 

Objective 4: To create the necessary key factors and  prerequisites in order to meet 
the expectations of the declaration date, the use of open platforms and the introduc-
tion of interoperability, creating a unique identification of citizens and legal persons 
of the EU, an innovative e-Government; 

Considering ISA program of EU [6], and according to action plan of Serbia [7], we 
proposed framework for defining e-government business processes as solution for 
building web based applications that are mentioned in action plan. 

3 Proposed Framework for Defining e-Government Business 
Process 

Our proposed framework includes several steps in defining business process. 

3.1 Identifying Roles of the System 

In these step we classify users of the system by roles, each role could be public or 
specific type. We define all possible role types of the system; some roles could be 
overlapped or in real situation user could belong to more than one role. 

3.2 Defining Distinguished States of the System 

States are defined by name and requirements that has to be accomplished before state 
can be transformed to connected states. Each state has assigned roles that can access 
to defined state. Notifications are also part of the state, it represent an action that is 
performed each time when process current state become defined state. Typical notifi-
cation is sending an e-mail message to user that belongs to particular role, and is also 
connected to state. 

3.3 Defining Order of the Steps 

After defining all states we specify connectors that represent possible actions that 
transform particular state to maximum one state defined before.  

3.4 Defining Loops in Process 

Loops are specific type of connectors that connect state to another state that is chrono-
logically earlier. 

Based on proposed framework we define several processes as illustrated below. 
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Fig. 1. Defining e-government business process using proposed framework 

4 Electronic Permits Issuing System 

Based on proposed framework we develop system for electronic issuing of B inte-
grated permits, widely available on address http://ekoloska-dozvola.mk/ 
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User involved in current iteration has access to status of permit through the system. 
Also there are email notifications about changes. They can be parameterized to speed 
up whole process and increase efficiency. 

The end product of whole process is issued permit which could be accessed by all 
citizens in permits registry. But citizens are not passive spectators, they could be  
involved in whole process during public hearing. It’s essential for such electronic 
government system because it gives opportunity to improve quality of process and 
representatives to get feedback from them. 

We find that citizens are generally satisfied with the electronic provision of infor-
mation (transparency). Electronic government strategies - transparency and interactiv-
ity - are important factors that directly affect e-government satisfaction and indirectly 
affect trust. Individuals who use system for issuing permits are not only critical con-
sumers but also demanding citizens. Citizens are belonging to certain public role, they 
can access to all processes that reach final state. 

Like the evaluation of all other information systems initiatives, the evaluation of e-
government in both theory and practice has proven to be important and complex. The 
complexity of evaluation is mostly due to the multiple perspectives involved, the  
difficulties of quantifying benefits, and the social and technical context of use. The 
importance of e-government evaluation [8] is due to the enormous investment put in 
by governments for delivering e-government services and to the considerable pace of 
growing in the e-government field. However, despite the importance of the evaluation 
of e-government services, the literature shows that e-government evaluation is still an 
immature area in terms of development and management. Our system involves ree-
valuation over certain time periods in which users permanently connect with their 
subject.  

System for managing the B-integrated licenses is created using ASP.NET MVC [9] 
technology and Entity framework [10] for data model. In addition were used HTML, 
CSS, Javascript (jQuery library). 

According to proposed list of actions [11], proposed system satisfies security re-
quirements mentioned in Action 1, also framework is reusable component mentioned 
in Action 2, and system could be also integrated within some other system mentioned 
in Action 3. 

5 Conclusion and Future Work 

The transition of e-government, the concept of e-Government 1.0 to Open Govern-
ment, occurred in the last decade. To short period of a few years, worn appearance 
new Web-based technologies and increase awareness users about their importance in 
the decision-making, e-government services grew from 1.0 into an open, transparent 
and participatory government. 

A lot of researches are made in e-government domain in recent years. We try to in-
crease efficiency of public government institution using widely available technology. 
Our approach has intention to design flexible framework for building business  
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processes of government institution. In future work our focus will be using citizens as 
sensor nodes to alert government institution about changes that has influence on so-
ciety in order to improve interaction.  
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Abstract. Debates on draft laws during the lawmaking procedure are primarily 
conducted in the Parliaments, but the media also gives their view on the subject, 
and lately discussions are being held online on the social networks. Usually 
those three viewpoints are identical, however in modern democracies citizens 
and media can have diametrically opposite positions with parliamentarians. In 
this paper we describe a prototype system that collects and combines data from 
three different data sources and presents analytical results to the users. As data 
sources we use: website of the Parliament, online news media, and Twitter 
network. Results of the analysis are visually communicated to the users with 
word cloud and word tree representations. Interoperable application interface is 
available for integration with external systems. 

Keywords: Parliament, Debates, Visualization, Word Cloud, Word Tree. 

1 Introduction 

The term mashup here refers to web application that combines data from multiple 
information sources. First source is a website of the Parliament of Republic of 
Macedonia that provides transcript documents from the debates. Second source is 
news articles in news media and the third source is posted messages on Twitter 
network. Transcript documents from the first source represent the view on the subject 
by the parliamentarians. The second source provides interpretation by the Media and 
the third source is open online discussions by citizens and experts. The general 
problem that we are solving in this paper is the design of a system for aggregation of 
information from those sources on one side, and analysis and visualization of 
combined results on the other side.  

Main objective of the modern parliaments today is to make lawmaking processes 
as much transparent as possible. Global Center for ICT in Parliaments [3] compiles 
annual report and defines directions for development in parliaments. One of the main 
recommendations of the latest report is improving transparency of the legislative 
processes by enhanced access to information. In this manner the Assembly of  
Republic of Macedonia publishes online all the documents related to the work of the 
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assembly and its committees [6]. In our solution1 software agent loads transcripts 
from Parliament to our database for analysis and processing. 

Today the internet and social networks are considered to form a distinct type of 
opportunity for political participation which considerably diverges from traditional 
participation channels, they possesses the ability to inform, activate and engage 
citizens [15]. One unique characteristic of the Twitter micro-blogging network is its 
real-time notification nature. This characteristic of the network is utilized during the 
earthquake detection where Twitter messages are used as social sensors [11]. Here we 
are mainly interested in discussions on the topics of policy and political issues 
including criticism. For this purpose we use Twitter messages from manually selected 
set of Twitter users for analysis in our system. 

The lack of response from the reader in the traditional written media is 
overwhelmed in their online counterpart. Besides initiating discussion, online media 
offers opportunity for readers to comment and discuss on the content. News media 
provide a resource for political discussion and create opportunities for exposure to 
conflicting viewpoints, encouraging political talk that might not otherwise occur [12]. 
Those online resources represent opinion from the journalists in our analysis. 

The resulting statistics on what is important for voters on one side and media on 
other side can be valuable information for the delegates in the parliament. In case 
when some subject receives greater attention in the online Media and Twitter than in 
the Parliament discussions, that can indicates inconsistency and potentially 
diametrically different opinions.  

As defined by Liu et al. [9] this combination of different data generates new value 
from information from external data sources. We use Word Cloud visualization for 
representation of the results [1][16][2]. This service practically represents a tool for 
statistical analysis of the discussion documents [5]. This service provides valuable 
results to our primary users – citizens [7], and: media, journalists and analysts as 
secondary users. 

In Section 2 we will provide a brief overview of similar solutions, Section 3 outlines 
the main functional modules. Data structures, algorithms and interactivity are covered 
in Section 4. Section 5 discusses the advantages, disadvantages and future work. 

2 Related Work 

At 2007 the newspaper New York Times introduced a web based tool called 
“Transcript Analyzer” that provided visual representation of text records of debates. 
This tool calculates total number of words for each speaker in the debate. Statistical 
information like total speaking time for participant and overall total speaking time 
information is presented. Unfortunately this tool is only available for selected transcript 
documents of some debates and it does not provide option for uploading document for 
analysis or any other integration with external sources of transcript documents. 

Many Eyes (Viégas, et al., 2007) is another online visualization tool. Data is 
manually uploaded by the user and then rich visualizations can be generated. This 
service successfully solves the problem of interpretation of statistical results to the 
                                                           
1 Visual Mashups. http://stenogrami.com 
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user, but in order to perform analysis from different sources user have to manually 
compile a single document and upload it to the service where processing is 
performed.  

Tropes2 is tool for analysis and visualization of textual contents. This tool performs 
highly efficient semantic analyses and excellent visual representation of the results. 
We found two disadvantages of this tool: first it is implemented as an application that 
needs to be installed on the client computer and second semantic analyses require 
language specific knowledge. TIARA system [8] is using Latent Dirichlet Allocation 
model for semantic analysis that produces visual text summary of large text corpora. 
The time-based visual representation of TIARA combined with word cloud 
visualization could be applied in our solution. 

The real-time nature of Twitter messages is successfully applied in earthquake 
detection (Sakaki, Okazaki and Matsuo, 2010). Here twitter messages are used as 
social sensors for real-time event. In our work we are primarily interested in political 
talk in Twitter messages. The category political here is used to distinguish messages 
on subject of policy or political issues that can also include criticism. Graham [4] is 
working on a filter for detection of political talk online. Šķilters et al. [13] has 
analyzed the messages during the Latvian parliamentary election in 2010 and 
discovered different polarization categories of Twitter messages. By using the 
polarization factor it is possible to structure and classify messages. In our research we 
measure the topic of interest by calculating the frequencies of occurrences of words in 
Twitter messages. The recent research [14] on the use of Twitter by the Canadian 
politicians has indicated that though many Canadian politicians are using Twitter, it is 
mostly used to broadcast official party information. Considering this result, we 
decided to evaluate twitter discussions not from the politicians but from manually 
selected active users. 

 Exposure to different views is vital in forming valid opinions and in learning to 
appreciate the perspectives of others [10]. Both in political theory and empirical work, 
there is near unanimous agreement that exposure to diverse political views is good for 
democracy and should be encouraged. Aldo some authors [17] argue that social 
networking sites does not increase participation in political discussions, we believe 
that over time this will increase. 

All referenced systems operate on a data set that is provided by the user. The 
biggest advantage of our proposed service is that data is automatically aggregated and 
combined from different source locations: parliamentary web site, news media and 
Twitter network. This allows us to create local data repository and execute more 
complex statistical computations. 

3 Service Modules 

Functional modules in our service are organized around three main problems: 
transmission and transformation of data, indexing and storing collected data, and 
statistical analysis and visualization. 

                                                           
2 http://www.semantic-knowledge.com 
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3.1 Module for Transferring Data 

The main advantage of this solution is the continuous integration with the actual 
sources of data. That means automatic retrieval and transfer of following data: 
transcript documents from parliamentary web site, twitter messages from twitter 
network, and online news articles from selected sources. We define two processing 
locations as: “source” meaning: web site of the Parliament, Twitter network or Media 
website, and “service” meaning processing location of the visualization service. The 
idea for local replication of data is based on following considerations: 

1. Visualization service is independently isolated from the original data sources 
2. Fast data loading 
3. Advanced analytical queries can be executed on a local dataset 

A dedicated agent software component is responsible for actual fetching of data from 
different data sources. We have implemented separate agents for each data source that 
we use.  

3.2 Module for Indexing Data 

Index structure in our service is used for executing analytical queries required by the 
analysis module. The indexed content contains: plain transcript text, article contents 
and twitter messages. Transcripts documents are published on the parliamentary web 
site in different file formats: Portable Document Format (PDF), Microsoft Word 
Binary Format (DOC) or Office Open XML (DOCX). As such document needs first 
to be converted into readable plain text format. Document content is stored as text in 
the relational database and also it is indexed by full text indexer. 

3.3 Visualizations Generator Module 

Our service supports three visualization types: Word Cloud, Word Tree and Word 
Distribution Chart. Word Cloud representation shows set of words arranged on the 
viewing area respectively each with a different size. The size and position of each 
word is proportional to the term frequency. Figure 1 is Word Cloud visualization from 
transcript document generated from our service. 

We base this visualization on the following aesthetic principles: 

A1. Words with higher frequencies are more noticeable 
A2. Words with higher frequencies are positioned toward the center 
A3. Favor symmetry and balance 

Word Tree visualization shows a structure of all the words that are followed by a 
given word or phrase. Tree structure is called suffix tree and is not directly observable 
without previous computation and analysis. Suffix tree is deduced from the document 
content and is different for each root word or phrase. Wattenberg and Viégas (2008) 
define it as a form of keyword-in-context (KWIC) structure. Figure 2 is an example of 
word tree visualization from real transcript document. 
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Fig. 1. Word Cloud visualization from our service 

 

Fig. 2. Sample word tree visualization 

The advantage of Word Tree view is that it instantly visually communicates the 
sentence structure for the given root word or context. On the other side disadvantage 
is that user needs to enter the root word. In order to surpass this disadvantage we 
propose that entry in the word is a word from Word Cloud visualization.  

In Word Distribution chart an analysis is executed over a set of documents. Let’s 
consider this simple scenario: A user wants to browse the discussions where act on 
“e-commerce” was discussed, instead of going through each transcript document and 
evaluate, he can execute a new Word Distribution Chart search and the results show 
where this subject was most argued. Figure 3 displays this visualization. 
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Fig. 3. Word Distribution Chart 

In Word Distribution Chart X-axis represents the date of discussion and Y-axis is 
relevancy of the search results. We propose a further extension of this chart with 
functionality for comparative analysis. The idea is to analyze more than one word and 
their distribution in transcript documents. TIARA (Liu et al. 2012) is using similar 
visual metaphor for time-based visualization. Figure 4 presents results from 
comparative word distribution chart. 

 

Fig. 4. Comparative Word Distribution Chart 

The interactivity approach that we used in Word Cloud and Word Tree 
visualizations can be applied for Word Distribution Chart. Instead of just static 
representation of search results, we use this view as an entry point for other two 
visualizations. By selecting a search result point user can drill down and use that point 
for Word Cloud and Word Tree visualizations. 

4 Implementation Considerations 

In a Word Cloud visualization two computational problems are considered: first one 
is creation of sorted list of top n words from a set of M words; and second is 
representation of those words on a two dimensional surface according to the aesthetic 
principles A1−A3. Algorithm is presented in Table 1. 

Second problem is arrangement of all elements of set N on a two dimensional 
surface. According to first aesthetic criteria A1, words with higher frequencies should 
be more noticeable. For each element n from N, we assign numerical value s(x) where 
s(x) is size of the word on the surface. Size is proportional to the word frequency and  
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is in a range min ≤ s(x) ≤ max. Having in mind that all elements in N are sorted by 
frequency in descending order, for each element n in N (n ϵ N) we apply the algorithm 
described in Table 2. 

Table 1. Algorithm for generating list of most frequent words in text 

Step Description 

1 Find all distinct words K from a set of words M (K ≤ M) 
2 Remove all irrelevant words (stop words) 
3 For each word k (k ϵ K) calculate and assign number of occurrences – frequency 
4 Sort elements in K by frequency, in descending order 
5 Create subset N of first n words from K (n ≤ K, N ⊂ K) 

Table 2. Algorithm for word positioning 

Step Description 

1 Assign random x position 

2 Place the word on the position x and move it on the y axis as close to the center as 
possible until center is reached or collision with other element is detected 

3 Move the word on the x axis toward the center until element is centrally aligned or 
collision with other element is detected 

 
In Word Tree visualization we solve problems of creation of suffix tree structure 

for and calculation of positions of each tree node on the screen. Let’s suppose that a 
transcript document is set S of sentences, and that k is a search keyword entered by 
the user. Sentences are delimited by set of delimiters D. 

Table 3. Algorithm for creating suffix tree structure 

Step Description 

1 Separate all sentences S by using delimiter characters from D 
2 For each sentence s (s ϵ S) separate part of the sentence that comes after keyword k 

and create a subset of suffix sentences S1 
3 Create tree node n with keyword k and suffix sentences S1 
4 For each sentence in S1 use the first word in the sentence to create set of distinct 

words set K2 
5 Add all elements of K2 as child nodes to the node n 
6 Use each element in K2 as a keyword and recursively perform steps 2-6 

 
When suffix tree structure is calculated next a simple tree layout algorithm is used 

to calculate the position of each node in space. When positions are calculated, nodes 
are drawn on the surface. We draw quadratic Bézier Curve between connected nodes. 
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Table 4. Algorithm for constructing Word Distribution Chart 

Step Description 

1 Execute full-text search on the given keyword k 
2 Extend search results R with excluded points 
3 Sort points by their x coordinate in ascending order 
4 For each point pi (1 ≤ i ≤ n-1, where n is total number of points) draw a line between 

points pi and pi+1 

 
Word Distribution Chart is defined with set of points P each with pair of 

coordinates x and y. X-axis represents time, and y-axis represents number of word 
occurrences or relevancy. Table 4 represents the procedure for calculation and 
drawing of Word Distribution Chart visualization. In case of comparative Word 
Distribution Chart, set of keywords K = {k1, k2 … kn} is used, then for each keyword k 
(k ϵ K) execute steps 1-4. In this case different line color or style needs to be used for 
each keyword line. 

In the Word Tree visualization we are facing with a problem of limited visible 
screen area on one side, and large number of tree branches on the other side. 
Wattenberg and Viégas (2008) considered this problem and they proposed a method 
of “level in detail” for solving this problem. Here we propose that instead of 
automatically opening all tree branches, only first level beneath the root node will be 
expanded and all other branches will be collapsed. By clicking on the tree nodes user 
can further browse and expand all child nodes and so on. 

In a Word Distribution Chart visualization user can select point from the chart and 
according to our idea use it as an input to other visualization. Selected point will be 
used for Word Tree visualization. 

This project is implemented as an ASP.NET web solution with AJAX enabled web 
services. An open source library called JavaScript InfoVis Toolkit is used for the tree 
layout algorithms. Highcharts library provides functionalities for drawing charts. A 
set of IFilter components are used for converting document formats into plain text. 
We use an open source full text search and indexing engine library named Lucene. 

5 Results and Discussion 

At the time of this writing the module for data aggregation has collected 2000 
transcript documents, 50000 articles and 50000 twitter messages. Data mashup 
(Figure 1) shows color coded words allocated in the word cloud by their term 
frequency, the terms “закон” and “законот” have the same meaning but are shown as 
separate words. Word tree visualization (Figure 2) gives view of the contextual usage 
of selected word from word cloud visualization. Algorithm shown in Table 1 when 
applied on documents from multiple sources can take significant time to finalize. 
Processing time is less than 5 seconds when analysis period is up to 7 days, and for 
more than 30 days becomes very slow. 
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One of the main goals of this system was to aggregate and combine data from  
three sources. Data is transferred, converted and stored in the processing location.  
The active integration channel with data sources continuously provides data to the 
analysis and visualization components. Selected visualizations can be generated by 
using the existing tools, but it requires manual operations of selecting and combining 
documents which is an extensive task especially when analysis period is variable. 
This visualization answers on one place what were the most discussed topics in 
Parliament, social networks and Medias. Generated information is valuable because it 
shows what citizens and media like to discussed compared to what parliamentarians 
are discussing.  

The system is executing only statistical analyses on the textual contents, additional 
semantic analyses should also be performed in order to have more accurate results. 
The choice of Twitter users is important because from it depends the objectivity of the 
analysis. In this case users are chosen in such a way to balance the various political 
options. 

6 Conclusions 

In this research we tried to use the informational mixture from three data sources to 
represent different viewpoints in the lawmaking processes. The continuous integration 
between the data sources and web service plays an important part in this visualization 
and analysis platform. In addition to that interconnected visualizations provide drill 
down functionality and analysis from different perspectives. Furthermore, word 
distribution chart offers a chronological analysis to set of transcript documents. This 
visualization service can make a contribution in the direction of constructing 
specialized automated visualizations platforms. On the other side our service deduces 
and presents statistical results that are not directly available by manually reading the 
documents. Service can be also used for analyzing data for time period from one of 
more data source. Some disadvantage of this solution are lack of semantic analyses 
and diverse visualizations. Visualizations can be further extended with functionalities 
for saving views and debating on the view. Future work will mainly cover the 
development of semantic analyses, additional visualizations and collaborative 
functionalities. 
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Abstract. This paper proposes a model for telemedical Information System that 
can be used in a military environment. It is consisted of two modules: off-line 
Advisory Intelligent Module that obscures timely blood type recognition and an 
on-line module for distance interpretation of blood tests (determining the blood 
type) and fast delivering request to transport the injured in the nearest medical 
facility. The Smart I (eye) Advisory Rescue System (SIARS) will provide time-
ly help to injured military persons or civilians, during or after military opera-
tions, and will provide correct blood serum analysis near the battlefield, as well 
as sending request for safest and fastest route to the nearest medical facility. 

Keywords: SOA, Telemedicine, information system, military, modules and 
blood transfusion. 

1 Introduction 

Usually, during or right after the field combats, there is a need for blood infusion of 
the injured persons and it is done by using the neutral, type zero [12]. The idea is to 
find the way for fast blood serum analysis, and to provide the appropriate blood trans-
fusion even in the local hospitals where no specialists are available, and/or during the 
transportation to the nearest (safest) medical facility. This can be done with the sys-
tem of gel-cards [12]. The technician fills the gel-cards with the patient blood sample 
and obtains its image. The technician is a military medical person in the combat unit 
that executes military tasks. Dependent on the military doctrine, this person can be a 
part of a company or a section in a battalion. 
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The interpretation of the gel-cards, according the traditional method for determin-
ing the blood type, is done by the specialist in the laboratory in a medical facility. The 
SIARS will broaden the usage of the Geloscope [12] by introducing additional infor-
mation to the gel-card digital image of the injured (smart image). The specialist will 
read the blood type of the wounded person by the information from the smart image 
and deliver the needed information back to the technician. This scenario is possible 
only when on-line connection to the specialist exist. In the absence of this kind of 
connection, the Advisory Intelligent Module - AIM will take place. The SIARS will 
integrate both scenarios, in order to deliver exact blood type analysis in off-line and 
on-line mode. 

2 Related Work  

There are a large number of referred research papers from this area. Analyzing the 
relevant literature, we have drawn the conclusion that in many technologically devel-
oped countries the implementation of SOA in the telemedicine IS in the military do-
main is driven by the unique reason - to protect and save military person/civilian 
lives. The society benefits from the technology development by government founded 
research projects. The “Extending Service Oriented Architectures to the Deployed 
Land Environment“ [1] shows that the interest about service-oriented architecture 
guides to extended implementation of SOA in information and communication  
systems, that are part of military and civil domain. Since it is simply implementing 
Service Oriented Architecture (SOA) [2], [3], [4], [5] base functionality into unchan-
geable organization infrastructure at the same time there are numerous  factors that 
are more complicated implementing SOA in design of systems in military domain. 
The implementation of service-oriented architecture in systems for deployed land 
forces in missions which execute military operations or other kind of missions as a 
mission for establishing peace or keeping peace lead by NATO, EU or UN, represents 
a big challenge for its effective implementation in military domain.   

In [6], information systems for command and control that are exploited in head-
quarters in an operational level use service oriented architecture in order to increase 
capability in exchanging information in military environment. SOA approach allows 
flexibility in increasing capability through integration and systems interoperability 
based on using Commercial-Off-The Shelf (COTS) technology and standards. A solu-
tion by Thales (UK), based on SOA is presented in the paper. It covers architecture 
modeling, SOA Governance and summary of a multinational demonstration activity 
used to implement prototype services. It concludes that SOA solution can be used for 
increasing the capability in military environment.   

Also, as a further work, Thales proposes developing SOA solution of information 
systems of this kind, in all areas in military environment. The understanding business 
process domain will be tied to opportunities for the development of services focused 
on delivering improvements in capability to the customers. In addition, the solution is 
planned to be used for integration and interoperability with other information systems 
in military environment.  
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In [7] are presented advances of Service Oriented Architecture (SOA) for develop-
ing information systems and to what extent it will help for effective use of Network 
Enabled Capability (NEC). Also, advances of SOA are exploited in building and de-
signing military information systems for supporting - NEC. Until now, the Service 
Oriented Architecture was implemented in integration of specific legacy systems in 
military domain to provide information to support current way of working. SOA is 
used only in a field of operational process re-engineering and organizational optimiza-
tion where adopting of SOA can deliver. Service orientation offers unique possibility 
in changing the way of exploiting information systems due to Ministry of Defence 
(MOD) departments, and their operational formations can increase their efficiency. 
The paper exploits SOA, with the intention that MoD will exploit benefits of NEC on 
a higher level.  

In [8], the accelerated development of the information technology and telecommu-
nications, i.e. the wireless and mobile communications and their convergence in tele-
matics, lead to emerge of a new type of an information infrastructure that holds a 
potential for supporting a lot of advanced services is health. The paper surveys appli-
cations used in the wireless telemedical systems. There are short overviews of the 
group of successfully developed applications – electronic patient file, emergency 
telemedicine, teleradiology, home monitoring. The authors express their anticipation 
that the development of the IT will lead to even more useful applications that will 
include better civil services or improvement of the existence ones.  

In [9] is stated that the immense increase of telemedical implementations, enables 
the users to obtain better health services with increased attention to each patient and 
diagnosis on a higher level. In the paper, the authors have presented the implementa-
tion of the telemedicine service based on SOA, the cardiology reformulation and it 
was designed in different stages. 

In [10], an effective transformation of management in medicine is presented, 
achieved by the implementation of the telemedicine system. There are several prin-
ciples that can’t be avoided in order to increase the chances of successfully building 
of telemedical IS: (1) pragmatical selection of telemedical applications and web sites; 
(2) the clinician drivers and the users should own the system; (3) telemedicine man-
agement and support should follow best-practice business principles; (4) the technol-
ogy should be as user-friendly as possible; (5) telemedicine users must be well trained 
and supported, both technically and professionally; (6) telemedicine applications 
should be evaluated and sustained in a clinically appropriate and user-friendly man-
ner; (7) information about the development of telemedicine must be shared. If teleme-
dicine is to realize its full potential, it must be properly evaluated and the results of 
any evaluations published, whether the results are positive or negative. The telemedi-
cine is about communication with colleagues and patients across large distances and 
they should be given the possibility to incorporate their own experience.  

3 The Phases of SIARS Model Development 

SOA presents the next step of standard for reusing information systems and loosely 
coupled systems. Moreover, independency of implementation platform means that 
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older hardware and newer software can be replaced and updated without negative 
implications toward other components of a system as far as communication interface 
of service is not changed. Following the latest Information and Communication Tech-
nology (ICT), the telemedical IS based on SOA for blood transfusion should be de-
signed as a hybrid system (store-and-forward mode and real-time mode).  

The model of SIARS development based on SOA will be created in several phases.  
In the initial phase of the proposed model, we are focused on a usage of service-

oriented architecture for building information systems, with the intention of finding 
relevance for developing this telemedical model.  

The first phase covers the research about the designing of prototype modules. The 
telemedical system will contain two modules – off-line module – Advisory Intelligent 
Module (AIM) and on-line module for  distance interpretation of  blood tests (deter-
mining the blood type by the specialist) and fast request delivering to transport the 
wounded to the nearest medical facilities. The interpretation of the blood type is going 
to be done with the gel-cards. The conversion of the gel-cards physical appearance 
with the blood sample and the reagenses into the digital image is enabled with Gelos-
cope that produces the e-image [12]. 

 

Fig. 1. Model of SOA-based Smart I (eye) Advisory Rescue System [11] 

The second phase - developing the off-line module for automatic blood type analy-
sis from gel-cards.  

The Advisory Intelligent Module for blood type determination will work indepen-
dently - analyze the digital image of the gel-cards and produce a recommendation to 
the technician for the blood transfusion process in the situation when no information 
about the serological blood type of the injured is available (there is no e-file nor con-
nection to the specialist). The sophisticated machine learning hybrid system will give 
the accurate information about the patient blood group serological results. 
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The second phase – developing the on-line module that sends the blood gel-cards 
digital image to the specialist. The specialist reads and interpret the blood type of the 
injured. This module will introduce some additional information to the image: 

 
• ID 
• Time 
• Location 
• Coordinates; 

To provide accurate estimation of coordinates and location, we are connecting SIARS 
to GPS and installing digital map from region were military operations are ongoing.   

The third phase is dedicating for developing an application that automatically takes 
the image from the Geloscope and enriches it with the aforementioned data. The ap-
plication will contain intuitive interface that can be used in this case of limited time. 
According to the information from the smart-image, the specialist will resolve the 
blood type of the injured patient and send this information back to the technician. At 
the same time, the technician will obtain the information about the closest medical 
facility and the estimated time for the transportation to the nearest hospital for the 
injured patient, if needed. 

The transportation of the injured patient is a critical moment, because there might 
be enemy zones that disable the safe transportation. We emphasize this possibility, 
because in this case the obtained information for the shortest path/time for transporta-
tion to nearest hospital may be in discrepancy with the real situation. On Figure 2, we 
propose a solution with inclusion of Tactical Operational Center(TOC). 

 

 

Fig. 2. Scheme for sharing information b/w TOC, technician and specialists 

TOC will get the information (ID, time, location and coordinates) and it will send 
the technician information about the safest route and needed transportation time for 
the injured patient. 
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The fourth phase is about developing the protocol for communication between the 
technician and TOC. If the technician estimates that the patient has serious injuries 
and if urgent transportation is needed, he sends the information (ID, name (optional), 
time, location and coordinates) to TOC. The TOC delivers the information in  
the nearest hospital, so the preparations for the injured will be on time. The return 
information to the technician will be about the transportation type, place or nearest 
hospital. 

The fifth phase is developing an interface of the application. The system will con-
tain different subsystems, connected to each other needed for creating the information 
and their delivery to the end users (see Figure 3). 

 

Fig. 3. SIARS’s content delivery network (CDN) using P2P model for exchanging information 
[13] 

4 Justification and Novelty  

During the military actions, certain civilians or military personnel directly or indirect-
ly involved in the action can be injured too. According the previous statement, the 
logical conclusion is that in a given moment some of the wounded or injured will 
need urgent blood transfusion. The transfusion can be done by a blood stocks, and this 
must be done in a limited period of time. It is very important if the technician has the 
information about the injured blood type, in order to avoid the transfusion only with 
the O-type.  
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5 Expected Results 

• Precise and fast determining the patient blood type, to proceed with the procedure 
of blood transfusion on time with the right blood type 

• Developed standardized protocol for information exchange, important for the fast 
blood type determination 

• Defined model and methodology for integration of applications from selected 
ICT information systems that does not support SOA. This approach will override 
the technology dependency and it will allow integration of different platform in-
formation systems (DCOM, CORBA, RPC, RMI)  

• Safety mechanisms integration, selection and description of safety standards in 
the ICT,  to achieve high level of access control and user 

• Defined metrics for service evaluation in the telemedicine IS with SOA 
• Verification of the telemedicine IS functionality according the defined goals. 

6 Conclusion  

The Telemedicine information system can be implemented in every unit that performs 
military operations. Every unit that operates in an open field, no matter the nature of 
the unit, includes medical technicians, soldiers with the essential medical training. 
Technician role is to give the first aid to the injured. In the scope of the proposed 
telemedical system, the technicians will have certain equipment (device or terminal) 
that will enable to transmit, analyze, or process the signal about the blood type deter-
mination and realization of fast and safe transportation to the nearest hospital if 
needed.   

According to the technician capabilities, this system can be used in a civil variant 
(Crisis Management, Rescue, Recovery and Protection), dependent of the users need. 

The successful implementation of the system opens new opportunities for telemed-
ical use in the military environment, focused on decreasing the number of potential 
victims due to the late or wrong blood transfusion. 

The system will contribute in bringing the development of the telemedicine in a 
higher level. This will confirm the thesis that military increasingly uses the most so-
phisticated and up-to-date technologies for its needs. As a result, the design and im-
plementation of the system will lead to improvement of the blood transfusion process 
(the time limitation factor) and more human lives will be saved. 
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Abstract. Global Positioning Systems (GPS) refers to satellite-based radio-
positioning systems and time-transfer systems that provide three-dimensional 
course, position, and time information to suitably equipped users. At present, 
GPS system is world-wide used for positioning and navigation, attracting great 
attention from the scientific, professional and social community.GPS satellites 
are orbiting Earth at altitudes of 20.200 km and the GPS signal is mostly af-
fected by the atmospheric effects. The scope of this paper is to investigate the 
performance impact of the atmospheric correction models in the overall posi-
tioning accuracy. Real GPS measurements were gathered using a single fre-
quency receiver and post–processed by our proposed innovative adaptive LMS 
algorithm. We integrated Klobuchar and Hopfield correction models enabling a 
considerable reduction of the vertical error. 

Keywords: GNSS systems, GPS raw measurements, Ionosphere, Troposphere, 
Klobuchar model, TEC, Hopfield model, PVT algorithm, VDOP. 

1 Introduction 

The Global Navigation Satellite Systems (GNSS) technique has evolved to become 
the most widely available positioning tool used by both civilians and scientists [1]. 

GPS is a satellite-based navigation radio system which is used to verify the posi-
tion and time in space and on the Earth [2].The GPS satellites are orbiting the Earth  
at altitudes of about 20.200 km and it is generally known that the atmospheric  
effects on the GPS signals are the most dominant spatially correlated biases. The at-
mosphere causing the delay in GPS signals consists of two main layers: ionosphere 
and troposphere [3]. 

The Ionosphere is the band of the atmosphere from around (50 – 1000 km) above 
the earth’s surface and is highly variable in space and time, with certain solar-related 
ionospheric disturbances [4]. Ionosphere research attracts significant attention from 
the GPS community because ionosphere range delay on GPS signals is a major erro-
source in GPS positioning and navigation. The ionospheric delay is a function of the 
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total electron content (TEC) along the signal path and the frequency of the propagated 
signal, mostly affecting the vertical component of user’s position (VDOP). There are 
different statistical model available for the correction of ionospheric range error in 
single frequency applications. However we can distinguish two of them such as: the 
Klobuchar model for GPS [5] or the NeQuick model [6] foreseen for use in European 
GALILEO system. In our algorithm we employed the widely used Klobuchar model 
because of its simple structure and convenient calculation. 

The troposphere is the band of the atmosphere from the earth’s surface to about 8 
km over the poles and 16 km over the equator [7]. The tropospheric propagation delay 
is directly related to the refractive index (or refractivity). The signal refraction in the 
troposphere is separated into two components: the dry and the wet component, where 
the dry or hydrostatic component is mainly a function of atmospheric pressure and 
gives rise to about 90% of the tropospheric delay.  

There are different mathematical models that can be used to correct the tropospher-
ic error such as Saastamoinen and Hopfield Model [8].In verifying the effects of rela-
tive tropospheric delay in user’s position estimation, we employed the most common 
and precise method, called Hopfield correction model. 

 In the next section, we will investigate in details the impact of Klobuchar and 
Hopfield model for ionospheric and tropospheric errors respectively, implemented in 
our algorithm in post-processing mode. Therefore, the recording of the observed satel-
lite-to-receiver pseudoranges is required and this is achieved from the use of a single 
frequency receiver. 

This work is divided in five major sections. In the first section we give a short  
introduction regarding the atmospheric errors. In the second section we describe in 
details the process of data collection and the tools used for measurements, then in the 
third section the implementation of our proposed PVT algorithm is presented. The 
fourth and fifth sections are dedicated to the obtained results, visualized with different 
kinds of plots. Finally we conclude our work with comments and conclusions. 

2 Experimental Data Set  

In this section we explain the GPS data collection process and the implementation of 
a post-processing adaptive PVT algorithm, where we included mathematical Ionos-
pheric and Tropospheric correction models aiming to an improved accuracy of user’s 
position estimation.   

The single frequency measurements of the GPS pseudoranges were recorded using 
the SAT-SURF receiver, manufactured by ISMB [9]. Later on all the gathered data 
such as pseudoranges, Time Of Week, Week Number, the satellite’s coordinates Xs, 
Ys and Zs, Ionosphere and Troposphere coefficients, were post-processed by the 
SAT-SURFER software. SAT-SURFER gets GPS raw data measurements, displays 
them on the screen and logs these data in different files allowing any further  
post-processing activity. Our real experiment and GPS data gathering was conducted 
outside our laboratory in the Lingotto Campus at nearly 1.30 PM. The GPS raw mea-
surements displayed from SAT-SURFER in its GUI format are illustrated in Fig. 1. 
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The major error contribution in the overall user position accuracy comes from the 
Ionosphere layer, affecting mostly the vertical component and increasing in such way 
VDOP (Vertical Dilution of Precision) [10].The ionospheric parameters taken from 
the SAT-SURFER log files are ilustrated in Fig.2. 
 

     

Fig. 1. SAT-SURFER Graphical User Interface (GUI) 

 

 

Fig. 2. Ionospheric Correction parameters taken from SAT-SURFER log file 

The α and β are the input data of our adaptive positioning algorithm necessary for 
the mitigation of ionospheric error in the user’s position estimation. It will be later 
shown that we achieve a considerable improvement of the vertical component and a 
decreased VDOP, after the application of this correction in our main algorithm. 
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3 Implementation of Our Proposed Positioning Algorithm 

In this section, we propose an innovative adaptive PVT algorithm compiled in 
MATLAB® environment. The specific computation flow diagram of our positioning 
algorithm is shown in Fig.3. This positioning algorithm is implemented as a recursive 
procedure with several iterations based on Least Square Mean (LSM) [11] solution 
and on Maximum Likehood (ML) criterion, minimizing in such way the search space 
for the “ True User’s position ”. The initial step in our algorithm is the initialization of 
user position in Earth’s Center in ECEF Coordinate System with coordinates LP = [ 0 
0 0 0 ]. The linearization point will be updated after each Time Of Week (TOW) itera-
tion, until the end of the iteration to become the evaluated user position. This algo-
rithm is structured in two main iteration cycles: TOW and position loop.   The two 
major goals of this algorithm are: 1) to provide the user position in a minimum num-
ber of iterations and 2) with the highest accuracy through the application of atmos-
pheric correction models.  

During the measurement phase, we were able to collect a considerable amount of 
GPS raw data from 2122 TOW and the mean number of fixed satellites were 6 (higher 
than the minimum requirement for a user position estimation). 

  

Fig. 3. Computational flow diagram of our Positioning algorithm  
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During the measurement phase, we were able to collect a considerable amount of 
GPS raw data from 2122 TOW and the mean number of fixed satellites were 6 (higher 
than the minimum requirement for a user position estimation). 

4 Ionospheric and Tropospheric Correction Models 

The focus of this section is to evaluate the ionospheric and tropospheric effect on GPS 
positioning solution. Prior to the correction models loop in our MATLAB® code, it is 
important to exclude from our computation the satellites with a C/N0 lower than a 
predefined threshold. The threshold for C/N0 was chosen to be equal to the mean val-
ue of the C/N0 column in the data logs and was set to be C/N0 ൐ 37 dBHz. This crite-
rion is implemented in a Weighted Matrix and enables an increased accuracy in the 
user’s position estimation. 
 

Weight = Struct(TOW).Data(i).CNO; 
W = diag(Weight(i));  

The pseudoranges are affected by errors, which can be modeled as Gaussian random 
variables: 

• With zero mean, 
• Independent and identically distributed,  
• with variance ߪ௎ாோாଶ  . 

The errors affecting the pseudoranges can be expressed by the following equation:   

ߩ              ൌ ௜ݔሾሺ ݐݎݍݏ  െ ௅௣ሻଶݔ ൅ ሺݕ௜ െ ௅௣ሻଶݕ ൅ ሺݖ௜ െ ௅௣ሻଶሿݖ െ  ܿ כ ௅௣ݐ ൅ ܿ כ ௔ܶ  (1) 

where:  

• Ta = TIono  + TTrop – is the sum of Ionospheric and Tropospheric error contributions, 
respectively; 

• [xi, yi, zi] – are the coordinates of user’s unknown position; 
• [xLp, yLp, zLp] – are the coordinates of linearization point, which in our case is the 

position obtained from the last algorithm iteration; 
 

We will describe in further details these two types of corrections that we take into 
account in the error affected pseudoranges. 

4.1 Ionospheric Corrections 

We propose the implementation of Ionospheric corrections based on the Klobuchar 
model [5].The Klobuchar model implemented in our algorithm uses as input: 

• Receiver generated terms: 

─ λu  - User Geodetic Latitude WGS 84 ( semi – circles ) 
─ φu  - User Geodetic Longitude WGS 84 ( semi – circles ) 
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─ E -   Elevation angle between the user and the satellite , measure clockwise positive 
from the true north ( semi- circles ) 

─ A - Geodetic azimuth angle of the satellite 
─ GPS time - Receiver’s computed system time. 

• Satellite transmitted terms: 

 .௡ - coefficients of a cubic equation representing the amplitude of the delayߙ ─
 .௡ - coefficients of a cubic equation representing the period PER of the modelߚ ─

We designed a function ionogen.m to calculate the delay caused by Ionosphere layer, 
which was called in our main PVT algorithm. The main inputs of the ionospheric 
correction function are: 

• PER is the period of the cosine function and implicates the interval of the ionos-
pheric activity in daytime. It is expressed by the following formula, whose inputs 
are taken from the ionosphere log file:                                ܴܲܧ ൌ ଴ߚ ൅ ଵߚ כ ௠ݐ݈ܽ ൅ ଶߚ כ ௠ଶݐ݈ܽ ൅ ଷߚ כ ௠                                              ଷݐ݈ܽ  (2) 

 

where latm - is the geomagnetic latitude of  the Earth’s projection of the ionospheric 
intersection point (mean ionospheric height assumed to be 350 km). 

• Amplitude of the model                                ܲܯܣ ൌ ଴ߙ ൅ ଵߙ כ ௠ݐ݈ܽ ൅ ଶߙ כ ௠ଶݐ݈ܽ ൅ ଷߙ כ ௠ଷݐ݈ܽ  . (3) 

 

The inputs of the Klobuchar model were taken by loading the Elevation and Azimuth 
angles for each TOW and number of fixed satellites, using the following lines in 
MATLAB ®code: 

azimuth   = Struct(TOW).Data(i).Azimuth; 
elevation = Struct(TOW).Data(i).Elevation; 

We observed that these coefficients are constant even for different TOW (Fig. 3) and 
this result is due to the fact that ionospheric parameters do not change in a short mea-
surement time. 

4.2 Tropospheric Corrections 

As described in previous section, the signal refraction in the troposphere is separated 
into two components: the dry and the wet component, where the dry component con-
tributes about 90 % of the total tropospheric delay. The tropospheric delay is approx-
imated by using the Hopfield model [8], whose inputs in our algorithm are: 

• T temperature in 0C. 
• P pressure in hPa. 
• Hu humidity ratio in % . 
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• R Earth radius:  R = 6371 km. 
• E Satellite Elevation angle. 
 
We designed a function in MATLAB® named tropogen.m to calculate the delay 
caused by the Troposphere layer, represented by the following relations: 
 

• Total Tropospheric error contribution                                          ∆்ߩ௥௢௣௢௦௣௛௘௥௜௖ሺܧሻ ൌ ሻܧௗ௥௬ሺߩ∆  ൅  ሻ (4)ܧ௪௘௧ሺߩ∆

where  ∆ߩ௪௘௧ ൌ ሺ݄௪ሻܫ௪ሺܭ െ ܾሻ   and   ∆ߩௗ௥௬ ൌ ሺ݄ௗሻܫௗሺܭ െ ܾሻ . 

• Humidity ratio in % in dry and wet conditions is given by these equations: ܪ௪ ൌ 11000  and   ܪௗ ൌ 40136 ൅ ሺ148.72 כ ܶሻ . 

5 Plots and Results 

In this section are presented the results of our work, which are visualized with differ-
ent kinds of plots. In Figure 4 are plotted in Cartesian coordinates the true position of 
the user’s receiver and the cloud of points which represent the estimated positions, 
outputs of our PVT algorithm for all GPS epochs.  

We can easily observe that after applying the proposed ionospheric and tropospher-
ic correction models, the error in the vertical component (height z) is significantly 
reduced.  

Figure 5 shows the estimated positions and the true position in Geographical coor-
dinates for a better understanding of the atmospheric residual errors. The Klobuchar 
model reduces the vertical error with a value equal to 33.7 m. The Tropospheric Hop-
field model applied in our adaptive PVT algorithm, gives a slight correction to the 
vertical error in the amount of 1.5724 m. This was an expected outcome because Tro-
pospheric error’s impact is lower compared to the Ionospheric one, in the total error 
contribution. These important results are summarized in Table 1. 

 

  

Fig. 4. 3-D estimated positions in  
Cartesian Coordinates 

Fig. 5. Estimated positions and True position in 
Geographical coordinates 



164 E. Shytermeja et al. 

Table 1. Summary Table of the different trials computed for the PVT solution 

 Latitude Longitude Height (m) 

Without correction 45.03510 7.67040 45.1066 

Ionosphere correction 45.03510 7.67040 11.4066 

Troposphere correction 45.03510 7.67040 43.5342 

Iono + Tropo correction 45.03510 7.67040 9.8342 

 
Finally, the user’s position estimated by our adaptive LMS algorithm for all GPS 

epochs or TOWs is:[45.03510 N 7.67040 E 9.8342 m], where we implemented a ma-
thematical coordinates conversion function [XYZ to North East Height(m)].This es-
timated position is very close to the true position and this is illustrated in Fig. 6. 

 

 

Fig. 6. Estimated user’s position from our adaptive PVT algorithm in google map 

6 Comments and Conclusions 

At present, GPS system is the most widely available positioning tool. GPS signal 
propagating from the satellite to the users on ground is greatly affected by the atmos-
pheric (Ionospheric and Tropospheric) effects, reducing in such way the position ac-
curacy. The scope of this paper is the investigation of the performance impact of the 
atmospheric correction models in the overall positioning accuracy. We conducted real 
GPS raw measurements outside Lingotto campus with the scope of evaluating static 
user positioning, using SAT-SURF single frequency receiver manufactured by ISMB. 
We proposed an adaptive LMS algorithm, where we integrated Klobuchar and Hop-
field mathematical correction models, enabling data post-processing. As it was ex-
pected, ionospheric effects were the largest source of error for high level accuracy of 
GPS positioning. With the application of Klobuchar model for Ionospheric correction, 
we achieved a reduction of the vertical error with a value equal to 33.7 m; however 
this model did not affect significantly the horizontal positioning. On the other hand, 
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the integration of Hopfield Tropospheric model in our positioning algorithm, gave a 
slight improvement of the vertical error of 1.5724 m and mostly due to its dry compo-
nent. An important factor enabling the fast and accurate convergence of the estimated 
positions to the true one, was the implementation of Weighted Matrix with the C/N0 
threshold set at 37 dB/Hz. This criteria enabled the discard of GPS pseudoranges that 
contributed to an increased positioning error. In this paper, we were concerned about 
the positioning performance of our algorithm for a static user and not taking into con-
sideration the user’s motion. However we are strongly confident that this issue can be 
overcome by restricting the C/N0 threshold and increasing the number of iterations of 
the positioning algorithm.  

In the future work, we will focus on the mitigation of other error’s contribution 
such as relativistic, ephemerides and satellite clock errors. We will also investigate 
the positioning performance achieved after the application of EGNOS and differential 
corrections, using double frequency GPS receivers for PPP applications. 
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Abstract. Virtualization is a technique that allows several guest op-
erating systems (OSs) to run on a single physical server and share its
hardware resources (CPU, RAM, Storage, Network, etc). However, the
virtualization implements an additional layer in the stack and thus a per-
formance decrease is expected. In this paper, we analyze the performance
behavior of two simple web services (WS) Concat and Sort. The former
is memory demanding WS which mostly utilizes the main memory, while
the latter is memory demanding WS and utilizes both the main memory
and the CPU. The WSs are hosted on two different environments: host
(bare metal) and guest (virtualized). We realized several experiments
varying the load with different number of concurrent messages and their
size to determine the regions where the performance decreases due to
virtualization. Despite the expectation that virtual environment will re-
duce the performance, the results show that it even improves the average
performance of 4 to 5%.

Keywords: Apache Tomcat, JAVA, Virtualization, VMware.

1 Introduction

Nowadays, each enterprise data center uses virtualization, either to host different
operating systems, or to enable a multitenant environment (when more than one
applications use the system) or fault tolerance (when one application is hosted on
more than one server). Each virtualization software operates on top of a layer of
system software, called hypervisor or VMM (virtual machine monitor), inserted
between the guest OS and the underlying hardware [2]. Virtualization improves
the resource utilization by providing integrated operating platform applications
based on heterogeneous and autonomous resources aggregation [11]. It helps the
companies with software licenses since most of the licenses are bound with the
number of CPUs. By using virtualization, the companies can create a certain
virtual machine instances with maximum allowed CPUs to comply with the
license. Most of the cloud service providers use virtualization to provide flexible
and cost-effective resource sharing [16].

There are different levels of virtualization: Full Virtualization, Paravirtualiza-
tion, OS-level Virtualization, and Native Virtualization [15]. Several commercial
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virtualization software solutions exist on the market, and the most frequently
used examples are VMware’s ESX [14] and Microsoft’s Hyper-V. There are also
open source virtualization softwares, such as KVM and XEN.

Despite all the benefits of the virtualization, it implements an additional layer
in the stack which usually reduces the performance. The cloud virtual platform
reduces the WS performance more than 30% compared to on-premise platform
using the same runtime environment and hardware infrastructure [10]. The per-
formance decrease is emphasized for input / output bound applications (more
than 110% overhead) and a little (about 10% overhead) for CPU bound appli-
cations [7].

In this paper, we analyze the performance behavior generated by VMware’s
ESX using the same hardware and the same runtime environment. The expecta-
tions are based on the hypothesis that the virtual environment will decrease the
performance. We perform series of experiments for computation intensive and
memory demanding WSs. These WSs are hosted either on the host environment
or the guest (virtual) environment deployed on separated physical servers where
the virtual environment uses all of the physical server resources. We are also
aiming to find out which server load (a certain number of concurrent messages
with a particular size) provides minimal and maximal performance decrease if
WSs are migrated on a virtual environment.

The rest of the paper is organized as follows. Related work in the area of
performance in virtualized environment is presented in Section 2. Section 3 de-
scribes the realized experiments, infrastructure and platform environments. In
Section 4, we present the results of the experiments and analyze how the message
size and the number of concurrent messages impact the WS performance in the
virtual (guest) and host platform environments. The conclusion and future work
are specified in Section 5.

2 Related Work

Research results about WS performance can be found in many papers covering
different domains. WS performance is analyzed and several tools for performance
prediction are proposed. For example, Li et al. [5] present a CloudProphet that
can accurately predict the response time of an on-premise web application if
migrated to a cloud virtual environment. CloudGuide explores which cloud con-
figurations meet the performance requirements and cost constraints and also can
find new configuration when workload changes [6].

WSs can be simulated and tested for various performance metrics before they
are deployed on Internet servers, which give results close to the real environment
[13]. Ristov and Tentov [9] analyzed the web server performance parameters
response time and throughput via WSs with two main input factors message
size and number of messages. Here we extend this research to compare the WS
performance with the same input factors in the host and guest environments.
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The virtual environments are also worse than the host environment for cache
intensive algorithms when the data exceeds the cache size [8]. However, there
is such a phenomenon that some algorithms run faster in a virtual rather than
in a host environment. For example, cache intensive algorithms, such as dense
matrix matrix multiplication, can generate smaller number of cache misses in a
virtual environment if cache memories are private per core [3].

3 The Methodology

This section describes the testing methodology including identification of en-
vironment, infrastructure and platform, test plan and design implementation
details. Several steps were performed to create efficient and effective tests and
results.

3.1 Test Environment Identification

We conduct the experiments on a traditional client-server architecture using the
same hardware infrastructure and runtime environment, but different platforms.
Two same web servers are used as hardware infrastructure with Intel(R) Xeon(R)
CPU X5647 @ 2.93GHz with 4 cores and 8GB RAM. The other server with the
same hardware infrastructure is used as a client and SOAPUI [12] is used to
create various server load tests. Client and servers are in the same LAN segment
to exclude the network impact [4].

Two different platforms are deployed. Host environment consists of traditional
Ubuntu OS as depicted in Figure 1 a). Guest environment is developed using
VMware ESX 4.1 and Ubuntu OS above it as depicted in Figure 1 b). Both
environments use all physical resources.

Hardware Resources

RAM Memory

OS: Linux Ubuntu Server 12.04

Intel Xeon X5647 @ 2.93GHz
CPU0

CM
CPU1

CM
CPU2

CM
CPU3

CM

Apache Tomcat 6.0
SortWSConcatWS

Hardware Resources

RAM Memory

VM

OS: Linux Ubuntu Server 12.04

Intel Xeon X5647 @ 2.93GHz
CPU0

CM
CPU1

CM
CPU2

CM
CPU3

CM

VMware ESX

Apache Tomcat 6.0
SortWSConcatWS

a) Host Experiment Environment b) Guest Experiment Environment

Fig. 1. Testing Environments
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3.2 Test Data

Performance parameter response time is measured for various experiments with
different number and sizes of concurrent requests for both platforms. Client is on
the same VLAN as the web server, with network response time smaller than 1ms,
and none of the packets are lost during the test. Thus, we can assume that the
response time measured with SOAPUI is the same as the server’s response time.

The basic goal is to measure the performance peaks caused by virtualiza-
tion in the guest environment. Test data consists of Concat and Sort WSs. The
Concat WS accepts two string parameters and returns a string which is a con-
catenation of the input. This is a memory demanding WS that depends on the
input parameter size M with complexity O(M). The Sort WS also accepts two
string parameters and returns a string that is a concatenation of the two input
strings which is then alphabetically sorted using sort function in [1]. This is also
a memory demanding service that depends on the input parameter size M . In
addition, it is a computation intensive WS with complexity O(M · log2M).

Experiments are repeated for parameter sizes M that change values from
0, 1, 2, · · · , 9KB for Concat WS and 0, 1, · · · , 7KB for Sort WS. The server is
loaded with a various number of messages (requests) N in order to retain server
normal workload mode, that is, 12, 100, 500, 750, 1000, 1250, 1500, 1750 and
2000 requests per second for each value of M .

3.3 Test Plan

The first part of the experiment consists of series of test cases that examine the
impact of increasing the message size on the server response time. The second
part of the experiment consists of series of test cases that examine the impact of
increasing the number of concurrent messages on the server response time. All
test cases are performed on: 1) WSs hosted on a host environment; and 2) WSs
hosted on a virtual (guest) environment. Each test case runs for 60 seconds; N
messages are sent with M bytes each, with variance of 0.5. The accent is set on
server response time in regular mode, but not on burst or overload mode.

Our hypothesis is that the virtual environment will decrease the overall per-
formance for all experiments. On top of this, we expect the response time to
be increased while increasing the number of messages and their size. The re-
search problem addresses the determination of the parameter that impacts the
server performance the most. We are eager to find out: 1) how the performance
is affected, is the parameter in question the number of concurrent messages or
message sizes and 2) does the type of the platform (host or guest) influence on
the performance.

4 The Results of the Experiments

This section describes the results of testing the performance impact on virtual-
ization layer. We also analyze the results to understand the performance impact
of different message sizes and the number of concurrent messages on both WSs.



Web Service Performance Analysis in Virtual Environment 171

4.1 Performance of the Host OS

The WS performance is measured while hosted on the host OS with different
payload: 1) different message size for constant number of concurrent messages
and 2) different number of concurrent messages for a constant message size.

Figure 2 depicts the response time of the Concat WS delivered by the host
environment. We observe that the response time is similar regardless of both
input parameters and it is in the range of 2 to 4 ms. The response time increases
over 4 ms when both parameters are increased to their maximum size in the web
server regular mode.

Fig. 2. Concat WS response time delivered by the host OS

Response time of Sort WS in host OS is depicted in Figure 3. We observe
different distribution for response time compared to Concat WS. That is, only
for small N the response time does not depend on the other parameter M . For
N ≥ 100, the response time mostly depends on the message parameter size M .
The response time varies from 2ms to 6.25s.

4.2 Guest OS

We measure the performance of WSs hosted in the guest OS using the same
payload as in the previous case, i.e.: 1) different message size for constant num-
ber of concurrent messages and 2) different number of concurrent messages for
constant message size.

The results for response time of Concat WS hosted on the guest OS are
shown in Figure 4. As in the previous case (host OS), we observe very similar
distribution of response time as a function of both input parameters M and N .

Figure 5 presents the response time of Sort WS hosted on guest OS. Similar
to host environment, we observe that the response time does not depend on the
parameter M only for small N . For N ≥ 100, the response time mostly depends
on the message parameter size M . The response time varies from 2ms to 6.86s.
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Fig. 3. Sort WS response time delivered by the host OS

Fig. 4. Concat WS response time while hosted on the guest OS

Fig. 5. Sort WS response time while hosted on the guest OS
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4.3 Host vs. Guest Performance Comparison

The performance of both WSs (hosted in host and guest OSs) is compared with
different payload depending on different message sizes and different number of
concurrent messages.

Concat WS Platform Performance Comparison. Figure 6 depicts the
guest vs host relative response time comparison of the Concat WS. We observe
a phenomenon. That is, the relative response time is smaller than 1 for all
values of both input parameters, except when N is small. Two local extremes
appear in points (M,N) ∈ {(4, 1250), (4, 1500)}. We believe that they appear
due to communication time impact for small response time and the effect of the
virtualization which is a part of our further research.

Fig. 6. Guest vs host performance comparison for Concat WS

Table 1 presents the relative performance for each test case and average for
Concat WS. Its values are in the range of [0.69, 1.24] and average value is 0.95
which means that the virtual environment provides average 5% better perfor-
mance than host.

Sort WS Platform Performance Comparison. The relative response time
comparison for Sort WS for guest vs host environment is depicted in Figure 7.
The results also show partially the phenomenon, i.e., when one of the param-
eters is small (M ≤ 2 or N ≤ 100), the Sort WS provides better performance
while hosted in guest OS. Opposite to this, the host environment provides better
performance if both parameters are huge.

The relative performance of guest vs. host OS for Sort WS is shown numer-
ically in Table 2. The relative time varies from the worst value of 0.59 to its
maximum value of 1.23. The average value is 0.96, i.e., the virtual environment
provides average 4% better performance than host.
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Table 1. Relative performance of guest compared to host environment for Concat WS

N / M 0 1 2 4 5 6 7 8 9 AVG

12 0.69 1.01 1.07 1.01 1.02 1.09 0.92 1.01 1.03 1.02
100 0.86 1.02 1.06 0.96 1.03 1.01 0.88 0.74 1.24 0.99
500 0.99 0.97 0.94 0.98 0.95 0.94 0.90 0.80 0.87 0.91
750 0.84 0.86 0.91 0.95 0.94 0.93 0.92 0.92 1.04 0.94
1000 0.86 0.82 0.94 0.92 0.83 0.89 0.92 0.90 0.99 0.91
1250 0.90 0.78 0.99 1.11 0.92 0.82 0.96 0.78 0.91 0.93
1500 0.96 0.78 0.87 1.12 0.91 0.91 0.93 0.96 0.98 0.95
1750 0.96 0.86 0.93 0.87 1.00 0.91 0.86 0.85 0.96 0.91
2000 0.95 0.82 0.94 0.99 0.89 0.95 0.98 0.92 1.05 0.96

AVG 0.89 0.88 0.96 0.99 0.94 0.94 0.92 0.88 1.01 0.95

Fig. 7. Guest vs host drawback for Sort WS

Table 2. Relative performance of guest compared to host OS for Sort WS

N / M 0 1 2 4 5 6 7 AVG

12 0.99 1.07 0.79 0.69 0.74 0.63 0.64 0.79
100 1.04 0.80 0.72 0.86 1.18 0.91 0.93 0.92
500 1.03 0.81 0.87 1.17 0.71 1.02 1.03 0.95
750 0.96 0.69 0.83 1.16 0.98 1.09 1.07 0.97
1000 0.97 0.59 0.81 1.17 1.23 1.09 1.08 0.99
1250 1.08 0.86 0.78 1.12 1.16 1.06 1.09 1.02
1500 0.99 0.66 0.81 1.15 1.20 1.10 1.07 1.00
1750 0.99 0.84 0.85 1.16 1.16 1.10 1.08 1.02
2000 0.96 0.85 0.75 1.12 1.17 1.08 1.10 1.00

AVG 1.00 0.80 0.80 1.07 1.06 1.01 1.01 0.96
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5 Conclusion and Future Work

In this paper we realized the performance analysis and comparison of web server
performance by analyzing the response time. Two WSs were tested for dif-
ferent loads varying the main input factors: the message size and the num-
ber of concurrent messages. The experiments are realized on the same WSs
hosted on bare-metal and virtualized servers on the same hardware and runtime
environment.

The performance of both WSs is different. Memory demanding WS (Con-
cat WS) shows similar performance for each value of the input parameters. Its
performance decreases only when both input parameters are huge. The perfor-
mance of both computation intensive and memory demanding WS (Sort WS)
directly depends on the input parameter message size. The response time is sta-
ble when one of the input parameters is small. The conclusion is the same for
both platforms.

We also defined quantitative performance indicators to determine the risk
of migrating the services in virtual environment for various message size and
number of concurrent messages. Opposite to the hypothesis, the conclusion is
that the performance increases for about 5% for memory demanding and about
4% for both memory demanding and computation intensive WS if it is migrated
in a virtual environment. However, the latter provides smaller performance in a
virtual environment if both input parameters are huge.

Our plan for further research is to continue with performance analysis of other
hypervisors on different hardware platforms, web servers and runtime environ-
ment. We will analyze how these WSs perform in dynamic, elastic and scalable
and multitenant cloud environment.
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Abstract. Recent researches of Colorectal Cancer (CRC) aim to look
for the answers for its occurrence in the disrupted gene expressions
by examining colorectal carcinogenic and healthy tissues with different
microarray technologies. In this paper, we propose a novel generative
modelling of the Bayes’ classification for the CRC problem in order to
differentiate between colorectal cancer stages. The main contribution of
this paper is the solution of the distinguishing problem between the crit-
ical CRC stages that remained unsolved in the published materials -
distinguishing the stage I with stage IV, and stage II with stage III.
The Bayesian classifier enabled application of the ’smoothing procedure’
over the data from the third stage, which succeeded to distinguish the
probabilities of the mentioned stages. This results are obtained as a con-
tinuation of our previous work, where we proposed methodologies for
statistical analysis of colorectal gene expression data obtained from the
two widely used platforms, Affymetrix and Illumina. Furthermore, the
unveiled biomarkers from the two platforms were used in our genera-
tive approach for modelling the gene expression probability distribution
and were used in the Bayes’ classification system, where we performed
binary classifications. This novel approach will help in producing an ac-
curate diagnostics system and precising the actual stage of the cancer. It
is of great advantage for early prognosis of the disease and appropriate
treatment.

Keywords: Microarray Analysis, Machine Learning, Bayes’ Theorem,
Colorectal Cancer, Classification.

1 Introduction

Colorectal cancer is the fourth most common cause of death from cancer world-
wide. The incidence, mortality and prevalence research showed that it mostly
occurs in the developed regions with a total incidence of 1,234,000 cases in 2008
[1]. Recently, the colorectal cancer (CRC) occurrence is considered to be tightly
connected to the gene expression phenomena. The whole genome gene expres-
sion has been observed with different types of microarray technologies in order
to detect increased or decreased gene expression levels of particular genes. Gene
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expression profiling by microarrays is expected to advance the progress of per-
sonalized cancer treatment based on the molecular classification of subtypes [2].

In our previous research, we analysed colorectal gene expression from the two
commonly used microarray chips, Affymetrix and Illumina. In our previous work
we concluded that even though some scientists claim the two platforms produce
equal outputs when examining same tissue; when considering a particular can-
cer, the analysis showed that both of them require different statistical approach.
Therefore, we proposed methodologies for distinguishing significant genes, i.e.,
the biomarkers, for tissues probed with both microarrays, respectively [3]. The
two biomarker sets were appropriately preprocessed for the prior distribution
modelling and therefore applied in the Bayes’ theorem to compute the posterior
probabilities for each of the carcinogenic and the healthy class. The procedure re-
liability has been confirmed with the classification of new and unknown patients
for the classifier, who are already diagnosed with CRC.

However, once we obtained very accurate Bayesian binary classificator, we
confronted the challenge of producing Bayesian multiclass classificator capable
of predicting the patient’s current CRC stage. Current staging tests as: CAT
scan, Magnetic Resonance Imaging, PET scan, Surgery, Complete Blood Count,
etc. [4], are based either on imaging, or, blood tests and the analysis may last
longer and may evoke additional stress to the patients. We believe that this type
of classification is essential since the results are obtained immediately and it
does not require additional microarray analysis.

The rest of the paper is organized as follows. In Section 2 we present the latest
work related to the multiclass classification of the CRC stages. In Section 3 we
present the methodology used to extract information from the biomarkers for
the different CRC stages and the classification process itself. The experiments
and the results are given in Section 4, and eventually, we present our conclusions
and plans for future work in the final Section 5.

2 Related Work

In this section we briefly present some work related to the problem of gene
signature revealing and the use of appropriate classifier to diagnose CRC.

Eschrich et al. [5] state that even though the Dukes’ staging system, A to D, is
the gold standard for predicting CRC prognosis; however, accurate classification
of intermediate-stage cases, C and B, is problematic. Therefore, they propose
molecular staging neural network classifier based on a core set of 43 genes that
seem to have biologic significance for human CRC progression in order to dis-
criminate good from poor prognosis patients. Another prove that stage II and
III, according to the American Joint Committee on Cancer TNM staging sys-
tem, are problematic for prognosis prediction is presented by Salazar et al. [6].
They present the development and validation of a gene expression signature of
18 genes that is associated with the risk of relapse in patients with stage II or III
CRC. Their classifier identifies two thirds of patients with stage II colon cancer
who are at sufficiently low risk of recurrence who may be safely managed without
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adjuvant chemotherapy. Similarly, Donada et al. [7] examined 120 stage II colon
cancer patients in order to investigate the combined role of clinical, pathological
and molecular parameters to identify those stage II patients who better benefit
from adjuvant therapy. Farid in his research [8], compared the unsupervised arti-
ficial neural networks (ANNs) to the histopathological TNM staging system and
proved that ANNs were significantly more accurate for diagnosis and survival
prediction than the TNM staging system. Frederiksen at al. [9] used a nearest
neighbour classifier to classify normal, and Dukes’ B and C samples with less
than 20% error, whereas Dukes’ A and D could not be classified correctly.

The microarray experiments from patients diagnosed with different cancer
stages that are used in this paper, are also applied in different researches. Here
we present part of the literature related to those sets.

Laibe et al. [10] profiled both stage II and stage III carcinomas. They realized
that expression profile of stage II colon carcinomas distinguishes two patterns,
one pattern very similar to that of stage III tumors, based on a 7-gene signa-
ture. The function of the discriminating genes suggests that tumors have been
classified according to their putative response to adjuvant targeted or classic
therapies. Tsukamoto et al. [11] performed gene expression profiling and found
that the overexpression of OPG gene may be a predictive biomarker of CRC re-
currence and a target for treatment of this disease. Hong et al. [12] aimed to find
a metastasis-prone signature for early stage mismatch-repair proficient sporadic
CRC patients for better prognosis. Their best classification model yielded a 54
gene-set with an estimated prediction accuracy of 71%. Another problem of lim-
ited discrimination for Dukes stage B and C disease is presented by Jorissen et al.
[13]. They conclude that metastasis-associated gene expression changes can be
used to refine traditional outcome prediction, providing a rational approach for
tailoring treatments to subsets of patients. Finally, three of the five microarray
data sets used in this paper, have also been used by Schlicker et al. [14]. They
model the heterogeneity of CRC by defining subtypes of patients with homo-
geneous biological and clinical characteristics and match these subtypes to cell
lines for which extensive pharmacological data is available, thus linking targeted
therapies to patients most likely to respond to treatment.

3 The Methodology

In this section we present the methodology used for finding significant gene
signature and its application in the Bayesian multiclass classification.

3.1 Microarray Experiments

Colorectal stages systems are designed to enable physicians to stratify patients
in terms of expected predicted survival, to help select the most effective treat-
ments, to determine prognoses, and to evaluate cancer control measures [15]. The
microarray experiments we used in this paper are retrieved from Gene Expres-
sion Omnibus database [16] using the following GEO accession IDs: GSE37892,
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GSE21510, GSE9348, GSE14333 and GSE35896. The experiments have been
performed using the Affymetrix Human Genome U133 Plus 2.0 Array which
contains 54675 probes, but the unique genes observed are 21050. All data is
organized into four CRC stages [17]:

– Stage I - In this stage cancer has grown through the superficial lining, i.e.,
mucosa of the colon or rectum, but has not spread beyond the colon wall or
rectum. This set contains gene expression from 137 patients.

– Stage II - In this stage cancer has grown into or through the wall of the colon
or rectum, but has not spread to nearby lymph nodes. The set contains gene
expression from 257 patients.

– Stage III - In this stage cancer has invaded nearby lymph nodes, but is not
affecting other parts of the body yet. The set contains gene expression from
182 patients.

– Stage IV - In this stage cancer has spread to distant organs. This set contains
gene expression from 81 patients.

In order to unveil the biomarker genes in Section 3.2, we used the microarray
experiment with GEO accession ID GSE8671, where 32 carcinogenic and 32
adjacent normal tissues were probed with the same Affymetrix platform.

3.2 Biomarkers Selection

The biomarkers selection methodology consists of few steps necessary for pro-
ducing reliable results. Once we have retrieved both CRC and healthy tissues
data, we use the following procedure which reduces the number of genes in every
step:

– Normalization. As a suitable normalization method we use Quantile nor-
malization, since it makes the distribution of the gene expressions as similar
as possible across all samples [18] and we are interested in the genes that
show significant changes in their expression.

– Filtering methods. In order to remove the genes with almost ordered
expression levels, we used an entropy filter which measures the amount of
information, i.e., disorder about the variable.

– Paired-sample t-test. Considering both the carcinogenic and healthy tis-
sues are taken from the same patients and that the whole-genome gene ex-
pression follows normal distribution [19], we used a paired-sample t-test.

– False Discovery Rate. This method solves the problem of false positives,
i.e., the genes which are considered statistically significant when in reality
there is not any difference in their expression levels.

– Volcano Plot. Previous methods identify different expressions in accor-
dance with statistical significance values and do not consider biological sig-
nificance. In order to display both statistically and biologically significant
genes we used the volcano plot visual tool.
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3.3 Modelling the Prior Distributions

The biomarkers revealed in Section 3.2 showed very high precision while diag-
nosing both carcinogenic and healthy patients [3]. This intrigued us to test their
ability to correctly classify patients into the different cancer stages we defined in
Section 3.1. In order to apply the biomarkers in the Bayes’ theorem, at first we
must model the prior distributions for each CRC stage distinctively. Considering
the little variation in the biomarkers probability distributions among the CRC
stages, we used the following preprocessing procedure:

– Round-up threshold method. Some genes, due to noise, are negatively
expressed. One way to remove the genes with negative expression is to trans-
form all gene expression values below some threshold cut-off value to that
threshold value [20]. This method is known as Round-up threshold method.
In order to avoid eventual gene accumulation at one point, and thus, sustain
the prior distribution shape, we chose a whole interval instead of particular
value. Therefore, we map any expression value below the threshold value of
2 into the interval [0,2].

– Normalization. Even though the noisy gene expression values from the
experiments have been previously normalized using the Quantile Normaliza-
tion, we additionally used the normalization in (1) so that the overrepre-
sented genes will be leading factor in the histogram distribution shape. Let
Si(j, k) be the current stage i, for a particular gene j and a given patient
k, where i ∈ {1, 2, 3, 4}, j ∈ {1, ...,m} and k ∈ {1, ..., n}. The number of
biomarkers is m and n is the number of patients. Then the normalized gene
expression is calculated as:

Ni(j, k) = |Si(j, k)− μ

σ
| , (1)

where μ and σ are the mathematical expectation and the standard deviation
of Si(j, 1 : k), respectively.

– Smoothing method. As discussed in Section 2, stage II and III are prob-
lematic and difficult to be correctly classified because od their similarity. In
this paper we propose additional smoothing method applied only on stage
III gene expression data. Hereupon, we used Moving Average smoothing
method, a lowpass filter, to remove the short term fluctuations.

– Hypothesis testing. Once we used the previous methods our data is ready
for the generative modelling of the stages’ prior distributions. In order to
eliminate the possibility of randomly picking up the patients whose distribu-
tions does not represent the real stage’s distribution, we choose the training
set according to the skewness factor, i.e., the training set consists of the pa-
tients whose floored skewness factor is most common at the particular stage.
The number of patients involved in the training set is nearly 3

4 from the total
number of patients in each stage. Our generative model fits to four types of
distributions: Normal, Lognormal, Gamma, and Extreme Value. The distri-
bution parameters are estimated using the Maximum Likelihood Estimation
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(MLE) method, with a confidence level of α = 0.01. Then we perform the
Chi-square goodness-of-fit test of the default null hypothesis that the data
in the tissue (vector) comes from the particular distribution with mean and
variance estimated from the MLE method, using the same significance level
of α = 0.01. Once we have obtained the probabilities from the testing for
each gene distinctively, we choose the distribution whose probability is high-
est and we assign it to the particular gene in each of the four stages.

3.4 Multiclass Bayesian Classification

As we modelled the prior distributions of all four CRC stages, we are now able
to use them in the Bayes’ theorem and to calculate the posterior probability for
each patient to belong to each of the four classes. Given the prior distributions
we can calculate the class conditional densities, p(x|Ci), as the product of the
continuous probability distributions of each gene from x distinctively:

p(x|Ci) =
∏

f1f2...fn . (2)

Since we have unequal number of patients in all four classes, considering the total
number of 657 tissues, we defined the prior probabilities P (Ci), to be P (C1) =
0.2085, P (C2) = 0.3912, P (C3) = 0.2770 and P (C4) = 0.1233. We consider these
prior probabilities to be test case I. In order to assume equality in the probability
of patient to be diagnosed with any of the four stages, we define test case II,
where the prior probabilities are P (C1) = P (C2) = P (C3) = P (C4) = 0.25.
Therefore, we calculate the posterior probability P (Ci|x), as:

p(Ci|x) = p(x|Ci) ∗ P (Ci)
4∑
1
p(x|Ci) ∗ P (Ci)

. (3)

The tissue x is classified according to the rule of maximizing the a posteriori
probability (MAP):

Ci = max p(Ci|x) . (4)

4 Experiments and Results

In this section we present the experiments and the obtained results.
In Section 3.2 we presented the methodology for biomarkers revealing from 32

carcinogenic and 32 healthy tissues whose gene expression was measured using
the Affymetrix microarray technology. Comparing the two types of tissues, 138
genes showed significant changes in their gene expressions. Since, they showed
great ability in distinguishing CRC from healthy patients, we used them in
this paper to test whether the same precision will be obtained when classifying
different CRC stages.
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Fig. 1. The four stages after normalization

Once we retrieved gene expression data from patients diagnosed with different
CRC stages we excluded all genes except the 138 biomarkers. Following the
Round-up threshold method explained in Section 3.3, we handled the negative
gene expression values. The results in Table 1 are from the classification of
the CRC stages using the Bayesian classifier we developed in [3]. Test Case
I and II refer to the prior probabilities we defined in our research [3] for both
carcinogenic and healthy class. The results show that all CRC stages are classified
as carcinogenic with high percent of correctness. Hereafter, our aim is to design
a highly accurate Bayesian classifier with the ability to classify between CRC
stages.

In order to emphasize the stages prior distributions we used the normalization
method presented in (1). The results presented in Figure 1 show that stage I and
stage IV have many similarities in common, as well as stage II and stage III. This
is not an unexpected phenomena, since we presented some problematic classifi-
cations in Section 2. At the beginning of this research, the classification results,
presented in Table 2, didn’t show any problems in discriminating between stage
I and stage IV; however, stage II and stage III could not be properly recognized.
As a solution to this problem, we propose additional smoothing method, applied
only on gene expression data from stage III. Figure 2 presents the visual changes
in the distribution of stage III data.

Table 1. Bayesian Binary Classification Sensitivity

Input Test Case I Test Case II

Stage I 0.971 0.846
Stage II 0.969 0.876
Stage III 0.967 0.83
Stage IV 0.988 0.84
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Table 2. Classification results before the smoothing procedure

Input/Class Stage I Stage II Stage III Stage IV

Stage I 71.53% 0.73% 18.25% 9.49%
Stage II 11.28% 69.65% 15.18% 3.89%
Stage III 26.37% 37.36% 35.16% 1.09%
Stage IV 20.99% 7.41% 8.64% 62.96%

Fig. 2. The four stages after smoothing

Table 3. Bayesian Multiclass Classification Sensitivity

Input Test Case I Test Case II

Stage I 0.74 0.76
Stage II 0.54 0.51
Stage III 0.73 0.71
Stage IV 0.64 0.69

Table 4. Classification results after the smoothing procedure

Input/Class Stage I Stage II Stage III Stage IV

Stage I 73.72% 2.18% 13.86% 10.21%
Stage II 9.33% 53.69% 34.24% 2.72%
Stage III 4.94% 14.83% 72.52% 7.69%
Stage IV 20.98% 7.40% 7.40% 64.19%

Eventually, using carefully chosen training set of patients, we applied our gen-
erative approach for modeling the prior distributions of each class as described
in Section 3.3. Applied the class conditional densities in the Bayes’ theorem
as defined in Section 3.4, produced the results from the Bayesian multiclass
classification presented in Table 3. Test Case I and II refer to the different
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probabilities we defined in Section 3.4. The comparison of the percentage of
correctly classified patients against the other classes is presented in Table 4.

5 Conclusion

In this paper we confronted the challenge of designing a multiclass Bayesian
classifier, capable of discrimination between different colorectal cancer stages.
The medical analysis shows that it is very important to discriminate between
the cancer stages, in order to give the right treatment to the patient. For that
purpose we used the revealed CRC biomarkers, and performed series of prepro-
cessing procedures to produce applicable data for Bayesian classification. The
results showed that Bayes’ theorem can be used for problems where even details
determine the class.

The main contribution of this paper is the solution of the distinguishing prob-
lem between the critical CRC stages, that remained unsolved in the published
materials of [5, 6, 9] - stage I with stage IV, and stage II with stage III. We
applied a ’smoothing procedure’ over the data from the third stage, which suc-
ceeded to distinguish the probabilities between the aforementioned stages. The
developed Bayesian classification methodology is a result of a sound mathemat-
ical and statistical theory implementation and the produced results are reliable.

In our future work we aim to test the methodology presented in this paper on
gene expression data obtained from other microarray technologies, and therefore,
derive general conclusion over the multiclass classification.
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Abstract. Several numerical methods for solution of vibrational Schrödinger 
equation in the course of hybrid statistical physics – quantum mechanical mod-
eling of molecular solvation phenomena were applied, tested, and compared. 
The mentioned numerical methods were applied to compute the anharmonic 
OH stretching vibrational frequencies of the free and solvated hydroxide anion 
in diluted water solutions on the basis of one-dimensional vibrational potential 
energies computed at various levels of theory, including density functional 
theory based methodologies, as well as methods based on many-body perturba-
tion theory. The tested methods included: i) simple Hamiltonian matrix diago-
nalization technique, based on representation of the vibrational potential in Si-
mons-Parr-Finlan (SPF) coordinates, ii) Numerov algorithm and iii) Fourier 
grid Hamiltonian method (FGH). Considering the Numerov algorithm as a ref-
erence method, the diagonalization technique performs remarkably well in a 
very wide range of frequencies and frequency shifts. FGH method, on the other 
hand, though showing a very good performance as well, exhibits more signifi-
cant (and non-uniform) discrepancies with the Numerov algorithm, even for ra-
ther modest frequency shifts. Particular aspects related to HPC-implementation 
of the numerical algorithms for the applied methodologies were addressed. 

Keywords: Fourier grid Hamiltonian method, Numerov algorithm, diagonaliza-
tion of Hamiltonian matrix, solvation, intermolecular interactions, anharmonic 
O-H vibrational frequency shifts, Monte-Carlo simulation. 

1 Introduction 

Most of the processes relevant to chemistry, biochemistry, but also for industrial 
processes and device functioning occur in condensed phases. Due to the variety of 

                                                           
* This paper is based on the work done in the framework of the HP-SEE FP7 EC funded 
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intermolecular interactions occurring in condensed phases, varying in both type and 
strength, the overall force field that the molecules experience when embedded in a 
condensed phase is rather complex. At the current state of development of experimen-
tal techniques, there are practically only indirect ways to judge on the type and 
strength of these interactions. In particular, intramolecular vibrational frequencies are 
a rather significant indicator of both the type and the strength of noncovalent intermo-
lecular interactions. From experimental side, these can be measured rather precisely 
with the available spectroscopic techniques (IR, Raman, etc.). From theoretical side, 
the available quantum chemical modeling codes enable straightforward computation 
of harmonic intramolecular vibrational frequencies (and not of the “real”, i.e. inhe-
rently anharmonic values). 

Therefore, often the experimental studies devoted to the subject have been accom-
panied by quantum chemical computations of the “predicted” vibrational frequency 
shifts which are in turn compared to the experimental spectroscopic ones. The com-
puted “frequency shifts” (e.g. with respect to the free molecule values) are in most 
cases the harmonic values. As discussed before [1-3], very often it comes out that the 
“predicted (harmonic) frequency shifts” are in fortuitous agreement with the experi-
mental data. Aside from that fact, numerous theoretical results have often been used 
to “confirm” the experimental evidence for various aspects of the intermolecular inte-
ractions. The most straightforward remedy to the situation would be to compute the 
more realistic anharmonic frequencies and frequency shifts. It has been shown that 
anharmonic contributions to the overall observed vibrational frequency shifts may be 
as high as 30 – 40 % [1-4]. In cases when it is possible to approximate the relevant 
intramolecular stretching mode as a localized one, the easiest way to compute its an-
harmonic vibrational frequency is to carry out a cut through the complete vibrational 
PES. This can be achieved by moving in an appropriate way only the atoms that are 
relevant to the mode in question. In such way, the one-dimensional (1D) vibrational 
potential is obtained, which may be further used to solve the vibrational Schrödinger 
equation. Solving the vibrational Schrödinger equation for an arbitrary anharmonic 
potential is, however, not a unique procedure. Numerous algorithms have been pro-
posed to accomplish this task. In the present study, we carefully test the performances 
of three simple approaches for solution of the vibrational Schrödinger equation: the 
method of diagonalization of Hamiltonian matrix, the Fourier grid Hamiltonian ap-
proach [5, 6], and the standard Numerov algorithm, as implemented in the LEVEL 8.0 
code [7].  

2 Computational Details and Algorithms 

We have generated the simulated liquid structure by a series of Monte-Carlo (MC) 
simulations, carried out in the NPT ensemble, implementing the Metropolis sampling 
algorithm, at T = 298 K, P = 1 atm. Actually, we have carried out several particular 
simulations. In the first one, one hydroxide anion plus 83 water molecules were 
placed in a cubic box with side length of 13.35 Å, imposing periodic boundary condi-
tions - this simulation mimics exactly the conditions correspond to the experimental 
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data in [8]. As this system is small from the viewpoint of long-range corrections 
(LRC) to the interaction energy, we have proceeded with a subsequent series of MC 
simulations using larger unit cells (e.g. 2, 3, 4 and 5 OH- ions with 162, 243, 324 and 
405 water molecules, and also in a separate series of simulations we have added 1, 2, 
3, 4 and 5 Na+ counterions in the corresponding simulation boxes). Details about 
these additional simulations are given in our previous paper devoted to the subject [9]. 

In the present study, we focus our attention to the simplest periodic system that we 
have considered (1 hydroxide ion plus 83 water molecules). In all MC simulations 
carried out in the present study, intermolecular interactions were described by a sum 
of Lennard-Jones 12-6 site-site interaction energies plus Coulomb terms, as explained 
in details in [9]. Water molecules were modeled using the SPC model potential para-
meters [10], while the charge distribution in the case of hydroxide anion was de-
scribed with a slightly modified charged-ring (CR) description, proposed in [11]. All 
MC simulations consisted of a thermalization phase of at least 2.52·107 MC steps, 
subsequently followed by averaging (simulation) phase of at least 1.26·108 MC steps. 
Series of statistically-uncorrelated configurations from the MC simulation runs were 
used to calculate the “in-liquid” O-H stretching potential of the hydroxide ion by a 
quantum-mechanical (QM) approach. The degree of mutual correlation between  
MC-generated configurations was judged by analysis of the energy autocorrelation 
function, as explained in [12]. Subsequent to MC simulations, QM calculations were 
carried out for 100 point-charge embedded supermolecular clusters containing the 
central OH- ion and all of the water molecules residing in the first hydration shell, as 
determined from the analysis of the corresponding Oion…Owater radial distribution 
function. This fully – QM region modeling the solution was embedded in a set of 
point charges placed at the positions of water hydrogen and oxygen atoms as generat-
ed by MC simulations, up to 9 Å from the hydroxide anion. Further, a series of  
single-point energy calculations were carried out to obtain the one-dimensional (1D) 
anharmonic O-H stretching potential energy function, varying the O-H distance from 
0.850 to 1.325 Å (in steps of 0.025 Å), moving simultaneously both the oxygen and 
hydrogen atom, while keeping the center of mass of the OH- ion fixed (i.e. mimicking 
as closely as possible the actual OH stretching mode). O-H stretching potential energy 
functions were computed at Hartree-Fock (HF), second-order Möller-Plesset perturba-
tion theoretic (MP2) and Density Functional Theory (B3-LYP) levels of theory for all 
selected 100 oscillators, using the standard Pople-style 6-31++G(d,p) basis set was 
employed for the orbital expansion, solving the HF and the Kohn-Sham (KS) SCF 
equations iteratively. All quantum-chemical calculations were performed with the 
Gaussian03 series of codes [13].  

As mentioned before, we have applied and tested three methods for solution of the 
vibrational Schrödinger equation: diagonalization technique, Numerov algorithm and 
the Fourier grid Hamiltonian methodology. The diagonaization technique was carried 
out by least-squares fitting of the energies computed by the HF, DFT and MP2 me-
thods to a fifth-order polynomial in ΔrOH (Δr = r – re), cutting the resulting potential 
energy functions after fourth order and transforming into Simons-Parr-Finlan (SPF) 
type coordinates [14]: 
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 ρ = 1 – rOH,e/rOH  (1) 

where rOH,e is the equilibrium, i.e. the lowest-energy, value. The one-dimensional 
vibrational Schrödinger equation was solved variationally, using 15 harmonic oscilla-
tor eigenfunctions as a basis set. The fundamental anharmonic O-H stretching fre-
quencies (corresponding to the |0> →|1> transitions) were computed from the energy 
difference between the ground (|0>) and first excited (|1>) vibrational states.  

The second approach was based on Numerov method, also known as Cowell’s me-
thod. This approach is actually an implicit second-order method for approximate solu-
tion of second-order differential equations of the form:  

 ( ) ( )yxfxy ,'' =  (2) 

with initial conditions: ( ) ( ) ''; 0000 yxyyxy ==  with the integrand f(x,y) being inde-
pendent on y’. If one sums the Taylor series approximations for y(x + h) and y(x - h), 
substituting f(x,y) for y’’(x) and the expression: 
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for the second derivative with respect to x, the following final result is obtained: 
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Adopting the notation: 

 nhxxn += 0   ,
 

 ( )nnn yxff ,=  (5) 

and denoting as yn the approximation to y(xn), the following recursive formula is de-
rived: 

 ( )( )12/22 11
2

11 −+−+ +−++−= nnnnnnn ffffhyyy  .
 (6) 

To begin the recursion, however, two successive starting values of y are required, one 
of which is y0 while the other one is approximated by a suitable method. In the present 
study, we have used the implementation of Numerov method in the LEVEL 8.0 code 
by Le Roy and coworkers [7].  

The third technique used in the present study is Fourier grid Hamiltonian method 
[5, 6]. It is actually a discrete variable representation-based technique (DVR), in 
which the continuous range of coordinate values ρ is represented by a grid of discrete 
values ρi. A uniform discrete grid of ρ values was actually used throughout the 
present study: 

 ρρ Δ= ii
 (7) 
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where Δρ is the uniform spacing between the grid points. The state function |ψ> is 
represented as a vector on a discretized grid of points in coordinate or momentum 
space, alternatively: 

 ( )  ⋅Δ⋅=⋅Δ⋅==
i

iii
i

i
ρρ ψρρρψρρψψ  

 ( )  ⋅Δ⋅=⋅Δ⋅==
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iii
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i

k kkkkk ψψψψ  (8) 

|ϕi> being basis functions. Denoting a unitary matrix which performs a fast Fourier 
transformation (FFT) between the two representations by F, we can write: 

 
ρψψ Fk =  . (9) 

The kinetic energy operator is diagonal in momentum representation, while the poten-
tial energy operator is diagonal in coordinate representation. Therefore, one can use 
the FFT approach to solve the stationary Schrödinger equation by the FGH method as 
developed by Marston et al. [5, 6]. Defining a column vector φn of the form: 
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the n-th column of the Hamiltonian matrix can be written in the following way im-
plementing a forward and reverse FFT: 

 ( )[ ]inin VTFFH φ+= −1

 .
 (11) 

All FGH calculations in the present study were carried out by the FGH1 code [6]. 

3 Results and Discussion  

As described in the Computational methodology section, to obtain the one-
dimensional vibrational potential energy function (V = f (rOH)) for each OH oscillator 
in a (different) particular aqueous environment, a series of pointwise QM energy cal-
culations were performed. These were carried out varying the O-H distances from 
0.850 to 1.325 Å with a step of 0.025 Å. Nuclear displacements were generated keep-
ing the center-of-mass of the vibrating hydroxide ion fixed, to achieve as close as 
possible mimic of the real O-H stretching vibration. Subsequent time-independent 
Schrödinger equations with the computed V = f (rOH) potentials were solved by the 
described methodologies.  
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The first algorithm (involving direct diagonalization of the Hamiltonian matrix) al-
lows rather quick computation of vibrational energy levels (and their differences, 
corresponding to the anharmonic vibrational frequencies). Using the SPF-type coor-
dinates is particularly convenient, as it allows only a small number of the harmonic 
oscillator basis functions to be used for the diagonalization and to still achieve a very 
good convergence. This property makes the current approach computationally cheap. 
We have already used this algorithm in a number of our previous works for various 
purposes [1-3 and references therein]. However, as it has not been used widely in the 
literature, it would be highly desirable to compare its performances with those of 
other algorithms. The “golden standard”, that has been used widely in the literature 
for the purpose of solving the radial Schrödinger equation, is the Numerov algorithm. 
It has been implemented in the publicly available LEVEL [7] code written by Le Roy 
and collaborators. The Fourier grid Hamiltonian method [5, 6], on the other hand, has 
been claimed to be the simplest method for solution of both time–independent and 
time-dependent Schrödinger equation. It has become more and more popular in recent 
years.  

Anharmonic frequencies corresponding to the fundamental |0> →|1> vibrational 
transition for the free OH- ion computed with the three different methods for solution 
of the vibrational Schrödinger equation are given in Table I, together with the expe-
rimental gas-phase data [15].  

Table 1. Calculated anharmonic frequencies for the isolated hydroxide ion with the three 
different algorithms for solution of the vibrational Schrödinger equation at the three different 
levels of theory (see text for details). Experimental fundamental frequency is listed as well. 

 
In Table 2, selected anharmonic frequencies of fundamental |0> →|1> vibrational 

transitions for the solvated OH- ion in different in-liquid environments are presented, 
together with the frequency shifts. Complete list of values computed at the three  
levels of theory are available from the authors upon request. As mentioned before, 
Numerov algorithm seems to be the most widely used general-purpose approach to 
solution of the vibrational Schrödinger equation. Therefore, we regard it as a sort of 
benchmark towards which the performances of other methods are compared. In Figs. 
1 and 2, the anharmonic frequency shifts of the aqueous hydroxide ion with respect to 
the gas-phase value computed by diagonalization and FGH approach vs. the shifts 
obtained by the LEVEL code are plotted. It can be seen that the diagonalization  

 

                                                           
1 The gas-phase value is taken from [15]. 

OH−(g)      HF B3LYP MP2 Exp. 1 

 v / cm-1 

Diagonalization 3868     3552 3652 
3556 Numerov 3913 3566 3667 

FGH 4112 3702 3792 
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method in SPF-type coordinates works remarkably well for frequency shifts up to 
about 300 cm-1. Remarkable discrepancies between this method and the Numerov 
algorithm appear only for a very large upshift of about 600 cm-1 - when the OH stret-
ching potential is very steep. The performance of this relatively simple and efficient 
method is, however, excellent for most of the cases relevant to the present study. The 
general performance of the FGH method may be characterized as quite good (Fig. 2). 
However, the disagreement between this method and the Numerov approach is more 
nonuniform and discrepancies are seen for even moderate frequency shifts.  
 

 

Fig. 1. Anharmonic frequency shifts computed by the diagonalization technique plotted vs. the 
corresponding values computed by Numerov algorithm 

 

Fig. 2. A plot of the anharmonic frequency shifts computed by the FGH technique vs. the cor-
responding values computed by Numerov algorithm 
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Table 2. The computed frequencies and frequency shifts with the three algorithms at MP2 level 
of theory (see text for details) 

Method Diag. Numerov FGH Diag. Numerov FGH 

Oscil-

lator v / cm-1 Δv / cm-1 

1 3697.7 3711.6 3838.5 45.7 45.1 46.9 

2 3699.6 3713.3 3839.6 47.6 46.8 48.0 

3 3720.9 3735.2 3865.4 68.9 68.6 73.8 

4 3628.1 3639.7 3763.6 -23.9 -26.9 -28.0 

5 3777.6 3797.8 3941.8 125.6 131.2 150.1 

6 4036.7 4233.0 4316.5 384.7 566.4 524.9 

7 3711.8 3728.9 3867.0 59.8 62.3 75.4 

8 3794.5 3813.9 3955.8 142.5 147.3 164.2 

9 3666.6 3680.7 3810.2 14.6 14.1 18.6 

10 3748.4 3766.1 3904.2 96.4 99.5 112.6 

11 3801.4 3821.2 3963.7 149.4 154.6 172.1 

12 3751.3 3769.9 3910.2 99.3 103.3 118.6 

13 3731.1 3748.2 3884.2 79.1 81.6 92.6 

14 3655.6 3667.7 3792.3 3.6 1.1 0.7 

15 3754.7 3772.5 3909.4 102.7 105.9 117.8 

16 3646.0 3660.0 3789.9 -6.0 -6.6 -1.7 

17 3733.6 3750.2 3884.4 81.6 83.6 92.8 

18 3758.1 3774.6 3908.3 106.1 108.0 116.6 

19 3682.3 3696.2 3823.7 30.3 29.6 32.1 

20 3837.5 3860.0 4011.4 185.5 193.4 219.8 

21 3697.6 3711.7 3840.3 45.6 45.2 48.7 

22 3728.4 3755.7 3918.9 76.4 89.2 127.3 

23 3688.6 3703.9 3835.2 36.6 37.3 43.6 

24 3694.5 3707.7 3837.0 42.5 41.1 45.4 

25 3784.6 3804.8 3949.9 132.6 138.3 158.2 

26 3798.4 3819.5 3967.0 146.4 153.0 175.4 

27 3751.6 3769.2 3906.6 99.6 102.6 115.0 

28 3708.6 3726.0 3863.3 56.6 59.4 71.7 

29 3703.4 3717.1 3845.2 51.4 50.5 53.6 

30 3725.4 3742.4 3880.6 73.4 75.8 89.0 

4 Conclusion and Directions for Future work 

In the present work, the anharmonic OH stretching frequencies and the corresponding 
frequency shifts were computed using three methods for solution of the vibrational 
Schrödinger equation: i) method of diagonalization of the Hamiltonian matrix in  
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SPF-type coordinates, ii) Numerov method, iii) Fourier grid Hamiltonian method. 
This was done for a series of 100 in-liquid OH oscillators in the case of aqueous hy-
droxide ion, which have been obtained from a Monte Carlo simulation. Calculations 
were carried out on the basis of one-dimensional OH stretching vibrational potentials 
computed at three levels of theory: B3LYP, HF and MP2/6-31++G(d,p). The main 
aim was to make careful comparison between the methods. For most of the oscillators 
that have been considered, for frequency shifts up to about 300 cm-1, the simple di-
agonalization technique performs very well. The computed frequency shifts with the 
diagonalization method are in excellent agreement with those obtained with the Nu-
merov algorithm. The Fourier grid Hamiltonian approach, on the other hand, leads to 
frequency shifts which are in larger discrepancy with those computed by Numerov 
algorithm, even for moderate frequency shifts, and the discrepancies are also quite 
nonuniform. 
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Abstract. We propose а new multidimensional and multivariate taxonomy for 
information visualization. This taxonomy takes into consideration users’ 
intentions and the benefits of visualization for analysts, businessmen and 
managers who use financial and accounting data. To explain the proposed 
taxonomy, a taxonomic framework has been defined. The framework contains 
three groups of attributes classified according to visual techniques and their 
capabilities. We have analyzed and coded several multidimensional and 
multivariate visualization techniques. Creating this kind of a taxonomic model 
for visualization of multidimensional and multivariate financial or accounting 
data implies a possibility for introducing an automatic selection of a 
visualization technique and the best visual representation. 

Keywords: data visualization, taxonomy, financial and accounting data, user’s 
design model, multi-dimensionality. 

1 Introduction 

Many classifications and taxonomy methods used in data and information visualization 
usually start from data itself and used techniques. There are many different approaches 
for creating taxonomies of the three visualization types (information, data and 
scientific), according to both users and developers’ preferences. Taking into 
consideration the financial and accounting data, the conventional data representation is 
made dependent on the end users’ preferences.  

It is very difficult to handle everyday information overflow, which is the subject of 
analysis by managers and other users. Therefore a proactive policy for preparing 
visual reports and effective presentations is required. So, we propose a coherent 
review and conceptual framework that can provide design of desired techniques 
classification and selection, depending on users’ intentions, their capabilities and the 
benefits granted to the end users.  

This study focuses on the use of the most popular visualization techniques for 
multidimensional and multivariate (mdmv) data visualization, as data is usually 
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multidimensional and its attributes can be of different nature. The creation of the 
taxonomic model can help in defining the usefulness of each technique for a particular 
user group according to both specific information and analytical knowledge. 

The implementation of the systems for visual representation of mdmv data [27] 
will lead to more efficient, faster and better prepared visual information in the future. 
Additionally, it can reduce the time needed for bridging the gap between the 
necessary and the expected results for a particular users group. In this paper, we also 
propose some strategies for creating mdmv data visualization and representation 
automation, which is used by financial and accounting end users. 

The paper is organizes as follows. The second section is the survey of the mdmv 
visualization area. The next section is dedicated to the taxonomy dimensions and the 
following one explains in detail the proposed taxonomy. The fifth section discusses 
results and effects of taxonomy usage. The conclusion depicts remarks of future work. 

2 Related Works 

Several classifications have been proposed for the visualization so far. They assume 
taxonomy of the data, including its characteristics, the number of independent 
variables, variables and data types, etc. Keim at all, [15,16,17,18] presented taxonomy 
by the manner of display techniques: pixel-oriented, geometric projections, icon-
based, hierarchical and graph-based. Later, this taxonomy was extended with two 
orthogonal criteria: the distortion technique and the interaction technique.  

Buja [3] proposed taxonomy for high-level multidimensional data visualization, 
which distinguishes static and interactive views. The root of this taxonomy is the 
division of data visualization into data rendering and data manipulation. The data 
rendering is categorized according to the basic plot type, which can serve as a start for 
further subdivision. Data manipulation is operating with individual plots and 
organization of multiple plots on the display. The visual representation is classified in 
three styles: scatter-plot matrix, functional transformation and glyphs. 

Chuah and Roth [9] classify the visualization depending on implementation tasks. 
The meaning in this case is: decomposition of user interface and data interaction 
system. Zhou and Feiner [28] set visual tasks taxonomy, trying to automate the design 
process in the visual presentation. They tried to link the high-level presentation intent 
with the low-level visual techniques. Taking into account the visual aspect, they 
proposed three types of visual perceptions and knowledge principles: visual 
organization, visual signaling, and visual transformation. Tweedie [24] describes 
visualization taxonomy that explains how fairly valid assumptions can support 
problem solving. According to this taxonomy, the three aspects of externalization are 
considered. They include underlining data used for representation, the form of 
interactivity and the input and output information explicitly represented by the 
visualization. The further division depends on the purpose of the externalization.  

Shneiderman [20] incorporated the visualization tasks into the taxonomy, but the 
diversity of these tasks for different application areas are not taken into consideration. 
He introduced a visual mantra, which means the visualization process has three 
phases: overview, zooming and filtering, and detail on user’s demands. Shneiderman 
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proposed seven tasks in the information visualization and seven types of visualized 
data. OLIVE, the taxonomy proposed by Shneiderman’s students defines the eight 
data types: time, 1D, 2D, 3D, multidimensional, trees, networks and workspace.  

Sometimes, scientific data has to be visualized with the techniques used for 
physical data visualization. For this reason, it is necessary to have a different kind of 
understanding about how users make their visualization. This would lead to better 
data understanding, focus and evaluation of visual representations, no matter if it is 
scientific or information visualization [23]. The purpose of the proposed models is 
creating a spreadsheet with automatic selection of visual techniques that will lead to 
the desired visual display. Bertin [2] gives the overall matching analysis between data 
characteristics, graphic variables and human perception. He also defines raw/derived 
data, as well as constructed and converted data. 

The future classifications are made in the direction of defining the statistical data, 
converted data, such as the box plot, histograms, scatter plots and summary statistics 
[26], multidimensional trees  as well as 3D structures [13]. Card and Mackinlay [4] in 
their taxonomy described the seven data types: physical data, 1D, 2D, 3D, 
multidimensional data, trees and networks. Card, Mackinlay and Shneiderman [5] 
proposed an automated approach based on the similar ideas where the system 
performs optimization. Card and Mackinlay [4] recommended three phases in the 
process of data visualization: marking, graphical property determination and elements 
that demand human control. Other taxonomies involve the graphic rules for plot 
defining [27], user objectivities in the process of design and optimal representation 
selection [6]. There is a taxonomy that involves design methodologies, depending  
on the user preferences and needs [10]. Another taxonomy leads to a catalog 
development, which means creation of rules that define how the users can link the 
visualization techniques with specific tasks and data types. Wehrend and Lewis [25] 
proposed the use of cross-matrix, linking the two classifications: the ones of the 
objects and the ones of the operations.   

In all previously mentioned classifications, the visualized data type plays the major 
role. For this reason, the visual design that demands taxonomy leads to automated 
algorithms for the programmers and users. This is called model-based design [22] and 
is less dependent on the data type. The taxonomy that avoids the data-centric aspect is 
the Data State Reference Model [7]. According to Chi’s taxonomy, each visualization 
technique is broken down into four data stages, three types of data transformation and 
four types of within-stage operators [8]. With this taxonomy, it is possible to 
determine the dependence between visualization models and visualization techniques.  

Other taxonomy takes into consideration two aspects of analysis from the user and 
developer side. It is especially useful for GIS systems. This taxonomy is the Operator 
Interaction Framework taxonomy. It offers two classifications – developers’ and 
users’ [6].  Liu [14] mentioned the mental models for visual reasoning and interaction, 
which links the interactive representation with the mental models and external 
visualization. There are proposed many other taxonomies with its own classification 
method, and they all aim at visualization in specific areas of application, such as 
medicine, history [11], finance [1], etc. There is even a “periodic system of 
visualization methods” which pretended to be the basic concentrated concept of 
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successfully used methods for data visualization until now. However, none of this is 
focused on user’s selection of desired techniques and his’ intention, gained effects and 
interaction with data. For these reasons, we propose a newel taxonomic framework 
for mdmv visualization, which is focused on the specific group of users of financial 
and accounting data.  

3 Taxonomy Dimensions  

In this paper, we propose taxonomy for mdmv data visualization for financial and 
accounting data. To understand the proposed taxonomic framework, it is necessary to 
define the dimensions according to which the visualization techniques are analyzed 
and presented. We define the dimension called user intention, which is a prior goal of 
the visualization [21] from the users’ perspective. Users may want to see only the 
mdmv data on one or more screens, to accept or reject the hypothesis, or to explore 
data to bring new conclusions. The second dimension defines the effects of 
visualization techniques that consist of the following properties: visibility (or 
overview), interpretability of the visualization and the possibility of insight in data.  

The third dimension is connected with the interaction possibility. The interactivity 
means a possibility of data filtering attribute selection, and interactivity with data 
itself. The next dimension refers to the user groups. Each combination of these four 
dimensions is a single vector in the four-dimensional space. If one needs to visualize 
these four dimensions in the 3D space, we need to use some additional signs for the 
fourth dimension. The available opportunities are the colors or some specific graphics 
primitives. The set of axes for the dimensions in the 3D Cartesian coordinate system 
and the fourth dimension can be the object of consideration and discussion. It can also 
be an object of optimization, aiming to gain the best view of the proposed taxonomy.  

4 The Proposed Taxonomic Model 

If we present the first three dimensions on the axes in the 3D Cartesian system, the 
selected technique for mdmv data visualization maybe presented as an independent 
variable. For this purpose, it is useful to make a coding of all values, which the 
independent variables can take for all three axes.  

The first dimension, user intention, can take discrete data values: data overview; 
hypothesis confirmation and insight, delve into the data and making new decisions. 
Their coding is shown on the Table 1. The second dimension is the visualization 
technique effects. This dimension may take the values: visibility; interpretability and 
delve into data (insight in data). Within their own division, the attributes may take 
quantitative, ordered, or nominal data values. The values can be discrete or 
continuous. The proposed coding for this dimension is shown on Table 2.  

The visibility is coded on the number of used visual displays. Another attribute is 
the selection of the navigation object through dimensions and measures, the 
granularity of the presented data and the opportunities to display the relations between  
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Table 1. The first dimension coding – User intention 

1 Data Overview UI/DO 

2 Hypothesis Confirmation UI/HC 

3 Delve into (the data) and making new decisions UI/DID&MND 

Table 2. Coding of dimension VTE -Visualization technique’s effects 

Visualization 

techniques 

effect 

Type of variable Variable rang Used code 

Visibility One screen or n-screen data are shown on one, two or n-

screens 

S1, S2 ,…. Sn 

Object selection (slider, tab 

or radio button, combo 

box, command button) 

Possibility to select data with 

object 

SL, TB, RB, 

CB, COM, NO 

Analytical or aggregated 

data 

Analytical data are shown or 

data aggregations are shown 

AN, 

AG 

a) Relations are visible 

b) Relations aren’t visible 

The relations between data are or 

are not shown 

RV, RNV 

RELV, 

RELUNV 

Interpretability The level of data 

understanding 

The data understanding is at the: 

Low, Middle or High level 

LL,ML,HL 

 

Relationship understanding 

level 

 

Strong capability, middle, weak or 

no possibility for correlation 

discovery 

SC, MLC, WC, 

NoC 

The aggregation 

understanding 

There is visible: clustering, 

classification, association, rule 

detection, there is not visible rule 

NoVIS, VCLU, 

VCLA, VASS, 

VRD 

Insight in data Possibility for ordinary 

statistical, mathematical 

data analysis, no possibility 

Statistical or mathematical data 

analysis possibility or no 

possibility 

IDAS, IDAM, 

IDAN 

 

Possibility to discover 

correlation 

Correlation discovering level (1-5) ICORR 0-5 

Possibility for cluster 

analysis 

The level of clusters (1-5) ICLU 0-5 

Possibility for 

classification 

Possible classification level (1-5) ICLS 0-5 

Possibility for pattern 

recognition 

The possibility level of pattern 

recognition (1-5) 

IPR 0-5 

 

Possibility for discovering 

associations 

Association discovering possibility IAD 0-5 

 
data in the displays. The interpretability may be broken down into three main 
components. Opportunities of insight or delve into the data is reviewed on the basis  
of the six parameters. Because the third dimension is connected with interaction 
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possibility, we can define three tasks: selecting data with filtering, selecting the 
attributes for analysis, and the interaction with data. The coding of the third 
dimension is shown on Table 3. The interaction possibilities are classified according 
to data selection at the beginning.  

The second interaction possibility can be ranked according to the possibility of 
selection of time slabs or selecting data with embedded objects that select dimensions, 
measures or time periods. The third attribute is the possibility of interaction with data.  
The attribute selection is defined as pre-prepared with queries or in the visualization 
itself using nested drill-down possibilities, with selection of attributes for analysis 
using some selection objects or selection with slider or pointer. The interaction 
possibility with the data ranks from lack of interaction possibility to possibility of 
selection of analytical or aggregated data. According to the interaction techniques, the 
possibilities are ranked from simple navigation to zooming possibilities, filtering, 
distortion as well as linking and brushing.  
 

 

Fig. 1a. The second dimension visual representation 

 

Fig. 1b. The third dimension visual representation 

The fourth dimension represents the users groups. The defined user groups are 
given in Table 4, along with their specific tasks and prior IT knowledge. It is 
important to point out that the analytical tasks are highlighted for analytical workers 
and they have the highest level of data decomposition needs, while top managers need 
data extracted from summary statistics. Managers from the middle level require 
aggregate data and perform data analysis of selected data. Managers from operating 
level require simple screens with actual values and opportunities to compare 
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attributes. This includes alerts and displays with opportunities to select attributes. All 
user groups require specific and different time periods, so opportunities for interaction 
with data is important. 

 

 

Fig. 2. Analysis based on the proposed taxonomy of time histograms with more displays and 
possibility select and zoom 

5 The Results 

The proposed taxonomy classifies the user's purpose and benefits of visual analysis of 
the financial and accounting data based on several criteria: the user intention, visual 
effects, and the possibility of selection and interaction with data. Presented strategy, 
among other things, can serve as the basis for automation of the choice of 
visualization techniques for specific purposes. Indeed, the implication of such a 
division would provide a high degree of specification of individual visualization 
techniques for specific purposes and specific opportunities. Each attribute can be 
encoded by a weight factor to make optimization mechanisms. The mechanisms 
would determine the optimal contribution of the techniques for solving specific 
problems. Surely this is far from easy task and requires complex mathematical 
calculations, but still worth exploring because of the growing flood of data collected 
and the need for their efficient and rapid analysis.   
 

 
Fig. 3 Visualization with dashboards – selection time histograms on more displays and 
possibility select and zoom  
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The choice of visualization techniques, according to the criteria of the proposed 
taxonomy, as well as the possibilities for automatically selecting the most appropriate 
visualization techniques are presented. These tasks will be incorporated in the 
software tools to increase the speed and performance of the analysts, provide faster 
detection of exceptions, subdivisions etc. The incorporation of such algorithms will 
automatically lead to the creation of easy to use interactive data visualization. This 
visualization can have multiple purposes: creation of control systems of current 
operations (as dashboard), creation of visual data cards with the results in the time (as 
scorecard), delve into the relation between data, etc. Evaluation of some techniques 
with this taxonomy is presented in the related authors’ work [19]. Example of coding  
 

Table 3. Possibility for selection data, attributes and interaction with data 

Interaction 

possibility 

Type of variable (Nominal, 

Ordered, Quantitative) 

Variable rang Used 

code 

Selection of 

subsets from 

the 

visualization 

dataset 

With previous data preparation, In 

the visualization screen, No 

selection possibility 

 

The visualization is prepared with 

already selected data set, on a 

whole data set and selection is 

enabled, Selection is not enabled 

SELP, 

SELV, 

SELNO 

 

 

Enabled selection – filter for data/ 

There is only time filter/ Enabled 

with some object (slider, tab, 

combo or radio button) 

There is data filter for all 

dimensions, Only for time period, 

Select data set with given object 

for data selection 

SFIL 1-n, 

STFIL, 

SOBJ 1-n 

 

Zoom, Selection, Distortions, 

Linking and brushing 

Data can be selected with 

zooming, distortion, linking and 

brushing or interactive filtering 

SZOOM, 

SDIS, 

SLB, SIF, 

SNO 

Selection of 

desired data 

attributes 

With previous selected attribute 

(query or alias) 

Previous prepared data set with 

selected attribute – number of 

selected attributes 

SAP 1-n 

 

 

Selection of attributes on the 

visualization screen: Aggregated 

Analytic- data with drill-down 

possibility, Selection of attribute 

with object selection, Selection 

with slider or pointer 

Embedded drill-down 

possibilities for aggregated data, 

Selection of attribute with 

selection of object dedicated to 

the desired attribute (radio 

button, tab, combo box or check 

box…), Selection with slider or 

pointer 

SAVDD 

1-n, 

SAVOS 1-

n, SAVSP 

1-n 

Possibility of 

interaction 

with data in 

the given 

visualization 

Possibility for selection analytical 

data/aggregated data/ No 

possibility interaction 

Analytical data selection/ 

Aggregated data selection/ No 

interaction 

ISAND, 

ISAGD, 

ISNO 

Only data navigation, Possibility 

for zooming, for linking and 

brushing, for interactive filtering 

Possibility for: navigation only, 

zooming, linking& brushing, 

interactive filtering 

INAV, 

IZOOM, 

ILB, IIF 
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the visualization with dashboards as mdmv technique is shown on the Fig. 2 and the 
visual representation on Fig. 3.  

For all mdmv techniques this kind of tables can be created. They are basis for 
creating of precise software tools, which can be developed with prediction analysis or 
optimization algorithms. Maybe the most important organizational issue in this case is 
staff’s training for the visualization possibilities, which sometime means effective and 
rapid gaining of information or transforming tabular data representation in visual 
ones, which means much information in shorter time.  

 

 

Fig. 4. Taxonomy space for defined variables as the base for classification 

Table 4. User groups with specified tasks and level of information and analytical knowledge 

Users’ 

group 

Specified tasks Information knowledge Used code 

Top 

managers 

Strategic management and 

planning activities  

High level  SMHI, SMMI, SMLI 

Planning and control activities Middle level  PCHI, PCMI, PCLI 

Region management activities Low level  (informational 

and analytical knowledge) 

RMHI, RMMI, 

RMLI 

Tactical 

(middle 

level) 

managers 

Sector’s planning and control High level of  SPHI, SPMI, SPLI 

Management by exception Middle level of MEHI, MEMI MELI 

 Low level of (information 

and knowledge) 

LEHI, LEMI, LELI 

Operative 

managers 

Standard procedures control  High level of informational 

and analytical knowledge 

SPCHI, SPCMI, 

SPCLI 

Operation management Middle level of 

informational knowledge 

OPHI, OMMI, OMLI 

 

Problem detection and solving Low level of information and 

knowledge 

PDSHI, PDSMI, 

PDSLI 

Analytical 

staff 

Specific analytic task  High level  SATHI, SATMI, 

SATLI 

Exception analysis Middle level   EAHI, EAMI, EALI 

Perception analysis Low level (information and 

knowledge) 

PAHI, PAMI, PALI 
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6 Conclusions 

We proposed taxonomy of the visualization techniques for mdmv data analysis to 
support the creation of a coherent and comprehensive conceptual framework that can 
allow the user classification by user intention and benefits of visualization for 
financial and accounting data. 

The first variable is classified according to user intention. The next variable is the 
visual effects of visualization and the third one is the interaction possibility. Then, 
these variables are broken down in details and their possible values are defined. The 
possible values are presented in the tables that can be easily understood and used to 
create algorithms for the automation of visual data representation and visual analysis 
through interactive displays. Visual representation of the techniques is presented in 
the Fig. 4. 
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Abstract. We propose a synthesis-centric approach to coordination of
timed discrete-event systems with data and unrestricted nondetermin-
ism. We employ supervisory controllers to exercise the desired coordi-
nation, which are automatically synthesized based on the models of the
system components and the coordination rules. We develop a timed pro-
cess theory with data that supports the modeling process and we provide
for time abstractions that allow us to employ standard synthesis tools.
Following the synthesis of the discrete-event controller that preserves
safe behavior of the supervised system, we analyze the timed behavior
by employing timed model checking. To interface the synthesis tool and
the model checker, we develop a compositional model transformation.

Keywords: supervisory control theory, timed communicating processes,
partial bisimulation, model-based systems engineering.

1 Introduction

Supervisory control theory [16] studies automated synthesis of models of super-
visory controllers that ensure safe functioning of the system at hand. The theory
alleviates the difficulties experienced by applying traditional software engineer-
ing techniques for control software development [9]. The control requirements
change frequently during the design process, promoting control software devel-
opment as an important bottleneck in production of high-tech systems.

We proposed to employ supervisory controllers to coordinate discrete-event
system behavior in [4,13]. Based upon the observed signals, the supervisory
controllers make a decision on which activities are allowed to be carried out
safely, and send back control signals to the actuators. By assuming that the
controller reacts sufficiently fast, one can model this supervisory control feedback
loop as a pair of synchronizing processes [16]. We refer to the model of the
machine as plant, which is coordinated by the model of the controller, referred
to as supervisor. The synchronization of the supervisor and the plant, or the
supervised plant, specifies the coordinated system behavior.

The activities of the machine are modeled as discrete events, which are dis-
abled or enabled by the supervisor. Traditionally, the supervisor disables events
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by not synchronizing with them [16] and, consequently, it comprises the complete
history of the supervised system. The events are split into controllable events,
which can be disabled by the supervisor in order to prevent potentially dangerous
or otherwise undesired behavior, and uncontrollable events, which must never be
disabled by the supervisor. Controllable events model activities over which con-
trol can be exhibited, like interaction with the actuators of the machine, whereas
uncontrollable events model activities beyond the control of the supervisor, like
observation of sensors or interaction with the user or the environment. More-
over, the supervised plant must also satisfy the coordination requirements, which
model the safe or allowed behavior of the machine.

Initially, we developed a process theory for supervisory coordination to distin-
guish between the different flows of information. Namely, the supervisor observes
the plant by means of history of observable events [3], by observing state sig-
nals [4], or shared data variables [13]. The feedback sent to the plant is a set of
allowed controllable events. Modeling both information flows simultaneously by
synchronous parallel composition is an oversimplification, especially when the
information flows comprise different types of information, e.g., state- or data-
based observation versus controllable events. The former still prevails in modern
state-of-the-art approaches, like [7,18].

We extend the process theory with timing information in the form of timed
delays, that respect the established principles of time determinism and time
interpolation [15]. The former states that passage of time should not decide a
choice by itself, whereas the latter allows splitting of a delay to several subse-
quent delays with the same accumulative duration. Naturally, there exist timed
extensions of supervisory control theory, like [5,17,6], but our approach differs
in that we abstract from timing information, allowing the usage of standard
synthesis tools. Following the synthesis, the timed behavior of the supervised
system is analyzed by employing timed model checking.

To model the supervisory control loop, we propose an appropriate timed ex-
tension of the behavioral preorder partial bisimulation. The preorder is employed
to state a refinement relation between the supervised and the original plant, al-
lowing controllable events to be simulated and requiring uncontrollable event
to be bisimulated. The proposed relation properly captures that uncontrollable
events cannot be disabled, while preserving the timed behavior and the branch-
ing structure of the supervised system modulo (bi)simulation, cf. [3]. We opt
for data-based coordination requirements, which are given in terms of global
invariants that depend on the allowed data assignments. They suitably capture
the informal requirements written in specification documents used by the indus-
try [12], while supporting compact operational semantics [13].

2 Timed Communicating Processes

To model timed systems, we extend the process theories BSP‖ of [3], TCP*
of [4], and the communicating processes with data of [13], thus obtaining timed
communicating processes (with data). The resulting process theory encompasses
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successful termination options, which model that the plant can successfully ter-
minate its execution; generic communication action prefixes with data assign-
ments, which model activities of the plant and update data variables; timed
delays, which model the timed behavior, guarded commands, which condition
labeled transitions based on data assignments and support supervision; sequen-
tial composition, an auxiliary operator required for unfolding of iteration; itera-
tion, which specifies recurring behavior; and ACP-style parallel composition with
synchronization [16] and encapsulation, which model a flexible coupling in the
feedback control loop. We present only a set of core operators and additional
process operations can be easily added in the vein of [2,4].

Data elements are given by the setD, data variables are given byV, and data ex-
pressions involving standard arithmetical operations are denoted by F. By α : V →
F we denote the assignment of the variables needed for the valuations. The arith-
metical operations are evaluated with respect to eα : F → D. The guarded com-
mands are given as Boolean formulas, whereas the atomic propositions are formed
by the predicates from the set {<,≤,=, �=,≥, >} and the logical operators are
given by {¬,∧,∨,⇒}, denoting negation, conjunction, disjunction, and implica-
tion, respectively. We use B to denote the obtained Boolean expressions, which
are evaluated with respect to a given valuation vα : B → {false, true}, where false
denotes the logical value false, and true the logical value true.We update variables
by a (partial) update function f : V ⇀ D. The set of actions is given by A, formed
over a set of channels K, i.e, A � {c!m?n | m,n ∈ IN, c ∈ K}. By c!m?n we denote a
generic communication action betweenm sender and n receiver parties. We write
c!n for c!n?0 and c?n for c!0?n for n ∈ IN and c ∈ K, and we write c! for c!1 and c?
for c?1. The durations of the timed delays are taken from the set of positive reals
IR>0.

The set of process terms T is given by the grammar:

T ::= 0 | 1 | a[f ].T | t.T | φ :→T | ∂H (T ) | T + T | T · T | T ∗ | T ‖ T

where a ∈ A, f : V ⇀ F, t ∈ IR>0, φ ∈ B, and H ⊆ A. Each process p ∈ T is
coupled with a global variable assignment environment that is used to evaluate
the guards and keeps track of updated variables, notation 〈p, (α, ρ)〉 ∈ T ×
Σ for Σ = (V → F) × V. Here, α holds the variable assignments, whereas
the predicate ρ ⊆ V, which is employed for synchronization, keeps track of
the updated variables. We write σ = (α, ρ) for σ ∈ Σ, when the components
of the environment are not explicitly required. The initial environment σ0 =
(α0, dom(α0)), where dom(g) denotes the domain of the function g, provides the
initial values of all variables that the process comprises.

The theory has two constants: 0 denotes delayable deadlock that cannot ex-
ecute any action, but allows passage of time, whereas 1 denotes the option to
successfully terminate, also allowing passage of time. The action-prefixed pro-
cess with variable update, corresponding to a[f ].p, executes the action a, while
updating the data values according to f , and continues behaving as p. The time
delay prefix t.p allows passage of time specified by the duration of the delay t
and continues behaving like p. The guarded command, notation φ :→p, specifies
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a logical guard φ ∈ B that guards a process p ∈ T. If the guard is successfully
evaluated, the process continues behaving as p ∈ T or, else, it deadlocks. The
encapsulation operator ∂H (p) blocks all communication actions in H that are
considered as incomplete, e.g., if we were to enforce broadcast communication
between k processes over channel c ∈ K, then H = {c!m?n | m �= 1, m+n �= k}.
The sequential composition p · q executes an action of the first process, or if the
first process successfully terminates, it continues to behave as the second. The
unary operator p∗ represents iteration that unfolds with respect to the sequen-
tial composition. The alternative composition p + q makes a nondeterministic
choice by executing an action of p or q, and continues to behave as the remain-
der of the chosen process, or allows passage of time. The binary operator p ‖ q
denotes parallel composition, where the actions can always be interleaved and
communication can take place over common channels.

We give semantics in terms of timed labeled transition systems, where the
states are induced by the process terms and the corresponding data assignments.
The dynamics is given by a successful termination option predicate ↓ ⊆ T×Σ,
an action transition relation −→ ⊆ (T × Σ) × A × (T × Σ), and a time delay
transition relation =⇒ ⊆ (T × Σ)× IR>0 × (T × Σ). We employ infix notation

and we write 〈p, σ〉↓ for 〈p, σ〉 ∈ ↓, 〈p, σ〉 a−→〈p′, σ′〉 for (〈p, σ〉, a, 〈p′, σ′〉) ∈ −→,

and 〈p, σ〉 t
=⇒ 〈p′, σ′〉 for (〈p, σ〉, t, 〈p′, σ′〉) ∈ =⇒. Also we write 〈p, σ〉 �=⇒ if

there does not exist t ∈ IR>0 and 〈p′, σ′〉 ∈ T×Σ such that 〈p, σ〉 t
=⇒ 〈p′, σ′〉.

We introduce several auxiliary operations needed for concise presentation of
the operational rules. We write f |C for the restriction of the function f to the
domain C ⊆ dom(f), i.e., f |C � {x �→ f(x) | x ∈ C}. We write f{g} for
the function f |dom(f)\dom(g) ∪ g. We define ↓, −→, and =⇒ using structural
operational semantics [2], depicted by the operational rules in Fig. 1, where
symmetrical rules are not depicted and their number is only stated in brackets.

We comment on some of the rules that reflect our design choices. Rule 2 states
that the action prefix enables action transitions, whereas the target assignment
updates the variables in the domain of the partial variable assignment function
with the evaluation of the corresponding data expression. Rule 3 states time in-
terpolation, meaning that every delay can be split as two positive delays. Rules
6 – 10 state that action transitions resolve nondeterministic choices, whereas
passage of time does not. Synchronizing of action transitions is possible for ac-
tions that stem from the same channel as depicted by rule 25. The resulting
communication action must account for the accumulative number of sender and
receiver communication parties, all of which are separate components in the
parallel composition due to the interleaving semantics of Fig. 1 [2].

The behavioral relation that we employ is a timed extension of partial bisim-
ulation for processes with data [3]. Here, we adapt the approach of [2] to handle
the variable assignments appropriately. Every partial bisimulation relation is pa-
rameterized with a bisimulation action set that states which actions should be
bisimulated, whereas the rest are only simulated.

A relation R ⊆ T × T is said to be a timed partial bisimulation with respect
to a bisimulation action set B ⊆ A, if for all (p, q) ∈ R and σ ∈ Σ, it holds
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1 〈1, σ〉 ↓ 2
〈a[f ].p, (α, ρ)〉 a−→ 〈p, (α{{X �→e(f(X)) | X∈dom(f)}}, dom(f))〉

3
t > 0, s > 0

〈(t+ s).p, σ〉 t
=⇒ 〈s.p, σ〉

4 (5)
〈p, σ〉 ↓

〈p+ q, σ〉 ↓ 6 (7)
〈p, σ〉 a−→ 〈p′, σ′〉

〈p+ q, σ〉 a−→ 〈p′, σ′〉

8
〈p, σ〉 t

=⇒ 〈p′, σ〉, 〈q, σ〉 t
=⇒ 〈q′, σ〉

〈p+ q, σ〉 t
=⇒ 〈p′ + q′, σ〉

9 (10)
〈p, σ〉 t

=⇒ 〈p′, σ〉, 〈q, σ〉 �=⇒
〈p+ q, σ〉 t

=⇒ 〈p′ + q, σ〉

11
〈p, σ〉 ↓, 〈q, σ〉 ↓

〈p · q, σ〉 ↓ 12
〈p, σ〉 ↓, 〈q, σ〉 a−→ 〈q′, σ′〉

〈p · q, σ〉 a−→ 〈q′, σ′〉
13

〈p, σ〉 a−→ 〈p′, σ′〉
〈p · q, σ〉 a−→ 〈p′ · q, σ′〉

14
〈p, σ〉 ↓, 〈q, σ〉 t

=⇒ 〈q′, σ〉
〈p · q, σ〉 t

=⇒ 〈q′, σ〉
15

〈p, σ〉 t
=⇒ 〈p′, σ〉

〈p · q, σ〉 t
=⇒ 〈p′ · q, σ〉

16 〈p∗, σ〉 ↓ 17
〈p, σ〉 a−→ 〈p′, σ′〉

〈p∗, σ〉 a−→ 〈p′ · p∗, σ′〉
18

〈p, σ〉 t
=⇒ 〈p′, σ〉

〈p∗, σ〉 t
=⇒ 〈p′ · p∗, σ〉

19
〈p, σ〉 ↓, 〈q, σ〉 ↓

〈p ‖ q, σ〉 ↓ 20 (21)
〈p, σ〉 a−→ 〈p′, σ′〉

〈p ‖ q, σ〉 a−→ 〈p′ ‖ q, σ′〉

22 (23)
〈p, σ〉 t

=⇒ 〈p′, σ′〉, 〈q, σ〉 t
�=⇒

〈p ‖ q, σ〉 t
=⇒ 〈p′ ‖ q, σ〉

24
〈p, σ〉 t

=⇒ 〈p′, σ〉, 〈q, σ〉 t
=⇒ 〈q′, σ〉

〈p ‖ q, σ〉 t
=⇒ 〈p′ ‖ q′, σ〉

25
〈p, σ〉 c!k?�−→ 〈p′, (α′, ρ′)〉, 〈q, σ〉 c!m?n−→ 〈q′, (α′′, ρ′′)〉, α′|ρ′∩ρ′′ = α′′|ρ′∩ρ′′

〈p ‖ q, σ〉 c!k+m?�+n−→ 〈p′ ‖ q′, (α′{α′′|ρ′′\ρ′}, ρ′ ∪ ρ′′)〉

26
〈p, σ〉 ↓, v(φ) = true

〈φ :→p, σ〉 ↓ 27
〈p, σ〉 a−→ 〈p′, σ′〉, v(φ) = true

〈φ :→p, σ〉 a−→ 〈p′, σ′〉

28
〈p, σ〉 t

=⇒ 〈p′, σ〉, v(φ) = true

〈φ :→p, σ〉 t
=⇒ 〈p′, σ〉

29
〈p, σ〉 ↓

〈∂H (p) , σ〉 ↓

30
〈p, σ〉 a−→ 〈p′, σ′〉 , a �∈ H

〈∂H (p) , σ〉 a−→ 〈∂H (p′) , σ′〉
31

〈p, σ〉 t
=⇒ 〈p′, σ〉

〈∂H (p) , σ〉 t
=⇒ 〈∂H (p′) , σ〉

Fig. 1. Operational rules

that: (1) 〈p, σ〉 ↓ if and only if 〈q, σ〉 ↓; (2) if 〈p, σ〉 a−→ 〈p′, σ′〉 for a ∈ A, then

there exist q′ ∈ T and σ′ ∈ Σ such that 〈q, σ〉 a−→ 〈q′, σ′〉 and (p′, q′) ∈ R;

(3) if 〈q, σ〉 b−→ 〈q′, σ′〉 for b ∈ B, then there exist p′ ∈ T and σ′ ∈ Σ such that

〈p, σ〉 b−→〈p′, σ′〉 and (p′, q′) ∈ R; (4) if 〈p, σ〉 t
=⇒〈p′, σ′〉 for t ∈ IR>0, then there

exist q′ ∈ T and σ′ ∈ Σ such that 〈q, σ〉 t
=⇒ 〈q′, σ′〉 and (p′, q′) ∈ R; and (5)

if 〈q, σ〉 t
=⇒ 〈q′, σ′〉 for t ∈ IR>0, then there exist p′ ∈ T and σ′ ∈ Σ such that

〈p, σ〉 t
=⇒ 〈p′, σ′〉 and (p′, q′) ∈ R.

If R is a timed partial bisimulation relation such that (p, q) ∈ R, then p is
timed partially bisimilar to q with respect to B and we write p�B q. It can be
shown that �B is a preorder and pre-congruence for every B ⊆ A in the vein
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of [13,3,2]. Finally, we note that p�A q amounts to timed bisimulation, whereas
p�∅ q reduces to timed simulation preorder for processes with data [2].

3 Controllability

To distinguish between controllable and uncontrollable activities of the system,
we split the set of channels to controllable KC and uncontrollable KU channels,
respectively, where KC ∩ KU = ∅ and KC ∪ KU = K. We put C � {c!m?n | m,n ∈
IN, c ∈ KC} and U � {u!m?n | m,n ∈ IN, u ∈ KU} for the sets of controllable
and uncontrollable events, respectively.

For the specification of the plant, we can take every process p ∈ T since the
underlying system is unrestricted. The supervisor s ∈ T, however, must satisfy
several structural restrictions. It should be a deterministic process that provides
for an unambiguous feedback in terms of synchronizing controllable events [3].
Moreover, it should not be allowed to alter the state of the plant in any other
way. It does not comprise any variable assignments, but it is able to observe
them. The supervisor relies on data observations to exercise supervision [14].

The form of the proposed supervisor can be summarized in (1):

s =
(∑

c∈KC
φc :→c![∅].1 + ψ :→1

)∗
, (1)

where φc, ψ ∈ B for c ∈ KC. The supervisor observes the state of the plant,
identified by the corresponding data assignments, checks for which activities
the guarded commands that implement the control functions are satisfied, and
enables the corresponding controllable events by synchronizing with the coun-
terpart (receiver) action transitions in the plant. It does not keep a full history
of events as in the original setting of [16], where the guards φc for c ∈ KC and ψ
depict the supervision actions [14].

Given plant p ∈ T and supervisor s ∈ T of form (1), we specify the supervised
plant as ∂H (p ‖ s), where the encapsulation enforces desired communication
and the set H ⊂ A comprises unfinished communication events, differing per
case. Different from other approaches, e.g., [16,7,18], that employ synchronizing
actions over all system components, we employ the supervisor to render the final
communication action complete. In the former situation, the relation between the
original and the supervised plant can be provided directly, e.g., as in [3], because
the labels of the transitions in the supervised and the original plant coincide.
We have to rename controllable actions in the original plant as a supervisor is
necessitated to make the plant operational, cf.(1) for the form of the supervisor.
We employ a specific partial renaming operation γ : T �→ T that completes the
controllable communication actions with a send action from the supervisor of (1).
The operational rules that define this renaming operation γ are given in Fig. 2.

The relation between the supervised and the original plant is specified as:

∂H (p ‖ s)�U γ(p) . (2)

It states that the supervisor restricts only controllable events form the plant,
indicated by the simulation relation between the supervised and the original
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32
〈p, σ〉↓

〈γ(p), σ〉↓ 33
〈p, σ〉 c!m?n[f ]−→ 〈p′, σ′〉, c ∈ KC

〈γ(p), σ〉 c!m+1?n[f ]−→ 〈γ(p′), σ′〉
34

〈p, σ〉 u!m?n[f ]−→ 〈p′, σ′〉, u ∈ KU

〈γ(p), σ〉 u!m?n[f ]−→ 〈γ(p′), σ′〉

Fig. 2. Renaming operation that completes plant controllable communication events

35
vα(φ) = false

〈p, (α, ρ)〉 |= φ ⇒ a
�−→

36
vα = true, 〈p, (α, ρ)〉 a

�−→
〈p, (α, ρ)〉 |= φ ⇒ a

�−→
37

v(φ) = true

〈p, σ〉 |= φ

Fig. 3. Satisfiability of data-based control requirements

plant, whereas no uncontrollable events can be disabled, as the same uncontrol-
lable events are required to be bisimulated and, thus, present in all states of
both processes. It can be shown, again in the vein of [3,4], that the traditional
notions of language-based controllability of [5,16] for deterministic system and
state controllability [14,18] for nondeterministic systems are implied by (2).

We opt for data-based coordination requirements stated in terms of boolean
expressions ranging over the data variables. The data-based control require-
ments, denoted by the set R, have the following syntax induced by R:

R ::=
a−→ ⇒ φ | φ ⇒ a

�−→ | φ ,

for a ∈ A and φ ∈ B. Now, we say that a given control requirement r ∈ R is
satisfied with respect to the process p ∈ T in the assignment environment σ ∈ Σ,
notation 〈p, σ〉 |= r, according to the operational rules depicted in Fig. 3. By

〈p, σ〉 a
�−→ we denote that {〈p′, σ′〉 | 〈p, σ〉 a−→〈p′, σ′〉} = ∅. We note that the first

and second requirement are logically equivalent as (
a−→ ⇒ φ) ⇔ (¬φ ⇒ a

�−→).
We structure the modeling process in Fig. 4, which extends previous propos-

als [11] with timing aspects. In Fig. 4 we assume that the formalization of the co-
ordination requirements and the modeling and abstraction of the timed plant has
been successfully completed along the lines of [2]. We employ the synthesis tool
Supremica [1] to synthesize a supervisory controller based on the data-based coor-
dination requirements and the time-abstracted plant model. Then, we couple the
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event model
Supervisor

Timed
Model
Plant

Model
Coordination
requirements

Timed model 
Supervised plant

Time-abstracted
discrete-event
model Plant

Supremica
Supervisor synthesis

Model
Timed progress 
requirements

SupPlant2UPPAAL
Compositional consistent 
translation to UPPAAL

UPPAAL
Timed functional 

verification

refinement

Fig. 4. Core of the proposed framework for supervisory coordination
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ready >= K
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ready ++
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ready >= KI
multisendI!

readyI ++
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readyI --
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WaitForKI
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A)

C)

readyI ++
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WaitingI
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B) KI Receivers KJ Receivers

Fig. 5. Translating broadcast multi-communication in UPPAAL: A) Suggested ap-
proach in [8]; B) Occurrence of deadlock for multiple receiver actions stemming from
the same state; C) Adapted approach with no deadlock for multiple actions

synthesized supervisor with the timed plant to obtain the timed supervised plant.
To be able to analyze the timing behavior of the supervised system, we devel-
oped the model transformation tool SupPlant2UPPAAL [10]. The tool automati-
cally transforms and refines a Supremica supervised plant to input suitable for the
timed model checker UPPAAL [8]. The communication actions in UPPAAL are
restricted to broadcast multi-communication with only one sender and multiple
receivers that are not forced to participate in the communication, which requires
additional effort to conform to rule 25 of Fig. 1.

We illustrate the situation by an example. The approach advocated in [8],
depicted in Fig. 5A) suggests that we employ an additional variable, say ready,
in order to count how many receiver parties are ready to receive the broadcast
communication. Each time a broadcast communication becomes ready, the vari-
able ready is incremented. When the desired number ofK receivers is ready, then
the broadcast is sent, as suggested by the guard ready >= K associated with
the sender action. The problem occurs when multiple receiver actions can origi-
nate from the same state as depicted in Fig. 5B). Since the auxiliary transition
that announces the number of receivers that are ready to begin the communi-
cation is not labeled, it can be interleaved with any other action, which may
lead to deadlock. To resolve this situation, we propose to also connect the auxil-
iary “waiting” states, such that the process can jump between them and always
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enable the communication as suggested in Fig. 5C). In order to prevent livelock
behavior that can occur if the jumps form an indefinite loop, we make the wait-
ing states committed [8], meaning that they do not allow for passage of time. We
note that by making the waiting states committed in the situation of Fig. 5B)
does not resolve the issue, but it leads directly to undelayable deadlock situation.

We revisit a case study of [12,13] dealing with coordination of maintenance
procedures of a high-tech printer and extend it with timing information. Each
maintenance procedure has a soft and a hard deadline with respect to number of
printed pages. Soft deadline means that the procedure can be executed, whereas
hard deadline means that the procedure must be executed to preserve print
quality. The coordination problem is to schedule maintenance procedures, while
disturbing the printing process as little as possible. We refer to [12,13] for the
untimed case study and to [10] for the extended timed models and tools.

The addition of timing information enables us to also study the timing behav-
ior, not possible in previous work [12,13]. For example, we can study whether it
is possible that the maintenance procedure is executed within a certain amount
of time. To this end, in our model translation to UPPAAL we carry over the
component names and state labels from Supremica, cf. [13]. In addition, we in-
troduce a global clock that we name global, to enable queries concerning the
elapsed time. For the query above, we can employ the temporal logic formula:

E<> MaintenanceOperation.OperInProg and global<=40. (3)

The standard notation E<> stands for: there is some path and eventually there
exists a state on that path such that the component MaintenanceOperation,
that models the maintenance operation procedure, is in state OperInProg, which
denotes that the maintenance operation is executing, and the global clock of the
system has counted less then 40 time units. For our demo model, this query is
not satisfied, even though we let the system reach soft deadline after 40 time
units. The reason that the query is not satisfied is that we also schedule a print
job in the time interval [36, 44]. Thus, the earliest scheduling of the maintenance
procedure is at 44, which can be validated by adapting (3).

4 Concluding Remarks

We presented a synthesis-centric approach to supervisory coordination of timed
discrete-event systems based on a process theory for timed communicating pro-
cesses with data. To define the notion of a supervisor, we provided for a timed
extension of the behavioral preorder partial bisimulation. For the implementation
of the proposed framework, we employed state-of-the-art tools for supervisory
controller synthesis and timed model checking. In order to interface the tools, we
developed a model transformation tool. To illustrate our approach, we extended
an industrial study dealing with coordination of maintenance procedures in a
printing process with timing information and analyzed the timing behavior of
the supervised system. As future work, we schedule an extension of the theory
with time-based constraints and novel synthesis algorithms.
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Abstract. Mobile devices and mobile computing have made tremendous ad-
vances and become ubiquitous in the last few years. As a result, the landscape 
has become seriously fragmented which brings lots of challenges for the mobile 
development process. Whilst native approach of mobile development still is the 
predominant way to develop for a particular mobile platform, recently there is 
shifting towards cross-platform mobile development as well. In this paper, we 
have performed a survey of the literature to see the trends in cross-platform 
mobile development over the last few years. With the result of the survey, we 
argue that the web-based approach and in particular, hybrid approach, of mo-
bile development serves the best for cross-platform development. The results of 
this work indicate that even though cross platform tools are not fully matured 
they show great potential. Thus we consider that cross-platform development 
offers great opportunities for rapid development of high-fidelity prototypes of 
the mobile application. 

Keywords: mobile development, cross-platform, web-based approach, hybrid 
approach, literature survey, HTML5. 

1 Introduction 

With the rapid technological advancements in both hardware and software fronts, 
coupled with broadband internet and World Wide Web, mobile computing has be-
come ubiquitous. People use different kinds of mobile devices (tablets, smartphones, 
PDAs, etc) for all sorts of different purposes. Just the total “smartphone” shipment 
volumes alone reached 712.6 million units in 2012, up a strong 44.1% than in the year 
2011 [1]. This prodigious growth in mobile devices is equally complimented by the 
growth in mobile content or information that these devices consume. According to the 
research group Gartner Inc., worldwide mobile app store downloads surpassed 45.6 
billion in 2012, nearly double the 25 billion downloads in 2011 which by 2016 will 
reach 310 billion downloads and $74 billion in revenue [2]. 

Amidst so much of seeming opportunities, there also lie huge challenges in engi-
neering and developing mobile services and applications. Wide variety of mobile 
standards and operating systems on different devices mean often unfortunately, one 
application can work on one mobile device very well, while it does not work on the 
other [3]. A more prominent challenge than any other is the fragmentation which runs 
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both length (device fragmentation) and breadth (operating system fragmentation) 
across the mobile landscape. Devices with different processing, memory, communica-
tion, displaying capabilities are examples of device fragmentation. And there are  
different companies with their own platforms running different operating systems. 
Apple’s iOS, Google’s Android, Microsoft’s Windows Phone, RIM’s BlackBerry OS, 
Symbian, etc to name a few are the different operating systems that we can find in the 
mobile devices resulting in operating system fragmentation.  

As such, a traditional native approach is not always an ideal solution. Hence we 
investigate the cross-platform approaches by performing literature analysis of the 
papers in the field and argue that these approaches alleviate the aforementioned prob-
lems to a great deal. 

2 Native Mobile Development and Looking Beyond 

In native approach of mobile development, developers use a set of development envi-
ronment and tools in the form of Software Development Kit (SDK) targeted and op-
timized for specific platform provided by the platform inventors and companies. 
Choice of a platform relies on how deeply developers want to link the application 
with the underlying operating system, as capabilities in one operating system may not 
be available in another. Using an SDK the developer may target a particular operating 
system and take advantage of its specific capabilities to create an application with 
those features [4]. Such native applications or native apps guarantee the best usabili-
ty, the best features, and the best overall mobile experience but comes with severe 
restriction of portability and are tied to a specific platform against which they are  
developed. Also different platforms require different programming languages like 
Objective-C for iOS, Java for Android, C# for Windows Phone, Java for BlackBerry 
OS, C++ for Symbian, etc [5]. So targeting multiple platforms means requirement of 
different skill sets and familiarity with those platforms and writing separate applica-
tions for each of them. As a result developing and maintaining applications for mul-
tiple platforms become very expensive. 

The web-based approach has come to fore in recent times to alleviate these problems 
regarding native development. With the advent of HTML5, these web apps are built 
using open standards web technology stack of HTML5/CSS3/JS that run on a standa-
lone mobile web browser and are often now referred to as HTML5 apps. HTML5 is a 
standard and is also used as a blanket term for a family of other related web standards 
and technologies like CSS3 and JavaScript together with which it represents the com-
plete package or idea that is HTML5 [6]. The browser vendor community has strongly 
embraced HTML5. In 2011, estimated 336 million units of mobile phones with  
HTML5 browser support were sold which is expected to surge to 1 billion units in  
2013 [7]. Another report estimates more than 2.1 billion mobile devices will have 
HTML5 browsers by 2016 [8]. These browsers are increasingly supporting many differ-
ent class of HTML5 features. The features include richer set of tags (date, time,  
email, etc) for better semantics, offline and local storage capabilities, Geolocation,  
more efficient connectivity with Web Sockets, first class multimedia (audio and  
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video) support, stunning visuals with SVG, Canvas, WebGL, and CSS3, improved 
performance and integration with Web Workers [9]. 

Even though strides are being made on the browsers to bridge the gap, there still is 
a long way to go as these pure web apps have little or no support for many of the na-
tive and device features like camera, microphone, address book, calendar, compound 
gestures and interaction, etc. And there is also lack of effective packaging and app 
store distribution. However most of these shortcomings of web-based approach can be 
overcome by using the hybrid approach which combines the best of both the native 
and web-based approaches. Hybrid apps are developed using web technologies 
(HTML5/CSS3/JavaScript) but built into native apps by wrapping them inside a  
thin native container that provides access to native platform and device features [10]. 
Development of such hybrid applications essentially relies on frameworks, such as 
PhoneGap or Titanium, that act more or less as a middleware or bridge and provide 
the platform-specific implementation of API in the native programming language for 
the language of the framework to communicate with the native code of different plat-
forms [11] [12]. This means the abstraction layer exposes the device capabilities (na-
tive APIs) to the hybrid app as a JavaScript API. The hybrid apps run inside a native 
container and leverage the device’s browser engine and are displayed in a full-screen 
web view control, and not in a browser [13]. Like native counterparts they can be 
downloaded from app store and installed on the device. Certainly hybrid apps are 
much closer to the native apps than the pure web apps as they boast of the power, 
performance and availability on par with the native applications. 

3 Research Question  

Inspired from these trends we found that there is a need for a detailed analysis of the 
existing cross-platform tools and approaches. All this combined with the possibilities 
that web technologies offers brings a number of opportunities for development and as 
well some remaining challenges. Therefore the primary aim of this paper is to address 
the current trends in the cross-platform mobile development. For reaching this aim 
our approach was built on performing a systematic literature survey and analysis of 
the outcomes. The remainder of the paper is organized as follows. The following sec-
tion summarizes the current state of the art when it comes to cross-platform mobile 
development. A survey of the relevant research papers is conducted to identify the 
problems and suitable best practices and technologies pertaining to cross-platform 
mobile applications over the years. Providing analysis, discussion and conclusion 
about our work and possible future work directions follows this. 

4 State of the Art  

According to Heitkötter et al. [14], cross-platform development approaches allow  
developers to implement their apps in one step for a range of platforms, avoiding repe-
tition and increasing productivity. On addition to providing suitable generality of pro-
visioning the apps for several platforms, these approaches also enable developers to  
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capitalize on the specific advantages and possibilities of smartphones/platforms.  
Palmieri et al. [15] provides a pragmatic comparison among four very popular cross 
platform tools focusing on the availability of application programming interfaces, 
programming languages, supported mobile operating systems, licences, and integrated 
development environments. Similarly, Juntunen et al. [6] , and Karl Andersson and 
Dan Johansson [9] have discussed about the burgeoning interest on HTML5 and its 
potential to shape the future of mobile development. 

The following provides a literature survey concerning cross-platform mobile de-
velopment. The purpose of the survey is to gain insights about the trends and technol-
ogies used to devise cross-platform mobile solutions over the last few years. 

4.1 Method 

A protocol, inspired from Biolchini et al. [16], was developed according to which the 
systematic literature survey was conducted. We first identified the keywords to search 
for the relevant literature. Then after selecting the digital library sources, we used the 
keywords in query string and performed automated search in these libraries to retrieve 
the literature. Thereafter, only the papers meeting our inclusion criteria were filtered 
for the survey purpose. More description about the method and the steps involved 
have been presented hereunder. 
 
Choice of Keywords.  
The two keywords used to identify the literature were “mobile” and “cross-platform”. 

Sources Selection.  
The literatures for survey were located from well renowned digital libraries 
IEEE Xplore Digital Library and ACM Digital Library. 

Search Method.  
Using the keywords in the query string, we searched for the papers in the digital  
archive. 

Following query was performed in the ACM Digital Library: 

(Title: "mobile", AND Title:"cross-platform") 
Years 2000-2012 
Found 15 within The ACM Guide to Computing Literature 

Similarly, in IEEE Xplore Digital Library: 

("Document Title":"mobile" AND "Document Title":"cross-
platform") 
Years 2004-2012 
Found 14 within The IEEE Xplore Digital Library  

The query retrieved 15 papers from ACM and 14 papers from IEEE. By reading titles, 
abstracts and keywords 10 papers were selected further from ACM while 13 papers 
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made through in case of IEEE. Then on eliminating the duplicates from both, total of 
19 papers remained. These 19 papers were read fully and thoroughly and in the end 
17 papers were selected. The method has been depicted in the fig. 1. below.  

 

Fig. 1. Search method using the query string 

Inclusion Criteria 
Criterion 1. Firstly, the papers should be about the mobile devices meaning that the 
devices should be portable enough to carry around easily, such as mobile/smart 
phones, PDAs, etc. Albeit not always in the pocket like tablets but not laptops.  
 
Criterion 2. Secondly, the papers should mainly focus on the cross-platform mobile 
development issues or mostly be relevant to it. Papers raising different kinds of issues 
related to mobile domain other than the cross-platform are not included. 
 
Criterion 3. Thirdly, the papers should strictly adhere to the problem definition of this 
paper. It should be able to address the research question(s) raised above by providing 
the concrete recommendations and solutions. Papers that do not tackle the research 
questions, or at the best, propose insubstantial solutions with insufficient amount of 
information, papers providing vague analytic discussion rather than tangible solutions 
and recommendations are also excluded. 

4.2 Outcomes 

Timeline of the Literature.  
After applying the inclusion criteria, we are left with 17 articles. From the papers se-
lected we could clearly see the cross-platform development gathered momentum in 
recent years (2009 onwards). The survey does not have any articles through the years 



224 S. Amatya and A. Kurti 

2005 to 2008. During those years, the concept of cross-platform mobile applications or 
even mobile applications was not so much in prominence as it is now after the emer-
gence of Apple’s iOS and Google’s Android. Also the hardware aspects of the mobile 
devices were fairly mediocre and smartphones were hardly heard of then. However 
there is couple of articles from the year 2004, where they also had the similar problem 
description albeit in the context of different mobile operating systems then. 

Overview of the Research Results 
Each article is read fully and thoroughly to gain insights about the problems it has 
raised and the solutions proposed to tackle those problems. Below we have summa-
rized the results in a table where we describe the details of problem description that 
these work tried to address, combined with the proposed solution and the technologies 
used for this purpose. 

Table 1. Survey Results Summarized. (Note: * Technologies that have been discontinued by 
their creators.) 

No. Problem Description Proposed Solution Technologies Used 
1. Portability and offline 

execution. 

Web-based applications. Yahoo! Mobile Widget*, 

Google Gears*, Google 

Gadget, Apache Shindig. 

2. Choice of platform and 

software for cross-platform 

development. 

Cross-platform web-based devel-

opment environment. 

Cabana*(cross-platform 

web-based mobile de-

velopment system), 

JavaScript. 

3. Cross-platform mobile 

development challenges. 

A frame of component-based cross-

platform mobile web application 

development. Application devel-

opment divided into hierarchy of 

Application Layer, JS Engine 

Layer, Component Layer and OS 

Layer. 

Not Applicable. 

4. Secured cross-platform 

access control for mobile 

web applications using 

privacy sensitive JavaScript 

APIs. 

webinos platform, cross-device 

policy system for web applications 

on a wide range of web-enabled 

devices. 

XACML (eXtensible 

Access Control Markup 

Language). 

5. Mobile phone game devel-

opment tools for cross-

platform development. 

Swerve Studio, X-Forge. C/C++, Java. 

6. Cross-platform mobile 

application with consistent 

user experience and real-

time dynamic content 

delivery. 

Cross-platform mobile develop-

ment frameworks like Mobile Web 

Framework (MWF) released by 

UCLA and other device-agnostic 

approaches. 

Web development tech-

nologies, native app 

wrappers. 
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Table 1. (continued) 

7. Device fragmentation and 

consistent user experience. 

A hybrid (private/public) model 

cloud based enterprise mobile 

application. 

Cloud based XML 

specification. 

8. Lack of standard for graph-

ics on handheld devices. 

GapiDraw platform. C++. 

9. Non-uniform standards and 

the security of payment 

restricting the development 

of Mobile-Commerce. 

Mobile payment standard CUPMo-

bile of China UnionPay, custo-

mized mobile payment middleware 

CUPFace. 

Web technologies like 

HTML, CSS and Java-

Script for app develop-

ment. 

10. Problems for existing 

mobile instant messaging 

systems regarding ex-

change of information 

across different platforms 

as they use the private 

protocols without the inter-

connective capability. 

XMPP (the Extensible Messaging 

and Presence Protocol) achieves 

the unity of various IM protocols 

across different platforms. 

Openfire server based on 

XMPP; XML, MySQL, 

Java ME. 

11. Unreliable network connec-

tion, applications adaptive 

to network conditions, 

consistent user experience 

across different platforms, 

battery life conservation. 

A conceptual mobile application 

architecture which is adaptive, 

cross-platform, multi-network. 

Not Applicable. 

12. Alternatives to Java ME 

when writing medical 

applications for mobile 

devices across multiple 

platforms. 

An HTML-based medical informa-

tion application. 

HTML, PHP, MySQL. 

13. Adapting the user interface 

(UI) across to the actually 

mobile devices and mobile 

computing platforms. 

A mobile cross-platform client-

server architecture, where a set of 4 

layers is defined that allows a 

plastic dynamic deployment of user 

interfaces. 

PhoneGap; Web tech-

nologies like JavaScript, 

XML and HTML5, and 

native libraries. 

14. A mobile dictionary app of 

the English-Czech automat-

ic control terms for the 

Department of Control 

Systems and Instrumenta-

tion with the view of the 

fragmented mobile land-

scape. 

The use of HTML5 mobile frame-

works. 

HTML5, jQuery Mobile. 
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Table 1. (continued) 

15. Challenges in cross-

platform development of 

mobile widget, and imple-

mentation of cross-platform 

API. 

A conceptual MWPDL (Mobile 

Widget Portable Development 

Library) architecture is a replacea-

ble approach to providing cross-

platform support for development 

of mobile widgets. 

Standard web technolo-

gies such as HTML, 

CSS, JavaScript and 

XML. 

16. Challenges for IoT based 

applications regarding 

orienting different intelli-

gent terminals because of 

the heterogeneous plat-

forms, which results in a 

problem of duplicated 

development. 

OpenPlug Studio, based on Flex, is 

an appropriate cross-platform 

solution which realizes the concep-

tion of once development and 

multi-deployment. 

Flex, ActionScript, 

MXML, CSS, C++. 

17. Requirements for the de-

sign and development of an 

end-user 

programming software 

system that supports the 

creation and deployment of 

cross-platform mobile 

mashups. 

The Mobile Mashup Editor web 

application consisting of a client 

representing web browser based 

GUI editor and a server component 

representing storage. The Mobile 

Mashup Viewer based on the cross-

platform mobile framework. 

Web technologies; 

Google Web Toolkit, 

XML, Titanium Mobile 

Development Platform. 

 
A more detailed outcome of the survey mentioning each paper is available here1. 

Wide range of problems regarding portability, native platform and device features, 
consistent user experience, choice of appropriate platform and software, approach of 
development, non-uniform standards, etc have been raised in the survey papers. Simi-
larly different kinds of cross-platform tools, technologies and approaches have been 
used to provide solutions for these problems.  
 

 
Fig. 3. Different solution approaches and use of cross-platform tools 

                                                           
1 http://goo.gl/UbXZD  
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Based on the survey outcome, the fig. 3 shows web-based approaches have been 
the prevailing cross-platform solutions, however the hybrid approach is also catching 
up. The figure also shows some others solution approaches. This is because some 
papers from the early days differently tackled the issues and some are mainly con-
cerned with the architecture and model for solutions. Also in the figure, we can  
see majority of solutions make use of some kind of cross-platform tools, SDKs, 
frameworks, libraries, platforms, etc. 

5 Conclusions and Future Directions 

Web-based solutions have been prevalent even from the initial days and have really 
gained momentum off late mainly due to recent developments and added functionali-
ties of HTML5. Furthermore, as a result the web has moved towards becoming a 
software platform. The web-based mobile apps still have not achieved the level  
of performance the native code provides currently, but the recent developments are 
closing this gap on daily bases. Still the main criteria for choosing a web-based ap-
proach for development relies on the app objectives, and the business realities it tries 
to address [11]. 

Developments of hybrid approaches are now leveraging the web-based apps to a 
more serious alternative for native development. Access to native like features 
through a middleware such as PhoneGap or Titanium using the web based develop-
ment tools brings a new dimension on the cross-platform development. The main 
advantages that this approach could bring are primarily on the unification of the  
development processes for different platform. All this combined with the saved de-
velopers’ time thus directly affecting the overall cost for development. On the other 
hand, none of these middlewares provides a full and comprehensive support for all the 
mobile OS. Thus today there is a high probability that “code once, deploy anywhere” 
might most likely become “code once, debug everywhere”. Having the survey we 
conducted in mind, the main opportunities that cross-platform mobile development 
brings could be summarized as: 

• Relying on web technologies for development purposes 
• Shorter development time, thus reduced cost of development 
• Suitable for rapid prototyping purposes and fast high fidelity mockups. 
• Very good for educational purposes for mobile development. 

Nevertheless despite the advantages that cross platform mobile development brings it 
can be said that they are still in the initial phases of development. The real opportuni-
ties for cross platform development will be more attractive once the HTML5 standard 
is fully developed and includes functions for access to native features of the phone. 
Though some features have already been well deployed, few are in experimental 
phases and limitedly implemented, and a lot more features still need to be incorpo-
rated. However works are underway to bring as many features as possible into the 
web. This trend of development is inline with the new development in the mobile  
OS market where we have Firefox OS and Ubuntu Phone that uses HTML5 as main 
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development language. Thus in conclusion we can claim the opportunities of cross-
platform development are closely embodied with the concepts of the web as a soft-
ware platform. 
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Abstract. Music production in the 21st century is heavily based on the use of 
high performance computer-based systems and software applications that not 
only provide digital sound processing of the highest quality, but also offer pris-
tine emulation of tons of simple and high-end hardware devices and instruments 
used in the music industry throughout history. One of the aims of this develop-
ment process is to enable the integration of as much musical equipment as  
possible into one single device, i.e. to allow a massive number of tools and 
functionalities to be implemented inside simple interfaces designed for the pop-
ular computer platforms. As a major highlight and one of the leading achieve-
ments in this domain, this paper takes into account the eminent Virtual Studio 
Technology, by reviewing its development, widespread application, and crea-
tive potential in the music production industry as an integral part of the global 
music industry. 

Keywords: music production, music software, digital signal processing, virtual 
instruments, VST plugins, Steinberg. 

1 Introduction 

About two decades ago, musicians would have laughed if they were told that classic 
synthesizers would be successfully re-created in software form and sold at a fraction 
of their original price. They would have been even less likely to believe that they 
might have half a dozen, or more of them, neatly integrated into their favorite MIDI 
(short for Musical Instrument Digital Interface [1]) & audio sequencer to be sum-
moned at will. Yet VST instruments, a product of the renowned Virtual Studio  
Technology, do precisely this [2]. 

Ever since MIDI made its breakthrough in 1983, tracking and sequencing software 
was constantly utilized and developed [3]. Anyone making digital music prior to 1996 
had been using their DAW (short for Digital Audio Workstation [4]) to control key-
boards and samplers via MIDI and then routing all their external hardware through a 
traditional mixing desk. Steinberg, a musical software and hardware production com-
pany, had been around since 1984. With the release of Cubase 3.02 in 1996, this 
German-based establishment announced the Virtual Studio Technology (VST) inter-
face specification which allowed a new breed of software developers to recreate all 
those bulky effects units as VST plugins [5]. 
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A few years later, in 1999, Steinberg updated their VST specification allowing 
VST plugins to receive MIDI data. This changed the game even further, as it was now 
possible to recreate keyboards, synths, and drum machines, too. This upgrade saw the 
birth of the Virtual Studio Technology Instrument, or VSTi for short. 

With VST3, Steinberg released the next major revision of Steinberg’s Virtual Stu-
dio Technology to the audio industry. VST3 marks an important milestone in audio 
technology with a completely rewritten code base, providing not only many new fea-
tures, but also the most stable and reliable VST platform to date. Now VST plugins 
are able to process audio in 64-bit, accept audio inputs, allow multiple MIDI inputs 
and outputs, improve performance by applying processing to plugins only when audio 
signals are present on their respective inputs, and so on [6]. 

The latest upgrade to the VST interface specification – version 3.5 – was made in 
February, 2011. This update, among other things, included Note Expression where 
each individual note (event) in a polyphonic arrangement can contain extensive ar-
ticulation information, which creates unparalleled flexibility and a much more natural 
feel of playing, say the people at Steinberg [7]. 

 

Fig. 1. Neon – The first VST instrument (bundled with Cubase VST 3.7) [8] 

2 VST Plugins 

The VST system was developed by Steinberg to enable a complete studio to be 
created in software. Even in its earliest incarnation, it allowed third-party developers 
to produce real-time effect modules that could “plug in” to the host application (in-
itially Cubase). However, when Steinberg introduced the second version of the VST 
plugin standard, it also became possible to send MIDI data to and from such effects. 
This enabled developers to add more features, such as MIDI control of effect parame-
ters and locking of effect settings to tempo. The inevitable result of this advance in 
the protocol was that this MIDI information was also used to run synth engines, rather 
than just effects processors. It is these synths, masquerading as effects plugins in or-
der to fit directly into the sequencing environment, that are called VST instruments, or 
VSTi’s.  

Fig. 2 shows the user interface of Synthogy’s Ivory II Grand Pianos, one of  
the most popular virtual grand piano collections. This VSTi relies on high levels of 
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sampling and synthesis technology, incorporating Synthogy’s exclusive, powerful  
32-bit Sample Playback and DSP (short for digital signal processing [9]) engine, 
engineered specifically for recreating the acoustic piano sound. It includes a library of 
over 77 gigabytes of sampled world class grand piano instruments, with up to 18 dis-
crete velocity layers with Sample Interpolation Technology for ultra-smooth velocity 
and note transitions. Ivory II employs complex modeling algorithms for half-pedaling, 
harmonic and sustain resonance, and comes with many customizable user controls 
and dozens of user-adjustable presets [10]. 

 

Fig. 2. Synthogy Ivory II VSTi – Sampled Grand Piano instrument collection [11] 

A screenshot of Native Instrument’s (NI) Guitar Rig 5 VST is shown in Fig. 3. The 
Guitar Rig series of plugins are NI’s attempt at recreating high-end guitar amplifiers, 
cabinets, microphones, and effect-units, previously available in hardware form only. 
The software, tailored for guitar and, somewhat less so, bass players, uses amplifier 
modeling to allow real-time digital signal processing in both standalone and virtual 
studio environments. 

2.1 Requirements 

In order to make use of VST plugins it is essential to have a suitable VST-compatible 
host application. Just about every music production package available nowadays sup-
ports VST technology, and many come with their own built-in plugins and virtual 
instruments. In order to control things more easily, a good keyboard or controller is a 
must (see Fig. 4). A keyboard with weighted keys would give more control over ex-
pression when playing the virtual instruments, and having a controller with plenty of 
knobs and faders will allow more control over all plugin settings. 
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Relevant to mention here is that some VST plugins come with a standalone version 
and can be used independently from any host application. This limits their capabili-
ties, however. 

 

Fig. 3. NI Guitar Rig 5 VST – Guitar multi-effects processor [12] 

An important thing to take into consideration is that VST plugins and virtual in-
struments are software, whereas their ancestors were all hardware. The computer and, 
more importantly, the sound card are now playing the major part of the hardware. 
And it basically boils down to common sense to make sure the user makes the most of 
their working setup. If a cheap computer with a built-in sound card is set to run  
too many VSTs, it will drag to a halt. A cheap sound card will result in a noticeable 
delay (latency) between playing a note on the keyboard and hearing the sound come 
out of the VSTi. For this reason, it is advisable to use a sound card with very low or 
zero latency, and to adjust the settings of the card and the host application for best 
performance. 

In addition to the conventional PCI/PCI Express (referring to the Peripheral Com-
ponent Interconnect local computer buses for attaching hardware devices) or built-in 
sound cards found in desktop and laptop computers (nowadays even tablets and 
smartphones), there are external audio interfaces being made and sold on the market. 
These can be hooked up to most any computing device via USB (the Universal Serial 
Bus connection standard) or FireWire (Apple’s name for the IEEE 1394 communica-
tions interface), and they offer all the same functionalities, each with its advantages 
and disadvantages [13]. 
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Another important consideration to have is that in order to run VSTs the system 
has to have a fairly powerful CPU (central processing unit, i.e. processor). Since the 
sounds are created in real time using some of the processing power of the computer, 
each extra note or MIDI signal needs more calculations, and thus consumes additional 
CPU cycles. In order to be able to have more than just a few VST plugins running at 
once, it is also important to have sufficient RAM (random-access memory) – the more 
the better. From a hardware standpoint, the CPU and RAM pose the only practical 
limitations in regards to which (in terms of complexity) and how many VST plugins 
can run on a single machine at one time. 

 

Fig. 4. M-Audio Axiom 25 MK2 USB MIDI Controller [14] 

2.2 Platforms 

Most musicians rely on Windows or Mac OS X as their main operating system. While 
Windows users tend to utilize applications that have native VST support, many Mac 
OS X users seem to choose some of Apple's applications, like Logic or Garage Band, 
which support Audio Units instead [15]. The Audio Unit (AU) may be thought of as 
Apple's architectural equivalent to Steinberg's VST. Because of the many similarities 
between these two formats, several commercial and free wrapping technologies are 
available (e.g. Symbiosis [16] and FXpansion VST-AU Adapter [17]). Other compa-
nies have developed their own virtual plugin formats, like DigiDesign and their RTAS 
(Real-Time AudioSuite [18]), for use with their proprietary software applications.  

In order to provide cross-platform compatibility, plugin adapters have been devel-
oped for most operating systems and applications that lack native VST support. And 
to practically deal with this issue, most plugins nowadays are equipped with multi-
format installation files.  

2.3 A Programmer’s Perspective 

Steinberg have developed a VST Software Development Kit (SDK) – a set of C++ 
classes based around an underlying C API, which can be downloaded from their  
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website [19]. There are several ports available, such as a Delphi version by Frederic 
Vanmol [20], a Java version from the jVSTwRapper project at Sourceforge [21], and 
two .NET versions – Noise [22] and VST.NET [23].  

In addition, Steinberg have developed the VST GUI, which is another set of C++ 
classes, which can be used to build a graphical interface. There are classes for buttons, 
sliders, displays, etc. Nevertheless, these are low-level C++ classes and the look and 
feel still need to be created by the plugin manufacturer. 

A large number of commercial and open-source VSTs are written using the Juce 
C++ framework [24] instead of direct calls to the VST SDK, because this allows mul-
ti-format (VST, AU, and RTAS) binaries to be built from a single codebase. 

A notable language supporting VST is Faust [25], considering that it is especially 
made for making signal processing plugins, often producing code faster than hand-
written C++. 

2.4 In Practice 

“Quantum Leap instruments have become an important part of my sonic template. I 
am really looking forward to using EW/QL Pianos and Silk in my future scores and I 
am using STORMDRUM 2 right now on Terminator 4,” said Danny Elfman about the 
EastWest Quantum Leap series of virtual instruments [26]. Elfman is an accom-
plished film score composer and music producer. Some of his notable works include 
The Simpsons Theme, his Grammy-winning score for Batman, the Spider-Man 2 
Main Title, and the scores for Mission: Impossible and Alice in Wonderland [27]. And 
he’s not the only respectable or “credible” source of critique when it comes to the 
success of the penetrating Virtual Studio Technology. Many successful people in the 
music industry, regardless of whether they’re just musicians, composers, producers, 
audio engineers, or some combination thereof, have reported their amazement and 
success at utilizing VST plugins and instruments in their work.  

The VST technology has proven to be extremely practical and reliable, and its 
usage has become an inevitable routine in music production. Flagship musical instru-
ments and effect processors have been successfully replicated, and a lot of “proprie-
tary” VST plugins have been designed from scratch. The functionalities of massive 
hardware units traditionally used for audio mastering have been fastidiously re-
created, often bundled into a single, multi-functional VST plugin (see Fig. 6). How-
ever, professional audio mastering engineers still tend to rely on both analogue, as 
well as digital audio equipment and outboard hardware gear, not just software [28].  

3 On Hardware vs. Software Synthesizers 

The near infinite possibilities of software would seem to render synths and worksta-
tion keyboards obsolete, yet hardware synths persist [29]. 

Hardware synthesizers, as the term implies, are tangible synthesizers that give us-
ers direct feedback between tactile input and audio output. There are many different 
brands, models, and styles of analog and digital hardware synths on the market, with 
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some retaining or increasing monetary value long after their initial period, because of 
a particular type of sound delivered. Due to their tangible nature, they can be sold 
with relative ease. Of course, the more synthesizers one acquires, the more weight 
that needs to be carried from the studio to the gig and back [31]. 

 

Fig. 5. iZotope Ozone 5 – Professional Audio Mastering plugin [30] 

There is a school of thought that hardware synthesizers –  especially analog ones – 
tend to sound “better” than their software counterparts. Here, consideration can be 
taken for the material resources and engineering used to go into constructing the 
“hardware” portion of the hardware synthesizer. The hardware synthesizer is usually 
built to do one or a few things, and to do that or those things well – including the 
faithful reproduction of modeled or sampled sound. 

In part, due to component cost, storage is typically more limited for samples,  
program sets, and other data internal to the on-board programming and user-saved 
content. Thus, hardware synthesizers are limited in feature-set when compared to 
software synthesizers, but some can be expanded internally with user-upgradable 
modules, and most modern synthesizers and workstations include at least two tradi-
tional MIDI connectors so one can control another, or control a different piece of 
hardware using the MIDI protocol over said MIDI connector or USB or, if one goes 
far back, through a module that converts MIDI into CV (control voltage) signals that 
can be used by analog synthesizers such as an ARP 2600. 

Software synthesizers and workstations (VST plugins and instruments being a 
large subset in this category) are programs or application suites that are installed on a 
personal computer, and sometimes, in this modern age, can even be loaded piecemeal 
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from the so-called “cloud” (i.e. Internet). Just as with the hardware variety, software 
synths have their own sets of strengths and weaknesses. 

The cost of the software can be very minimal, or can easily pile up as more 
workstations or synthesizers are acquired and installed. Next, there's the weight reduc-
tion: if using a laptop solely, with sufficient storage capacity and power (and perhaps 
a small control surface, mini-keyboard, audio interface and/or microphone), one 
might have a virtual studio weighing a total of ten to fifteen pounds in a backpack – as 
opposed to disconnecting a rack of modules weighing upwards of 75 pounds, with 
full-stage keyboards, stands, and so forth. 

Considering the power and storage capacities of modern computer hardware these 
days, one can easily purchase a computer – desktop or laptop, even a tablet or smart-
phone – and install music production software on said computer system – and have 
such a multitude of options available at the outset that it may be hard to choose where 
to start in terms of what brand or “model” of software to choose, and, from there, 
where to start in terms of workflow within the software package itself. Also, there is 
the aspect that computers and/or the software running on them tend to “crash” more 
often than their hardware counterparts. 

4 Conclusion 

Music production technology has come a long way since its beginnings in the early 
20th century. Thanks to the advancements in computer science and engineering, what 
took loads of time and expensive gear in the past can now be accomplished using a 
simple computer with a few peripherals attached to it. To simplify things further, 
hardware and software manufacturers have been making huge progress in developing 
new technologies and making them easily available to consumers.  

The Virtual Studio Technology initiated by Steinberg has become a prominent 
field in audio software engineering, utilizing digital signal processing to simulate 
traditional recording studio hardware with software. There are probably tens of thou-
sands of VST plugins around these days, varying both in capability and in character. 
Some are made by one person and given away for free, while others are developed by 
large companies and cost an arm and a leg. The benefits of using these plugins are of 
such extent that the word “plugin” doesn’t do them any justice at all. “Real” musical 
instruments, racks of effect-processors, modules, etc. tend to take up a lot of physical 
space and require lots of effort for maintenance and relocation. The advantages of 
having these bulky and expensive devices at your disposal as software, obtained for a 
symbolic price, are obvious. The experience of using or playing these software devic-
es or instruments might not always be the same or as good as working with the origi-
nals, due to the fact of ones being real and the others virtual. What VST developers 
have tried to do here is to recreate the sound of these originals as closely as possible, 
and in most cases than not, the results fulfill the expectations and the benefits surpass 
the costs. In addition, the digital nature of these plugins offers possibilities to users 
that are impossible to pull off with the originals. 
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 All functions of a VST effect processor or instrument are directly controllable and 
automatable through a hardware controller. VST allows easy integration of external 
equipment, allowing tailor-made systems to be put together for specific purposes. And 
by being an open standard, the possibilities offered by VST have steadily been grow-
ing over the past decade. New virtual effect processors and virtual instruments are 
constantly being developed by Steinberg and dozens of other companies. Leading 
third-party VST instrument creators include renowned software companies such as 
Native Instruments, Arturia, and Spectrasonics, as well as known hardware manufac-
turers like Korg, Waldorf, and Novation. Companies like Waves, Sonnox, Antares, 
and TC Works have brought their virtual effect processors to the table. 

The Virtual Studio Technology has totally revolutionized the world of music pro-
duction. There are plugins and instruments that could never exist in the physical 
world but have come about thanks to the unique features and possibilities offered by 
this technology. The emerging creative possibilities have opened a new chapter in the 
history of making music, and with the ever-growing pool of developers and incremen-
tal technological advances, it is safe to presume that things can only get better. 
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Abstract. University of Pristina, a public University of Kosovo, has transferred 
all their assets management to an online Inventory Tracking System (namely  
e-Pasuria). We outline techniques to improve software reliability by providing 
mathematical analysis using probability, binominal distribution and for increase 
of performance we use data synchronization mechanisms to help system remain 
stable even when there are defects on the network. The Inventory Tracking 
System we discuss here is widely used by Kosovo Institutions and it is part of  
e-Government. Our focus will be isolated to a single institution, University of 
Pristina and its faculties. We provide a variety of results and samples showing 
the increase of reliability to the end users on the application of the provided 
techniques. Software reliability is hard to be calculated precisely because of its 
nature, but we have put up a lot of time and effort to evaluate this outcome. 
Reliability plays an important role in the usage of your application; it 
determines the length of application life. 

Keywords: Software Reliability, Web Application, e-Pasuria. 

1 Introduction 

Often, when multi-user systems are developed to be used nation-wide by the 
government and citizens, reliability of the software should be taken under high 
considerations. Involvement of the end-users in this process is very valuable. The aim 
of the reliability is to make a system reliable and consistent with no-faults to the end-
users. Thus, measurements and information of a reliable software application are very 
important. For every complex system that includes multi-users and data-
manipulations, it will be really hard to achieve a consistent level of reliability. 
Detailed study and analysis and research on software application reliability is 
provided in this paper. This paper is structured in 6 Chapters: Introduction, Software 
Reliability Measurements, Practical Evaluation of Reliability Relating to e-Pasuria, 
Data Synchronization, Assets Management System and Conclusion. 
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2 Software Reliability Measurements 

Reliability R(t) of a system at time t is the probability that the system operates without 
failure in the interval [0,t], given that the system was performing correct at time 0 [7]. 
High reliability is required in situations when a system is expected to operate without 
interruptions.  

Reliability is a function of time. The way in which time is specified varies 
considerably depending on the nature of the system under consideration. For example 
when a system is required to do some job in a short period of time, time is specified in 
units such as minutes/seconds/milliseconds. 

To exactly define system reliability we should rely on the concepts related to 
software application. Based on these software applications needs we act on the same 
way, by operating in different point and in different time; this way the failure can be 
expressed only in terms of probability. Thus, fundamental definition for the software 
reliability depends on concepts of the probability theory. These concepts, provide 
basics of a software reliability, allow comparisons among systems and they provide 
fundamental logic for improvements of the fail rates, that will be reached during the 
application life cycle.  

In general, a system may be required to perform different functions, each of which 
can have different reliability level. 

In addition, in different time, software application can have different probability to 
perform required functions from the user under declared conditions.  

Reliability represents probability of a success or possibility, that the software 
application has to perform it’s functionality for the sake of the project under certain 
limits. More specifically, reliability is a probability that the product or part of it that 
operates in basis of predefined requirements for a defined period of time, under 
projects’ conditions (i.e. number of transactions, bandwidth, etc.) works with no 
failure. In other words, reliability can be used as a measurement of a system’s success 
for it to work as required. Reliability is a quality characteristic that customers demand 
from the producer of the product or better said a tool to evaluate safety of a software 
application.  

Mathematically, reliability R(K) is the probability that a system be successful in the 
time interval: [0-k]: 
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The increase of R(k) decreases software application reliability (see Fig. 1). 
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Fig. 1. Report between P(K) and R(K) 

In order to have a complete reliability in a system, the prediction of mean time to 
repair (MTTR) is required for different conditions that can occur during system use. 
This is based from the system designers’ experience in the past and experts’ disposal 
for repair handlings.  

Time system repair is composed of two specific intervals:  

• Passive time for software application repair 
• Active time for software application repair 

Passive repair time is defined mainly from the time taken from the engineers that 
travel to the users’ locations. In many cases, traveling time cost is exceeded by actual 
repair time cost. Active time for software application repair is related directly with 
system projection and is defined as follows:  

Time between occurrences of a failure and user of the system is notified about it: 

• Time required to explore the failure  
• Time required to change the components  
• Time required to verify that the problem has been solved and the system is fully 
      functional.  

Active time or software application repair can be correctly improved if the system is 
designed in such a way that errors can be identified easily and be corrected. The more 
complex the design of the system is made, the harder to find the errors and improve 
things in a system.  Reliability is a measure that requires success for the system for a 
particular period of time and such as that failures are not allowed.  

Availability A(t) of a system at time t is the probability that the system will be 
functioning at the instant of time t.  

A(t) is also referred as point availability, or instantaneous availability. It is often 
necessary to determine the interval or mission available.  

                                      

      =
T

dttA
T

TA
0

)(
1

)(  ,                                                    (3) 

where A(t) is the value of the point availability averaged over some interval of time T. 
This is the time required for the system to accomplish some task [7].  
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If a system cannot be repaired, the point availability A(t) equals to the system’s 
reliability, i.e. the probability that the system did not fail in between 0 and t.  Thus, as 
T goes to infinity, the steady-state available of a non-repairable system goes to zero.  

0)( =∞A  . 

Steady state available is often specified in terms of downtime per year. Fig. 2 shows 
the values for the availability and the corresponding downtime.  

 

Fig. 2. Availability and corresponding downtime values per year 

Availability is typically used as a measure for systems where short interruptions 
can be tolerated. Surveys have shown that nearly 60 percent of web users say that 
they expect a website to load in less than 3 seconds. 

3 Practical Evaluation of Reliability Relating to e-Pasuria 

Even though theoretical process of reliability evaluation doesn’t seem to be very 
complex, safe development, complex, and exact for the reliability evaluation systems 
requires a lot of effort and research, because each product has its own properties, in 
concept, development and implementation. This for the fact that each product has its 
own properties, in concept, development and implementation. In the following we 
will examine the module of amortization in the system e-Pasuria, in details we will 
show the methodologies of reliability evaluation relating the application life-cycle. 
Mathematically, part of the failures are shown, all of these statistics will be presented 
in a tabular and graphical form.  

Relating the Eq. (2) for the first three months (2190 days):  
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where D(T) is the reliability of the software, whereas P(T) is time of failure for the 
software which is determined based on methodologies of evaluation of reliability 
relating the products’ life-cycle (for the problem of amortization which is very 
sensitive). Main goal is the reliability of amortization of inventory accurately for each 
equipment. First case is presented in table 1 (see Fig. 3).  

Table 1. First case with failure and reliability achievement against first version of the software 

P(T) D(T) 
0.33 0.67 
0.42 0.58 
0.38 0.62 

 
 

 

Fig. 3. Case with failure and reliability achievement against first version of the software 
application 

After this, an upgrade (update) to the current version has been provided with 
amortization functionality provided allowing the user to automatically calculate the 
amount of amortization for the equipment based on categories provided in the system. 
Before the update, user could calculate the amount of amortization on monthly bases, 
and this was not accepted very well from officials/users because it did not fulfill the 
needs required by audits. Audit, required that the calculation of amortization be 
rectilinear, and should be provided in days, months, and years, which is now provided 
with the update. Initial results for the achieved reliability are too low.  

Now we present the case when equipment amortization is well accepted by users 
and it is closely or better said very likely with rectilinear method. Now, we give 
statistics which are taken for the period of six months, after the release of the update 
to the software.  
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D (T) = 1 - 0.1 = 0.90 . 

 
Calculations of the reliability of the system after update are provided in Tab. 2 and 
Fig. 4. 
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Table 2. First case with failure and reliability achievement after the updates 

P(T) D(T) 
0.10 0.90 
0.04 0.96 
0.01 0.99 

 

 

 

Fig. 4. Case with failures and increase of reliability by comparison 

As is seen for the graphics (see Fig. 5) with the changes made on the update 
release, based on the methodologies for reliability evaluation of software life-cycle, 
reliability has been achieved [6].  

In the following, we provide software reliability of the system e-Pasuria, relying 
the Eq. (4):  

• Regular time for functioning is taken as 90% of full time 
• Successful time is evaluated as an average of all values from different modules 
• An average of 95% out of 100% resulted successful  in e-Pasuria software: 
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It can be said that reliability of e-Pasuria software in general is approximately ~0.90, 
which indicates a high value of reliability. 

4 Data Synchronization 

Optimistic replication strategies are attractive in a growing range of settings where 
weak consistency guarantees can be accepted in return for higher availability and the 
ability to update data while disconnected [1]. These uncoordinated updates must later 
be synchronized (or reconciled) by automatically combining non conflict updates, 
while detecting and reporting conflict updates.  The ability to support mobile and 
remote workers is becoming more and more important for organizations every day. It 
is critical that organizations ensure users have access to the same information they 
have when they are in the office. In most cases, these workers will have some sort of 
laptop, office desktop, Smartphone, or PDA. From these devices, users may be able to 
access their data directly through VPN connections, Web Servers, or some other 
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connectivity method into the corporate networks. Synchronization gained great 
importance in modern applications and allows mobility in the context of information 
technology. Users are not limited to one computer any more, but can take their data 
with them on a laptop. 

5 Assets Management System 

5.1 The Concept of the System 

e-Pasuria is an Asset Management System which is in used by all Ministries, 
Municipalities, Agencies in Kosovo. Through this application monitoring and 
controlling from the auditing agency is done for all integrated institutions in Kosovo. 
e-Pasuria provides the management of assets, their usage, expandable materials, 
equipment barcoding, amortization of equipment based on amortization percentage 
provided with categories, stock management, and online requests for officials when 
they require the usage of assets (see Fig. 5).  
 

 

Fig. 5. Online request in e-Pasuria 

5.2 Statistics on Data Transfers in e-Pasuria 

Statistics with real data usage for the transactions made by users in e-Pasuria for each 
Faculty under University of Pristina are given as follows, Fig. 6:  

 
Fig. 6. Number of total transactions 2009-2013 in e-Pasuria 
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As can be seen from Fig. 8, number of transactions for the last four months (in 
2013) is nearly equal to the number of total transactions from 2012. Number of 
transactions is greatly increased from 2009 – 2012. As number of transactions is 
growing, this is a good sign that user’s reliability in the system, is also increased.  

In the following (see Fig. 7), we provide number of transactions per period of 3 
months for each Faculty in University of Pristina:  

 

Fig. 7. User transactions for the last 3 months (2013) in e-Pasuria 

As number of users is of a great value in the usage of the system, we provide 
statistics on number of users per year (see Fig. 8):  
 
 

 

Fig. 8. Number of registered users per year in e-Pasuria 
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As can be seen on Fig. 8, number of new users registered in e-Pasuria has 
increased, the period for the year 2013 includes last for month as of today April 15th, 
2013. 

5.3 Technologies Used to Develop e-Pasuria 

Application is built using Microsoft Technologies using Microsoft Visual Studio as a 
Development Environment, Microsoft ASP.NET, SQL Server 2008, ADO.NET, and 
Communication with other applications using Web Services and XML. 

6 Conclusion 

It is hard to calculate the exact reliability of software, but to come to those results we 
have included a bunch of factors involved with this process, such as availability of the 
software, number of transactions, users, downtime and we have shown mathematical 
methods on how to increase reliability on the software application.  

Provided methods have increased the number of users in the e-Pasuria system, as a 
result of evaluation of reliability an incorporation of Data Synchronization algorithm 
into a system. The lack of regular power supply in Kosovo leads to many difficulties 
to the end user, making the software unreliable and hard to be used. As we have 
practically evaluated the reliability of e-Pasuria on the module of amortization this 
method could easily further be implemented in any module of any system.  
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Abstract. Quasigroups are algebraic structures that are suitable for
cryptographic use and their cryptographic properties are intriguing.
Looking into these properties we can classify the quasigroups based on
different criteria and sort out the ones with best attributes for encryption
and resistance to attacks. The Boolean representations of quasigroups al-
low us to find out more about their cryptographic properties. Some of
them are already examined and determined. In this research we will use
some previous conclusions in order to find out more about the crypto-
graphic properties of the sets of parastrophic quasigroups .

Keywords: quasigroup, parastrophe, cryptography, algebraic immunity,
nonlinearity, resiliency.

1 Introduction

The quasigroups are plain algebraic structures which are suitable for crypto-
graphic and coding purposes due to their large, exponentially growing number,
and also their specific properties. Formally, a groupoid (Q, ∗), where * is binary
operation, is called a quasigroup if it satisfies:

(∀ a, b ∈ Q)(∃! x, y ∈ Q)(x ∗ a = b ∧ a ∗ y = b) (1)

In this paper we are interested only in the quasigroups of order 4. We use lexico-
graphic ordering [2] of the quasigroups of order 4. This is done by representing
the quasigroup as a string of length n2 which is obtained by concatenation of
the its rows. Then, this strings are ordered lexicographically and thus we acquire
the ordering of quasigroups.

Each quasigroup belongs to a set of at most 6 quasigroups that are interdepen-
dent and connected through the specifics of their operations. These quasigroups
are called parastrophes.

Another important issue that should be discussed before we pass to the main
results of this paper is the Boolean representations of the quasigroups. Actually,
we use the approach of representing the quasigroups as Boolean functions [2].
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A Boolean function of n variables is defined as a function f : �n
2 → �2, where

�2 = {0, 1} is a two-element field [2][7]. Each Boolean function can be uniquely
presented in its Algebraic Normal Form (ANF) [2][7], as a polynomial in n
variables over the field �2 that has degree less or equal than 1 in each single
variable, i.e.:

f(x1, x2, ..., xn) =
∑

I⊆{1,...,n}
aIx

I (2)

where
xI =

∏
i∈I

xi, x
∅ = 1 and aI ∈ {0, 1}.

Every quasigroup (Q, ∗) of order 2n can be represented as a vector valued
Boolean function f : {0, 1}2n → {0, 1}n. The elements x ∈ Q can be considered
as binary vectors x = (x1, ..., xn) ∈ {0, 1}n. Now, we represent the quasigroup
in the following way: ∀x, y ∈ Q we have that

x ∗ y ≡ f(x1, ..., x2n) = (f1(x1, ..., x2n), ..., fn(x1, ..., x2n))

where

x = (x1, x2, ..., xn), y = (xn+1, xn+2, ..., x2n)

and
fi : {0, 1}2n → {0, 1}

are the Boolean function components of the previously defined f [2].
Because here we are considering only the quasigroups of order 4, it is clear that

their Boolean representations will be composed of 2 Boolean functions each with
4 arguments. For each quasigroup we will analyze the cryptographic properties
of both Boolean functions.

There is a classification of quasigroups by their Boolean representations that is
already presented in previous research (see [2]) that we will use for comparison
with the new results. In this classification the quasigroups are categorized as
linear or non-linear by Boolean representations. A quasigroup is called linear by
Boolean representation if all functions fi for i = 1, 2, ..., n are linear polynomials.
On the other hand, a quasigroup is called non-linear by Boolean representation
if there exist function fi for some i = 1, 2, ..., n which is not linear. There is also
a specific subset of the non-linear quasigroups that are called pure non-linear
quasigroups by Boolean representations. In these quasigroups all components
are non-linear Boolean functions. This classification fully matches the one based
on the algebraic immunity and nonlinearity of the Boolean representations of
quasigroups of order 4 (see [1]).

2 Sets of Parastrophic Quasigroups

As mentioned before, each quasigroup belongs to a set of at most 6 quasigroups
that are mutually dependent by their operations and are called parastrophes.
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Namely, if Q is a quasigroup with operation ∗, than the other five parastrophic
quasigroup operations are denoted by /, \, ·, //, \\ , respectively, and they are
defined by the following rules [2] :

x/y = z ⇐⇒ z ∗ y = x
x\y = z ⇐⇒ x ∗ z = y
x · y = z ⇐⇒ y ∗ x = z

x//y = z ⇐⇒ y/x = z ⇐⇒ z ∗ x = y
x\\y = z ⇐⇒ y\x = z ⇐⇒ y ∗ z = x

(3)

We used the lexicographic ordering of quasigroups of order 4 to represent the
sets of parastrophic quasigroups in Table 1. We will assign a number to every
set in order to facilitate the presentation of the results of our research.

Table 1. Cryptographic properties of the sets of parastrophic quasigroup

No. Parastrophes No. Parastrophes

1 {1} 76 {428,548,571}
2 {2,3,25} 77 {32,42,122}
3 {5,18,121} 78 {36,79,114}
4 {7,9,49} 79 {39,44,76,89,104,106}
5 {11,51,57} 80 {48,128,140}
6 {12,13,55,65,75,105} 81 {88,120,143}
7 {15,19,52,59,81,99} 82 {94,95,112,118,136,141}
8 {28} 83 {154,162,217,265,434,457}
9 {35,53,58} 84 {156,221,437}
10 {47,84,102} 85 {159,165,219,267,436,459}
11 {61,68,131} 86 {168,270,463}
12 {63} 87 {202,225,300,363,441,483}
13 {96,117,134} 88 {205,227,307,409,449,529}
14 {144} 89 {208,231,312,415,455,535}
15 {145} 90 {210,273,298,361,465,482}
16 {148,170,171} 91 {214,277,304,367,471,488}
17 {155,195,291} 92 {216,279,310,412,473,533}
18 {167,244,317} 93 {346,369,489}
19 {172} 94 {350,356,372,421,498,541}
20 {174} 95 {352,358,375,418,501,538}
21 {176} 96 {360,423,545}
22 {178,218,433} 97 {4,26,27}
23 {183,187,198,245,294,316} 98 {8,10,31,41,73,98}
24 {185,242,314} 99 {14,77,113}
25 {189,246,318} 100 {21,83,100}
26 {190,248,320} 101 {22,23,90,103,123,130}
27 {191,268,460} 102 {24,126,139}
28 {201,299,341} 103 {30,33,50}
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Table 1. (continued)

No. Parastrophes No. Parastrophes

29 {215,255,309,329,386,387} 104 {37,43,54,60,82,101}
30 {232,456,559} 105 {64,87,119}
31 {233,250,322,362,443,481} 106 {69,86,107}
32 {236,278,446,472,509,512} 107 {70,71,93,110,132,133}
33 {257,327,344} 108 {72,135,142}
34 {259,331,388} 109 {146,147,169}
35 {260,332,390} 110 {150,151,173}
36 {261,283,333,410,475,530} 111 {153,161,193,241,290,313}
37 {263,335,392} 112 {157,163,196,243,293,315}
38 {286,478,558} 113 {179,197,292}
39 {345} 114 {180,200,295}
40 {376,502,564} 115 {181,220,435}
41 {379,394,493} 116 {182,223,438}
42 {382,422,496,518,524,542} 117 {186,266,458}
43 {403} 118 {192,272,464}
44 {405} 119 {203,305,385}
45 {406} 120 {207,311,391}
46 {407,429,549} 121 {209,251,297,323,337,340}
47 {432,552,574} 122 {212,252,302,324,342,343}
48 {514} 123 {226,442,505}
49 {516,522,565} 124 {229,451,553}
50 {519,525,562} 125 {234,253,325,365,444,484}
51 {520,526,566} 126 {235,275,445,467,506,507}
52 {528,568,570} 127 {237,254,326,368,447,487}
53 {572} 128 {240,280,454,474,554,555}
54 {575} 129 {262,284,334,414,476,534}
55 {576} 130 {264,287,336,416,479,536}
56 {359,399,401} 131 {282,470,508}
57 {6,17,29,34,74,97} 132 {285,477,556}
58 {16,20,78,115,125,137} 133 {348,354,395}
59 {38,45,56,66,124,129} 134 {351,357,396}
60 {62,67,85,91,108,109} 135 {370,490,513}
61 {149,152,175} 136 {374,500,563}
62 {158,164,199,247,296,319} 137 {377,397,491}
63 {177,194,289} 138 {380,398,494}
64 {184,188,224,271,440,462} 139 {381,420,495,517,523,540}
65 {204,306,389} 140 {384,424,504,546,567,569}
66 {211,249,301,321,338,339} 141 {404,427,547}
67 {230,452,557} 142 {408,430,550}
68 {238,276,448,468,510,511} 143 {426,527,544}
69 {239,256,330,413,453,532} 144 {431,551,573}
70 {258,281,328,366,469,486} 145 {40,46,80,116,127,138}



Quasigroup Classification 257

Table 1. (continued)

No. Parastrophes No. Parastrophes

71 {288,480,560} 146 {92,111}
72 {347,353,393} 147 {160,166,222,269,439,461}
73 {373,499,561} 148 {206,228,308,411,450,531}
74 {378,419,492,515,521,539} 149 {213,274,303,364,466,485}
75 {383,400,402,425,503,543} 150 {349,355,371,417,497,537}

3 Cryptographic Properties of Boolean Functions

The Boolean functions have certain properties that are important of cryptolog-
ical aspect. In a previous research [1] we have already explored these properties
with the Boolean representations of the quasigroups of order 4. Now, we are more
interested into examining these properties in the sets of parastrophic quasigroups
and see if we can make a classification.

In this research we use the results from the previous research [1]. We are
interested in several cryptographic properties of the quasigroups of order 4 and
their parastrophes - algebraic immunity, nonlinearity, correlation immunity and
resiliency.

We use the Boolean representations of quasigroups in Algebraic Normal Form.
Besides that, we use the boolfun package [6], which is a convenient open source
software that evaluates the cryptographic properties of Boolean functions. It is a
package for the R language (a free software language and software environment
for statistical computing and graphics).

3.1 Algebraic Immunity

In order to understand what is algebraic immunity we first need to define the
term annihilator in Bn - the set of all Boolean functions that have n arguments.
Namely, an annihilator of f ∈ Bn is a function g ∈ Bn such that f(x) · g(x) = 0
for each x ∈ �n

2 . Now, the algebraic immunity of a Boolean function f , or AI(f)
is the smallest value of d such that f(x) or 1 ⊕ f(x) has a non-zero annihilator
of degree d. [6][9].

The algebraic immunity is an indicator of the resistance to algebraic attacks
for given Boolean function. Since each quasigroup of order 4 is represented as a
pair of two Boolean functions (f1, f2), the algebraic immunity of each quasigroup
is considered as a pair (AI(f1), AI(f2)) [1]. Quarter of the quasigroups of order 4
have the minimal value (1,1) as algebraic immunity, a quarter have the maximal
(2,2) as algebraic immunity and one half have algebraic immunity (1,2) or (2,1).

Observing the algebraic immunity of the quasigroups in the sets of parastro-
phes we have identified:
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– 37 sets that contain only quasigroups with algebraic immunity (1,1)
– 105 that contain some quasigroups with algebraic immunity (1,2) or (2,1)
and some quasigroups with algebraic immunity (2,2)

– 8 sets that contain only quasigroups with algebraic immunity (2,2)

Figure 1 shows this distribution graphically.
An important observation is that the sets of parastrophes with bad crypto-

graphic properties stand apart. Namely, these sets contain only quasigroups with
bad cryptographic properties (that have algebraic immunity (1,1), nonlinearity
(0,0) and that are linear by Boolean representation). In other words, if a quasi-
group has bad cryptographic properties (algebraic immunity, nonlinearity and
nonlinearity by Boolean representation), all of its parastrophes will have bad
cryptographic properties, too.

Fig. 1. Distribution of the algebraic immunity of the sets of parastrophic quasigroups

3.2 Nonlinearity

The term nonlinearity of a Boolean function in this subsection should be con-
sidered as follows [5].

Firstly, we need to define the term affine Boolean function. An affine Boolean
function h ∈ Bn is a Boolean function in the form of:

h(x1, x2, ..., xn) = α0 ⊕ α1x1 ⊕ · · · ⊕ αnxn

where αi ∈ {0, 1} for i = 0, 1, ..., n. The set of affine Boolean functions with n
arguments is denoted by An .

Now, the distance between two Boolean functions f, g ∈ Bn is defined as
d(f, g) = |{x | f(x) �= g(x)}|.

The nonlinearity of f (denoted by NL(f)) is the minimal distance between
f and any h ∈ An [5][8]. The nonlinearity of each quasigroup is considered
as a pair (NL(f1), NL(f2)) [1]. The distribution of the sets of parastrophes in
terms of nonlinearity is exactly the same as the distribution in terms of alge-
braic immunity, because the quasigroups that have algebraic immunity (1,1)
also have nonlinearity(0,0), the ones that have algebraic immunity (1,2) or (2,1)
have nonlinearity(0,4),(4,0) and the ones having algebraic immunity (2,2) have
nonlinearity (4,4) [1].
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3.3 Correlation Immunity and Resiliency

Correlation immunity is a property of Boolean functions that is an indicator of
their resistance to correlation attacks. A Boolean function is correlation immune
of order m, if the distribution of its truth table is unaltered while fixing any
m inputs [4]. Resiliency is a property of Boolean functions that combines bal-
ance and correlation immunity. A function f ∈ Bn is m-resilient if f is balanced
(has the same number of zeros and ones in the truth table) and its correlation
immunity order is m [6]. It is related to the number of input bits that do not
give statistical information about the output bit. Since all of the Boolean rep-
resentations of the quasigroups of order 4 are balanced, this means that if the
Boolean function has correlation immunity order m then it is m-resilient [1]. In
other words, the distribution of quasigroups based on their resiliency matches
the distribution of quasigroups based on their correlation immunity order.

In terms of the resiliency, we identified 5 classes of sets of parastrophic quasi-
groups:

– 56 sets that contain only quasigroups with resiliency (1,1)
– 20 that contain some quasigroups with resiliency (1,1) and some quasigroups
with resiliency (1,2)

– 20 sets that contain some quasigroups with resiliency (1,1) and some quasi-
groups with resiliency (2,2)

– 48 sets that contain some quasigroups with resiliency (1,2) and some quasi-
groups with resiliency (1,3)

– 6 sets that contain only quasigroups with resiliency (2,2)

Figure 2 shows this distribution graphically.

Fig. 2. Distribution of the resiliency of the sets of parastrophic quasigroups

3.4 Algebraic Immunity, Nonlinearity and Resiliency of the Sets of
Parastrophic Quasigroups

The goal of this research is to classify the sets of parastrophic quasigroups based
on their cryptographic properties. We have already discussed about the algebraic
immunity, nonlinearity and resiliency individually, but it is also important to
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make a parallel between the results, as we know that algebraic immunity and
nonlinearity are opposed to the correlation immunity and that we have to make a
compromise between these properties. Using the numbers that denote each set of
parastrophic quasigroups from Table 1, in Table 2 we represent the intersection
between the mentioned properties.

Table 2. Parastrophic quasigroup and their cryptographic properties

������AI/NL
Res. (1,1) (1,1),(1,2) (1,1),(2,2) (1,2),(1,3) (2,2)

(1,1)
1, 3, 14, 17,
26, 34, 37,

38

2, 4, 5, 6, 7,
9, 11, 12, 15,
16, 18, 19,
21, 23, 24,
25, 27, 28,
29, 31, 32,
33, 35, 36

8, 10, 13,
20, 22, 30

(1,2) and
(2,2)

39, 40, 43,
44, 47, 50,
54, 56, 63,
64, 65, 66,
71, 75, 77,
79, 82, 85,
86, 87, 97,
101, 102,
103, 108,
110, 111,
114, 116,
122, 126,
129, 130,
134, 135,
138, 139,
140, 141,

142

41, 45, 52,
57, 67, 73,
78, 83, 89,

95, 100, 105,
106, 109,
115, 118,
125, 128,
131, 137

49, 51, 53,
55, 61, 62,
70, 72, 74,
76, 88, 90,
92, 94, 96,

98, 117, 119,
121

42, 46, 48,
58, 59, 60,
68, 69, 80,
81, 84, 91,
93, 99, 104,
107, 112,
113, 120,
123, 124,
127, 132,
133, 136

(2,2)

143, 144,
145, 146,
147, 148,
149, 150
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4 Conclusion

To conclude, we have made a new classification of the parastrophic quasigroups
of order 4, using their Boolean representations and considering several crypto-
graphic properties. These classification can assist in understanding the connec-
tion between the parastrophic quasigroups, since we can see that the sets of
parastrophes hold similar properties, at least for the algebraic immunity, non-
linearity and resiliency.

These results are especially important for the parastrophic quasigroup string
transformation [3], which uses these sets of parastrophic quasigroups. Therefore,
the presented results can be used for selecting the sets that have good crypto-
graphic properties and use them for this transformation. As further work, we can
examine the cryptographic properties of the classes of isomorphic quasigroups
and see if there is a match with the results of this research. Also, we can apply
these results for some further cryptographic primitives.
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Abstract. In order to bring wireless ad hoc networks simulation a step
closer to real-life scenarios, 3D terrains have to be taken into account.
Since 3D terrain involves larger amounts of data, network simulations
with heavy traffic load, requires compute intensive calculations. In this
paper we evaluate the usage of efficient point location for network simu-
lation in 3D terrains, in order to increase the performance of the overall
simulation. Our experimental results show a reasonable speedup using
the jump-and-walk point location algorithm when computing the propa-
gation between two wireless nodes, as well as for the overall performance
increase for a complete simulation scenario.

Keywords: Network Simulators, TIN, Point Location, Durkins Radio
Propagation, Parallel.

1 Introduction

When researching new scenarios and protocols in a controlled and reproducible
environment, network simulators are the main tools that allow the user to rep-
resent various topologies, simulate network traffic using different protocols, vi-
sualize the network and measure the network performances.

Many network simulators have been developed as open-source tools by the
academia and proprietary tools by the industry. NS-2 network simulator stands
out as the most popular and most widely adopted, thus it is considered as de facto
standard regarding network simulation. Simulation for 802.11 ad hoc networks
with mobile nodes, special routing protocol and fully specified network traffic is
supported by the NS-2 network simulator.

Most of the commonly used propagation models when assessing performance
of ad hoc networks, take into account the following mechanisms of reflection,
diffraction, scattering, penetration, absorption, guided wave and atmospheric
effects [10]. However, the available models in NS-2, do not take the terrain profiles
in consideration, thus the obtained results for the received signal strength from
a transmitter are not close to real life scenarios.
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Since the communication between nodes in wireless ad hoc networks is usu-
ally carried out in irregular terrains, the terrain profile should be taken into
account. Authors in [13] layout such implementation called the Durkins propa-
gation model, which is an extension of the NS-2 simulator [1], where the terrain
profile is represented by Digital Elevation Model (DEM) [21] data structure.

An improvement of the extension of the Durkins propagation model is pre-
sented in [27], where the implementation uses Triangular Irregular Networks
(TIN) [24] based terrains. This tool allows the simulation modeler to conduct
more realistic simulation scenarios, and analyze the way the terrain profile af-
fects the ad hoc network performances. Although the implementation in [27]
is very useful, it does not scale well, thus starting a simulation for medium to
large networks, results in few hours up to days, even weeks of execution time
which is unsuitable for investigating protocols. Additional optimization was pro-
posed by authors in [12] where they have speed up the point location of Durkins
propagation model, by parallel execution using GPU devices.

In this paper, we present an analysis of three main efficient access algorithms
implemented for point location in the Durkins propagation model based on
TIN terrain profile. Additionally we investigate how the efficient point loca-
tion method affects the overall execution time of a given simulation, for different
detail levels of the terrain.

The obtained results help the simulation modeler to choose the appropriate
point location algorithm for a terrain profile with a given detail level, in order
to achieve faster simulations.

The remainder of this paper is organized as follows: In Section 2 we present
a small introduction to mobile ad-hoc network (MANETs) and the Durkins
terrain aware radio propagation model for the NS-2 simulator. We present the
DEM and TIN data structure that describe a given terrain profile in Section
3. Theoretical analysis of point location methods are presented in Section 4,
followed by a short presentation of the applied testing methodology in Section
5. The obtained results are analyzed in Section 6. We conclude in Section 7.

2 MANETs and the Durkin’s Propagation Model

Communication among people on the move has evolved remarkably during the
last decade. One of the possibilities for such mobility is the mobile radio commu-
nications industry growth by orders of magnitude, thus making portable radio
equipment smaller, cheaper and more reliable [17]. The large scale deployment
of affordable, easy-to-use radio communication networks has created a trend of a
demand for even greater freedom in the way people establish and use the wireless
communication networks [9].

One of the consequences to this ever present demand is the rising popularity
of the ad hoc networks. A MANET does not rely on any infrastructure, thus, it
can be established anywhere on the fly [26]. Wireless mobile nodes communicate
directly with the absence of base station or an access point. Therefore, nodes
establish the network environment by self organization in a highly decentralized
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manner. In order to achieve this goal every node has to support the so-called
multihop paths. The multihop path concept is introduced to allow two distant
nodes to communicate by the means of the intermediate nodes to graciously
forward the packets to the next node that is closer to the destination. This
is controlled by a special ad hoc routing protocol [8] that is concerned with
discovery, maintenance and proper use of the multihop paths.

The independence of existing infrastructure, as well as the ability to be created
instantly, that is, on demand, has made the ad hoc networks a very convenient
and irreplaceable tool for many on-the-go situations like: rescue teams on crash
sites, vehicle to vehicle networks, lumber activities, portable headquarters, late
notice business meetings, military missions, and so on. Of course, every one of
these applications demands a certain quality of service from the ad hoc network
and usually the most relevant issue are the network performances in terms of
end-to-end throughput. However, the tradeoff of having no infrastructure and
no centralized manner of functioning has influenced the ad hoc networks perfor-
mances greatly on many aspects.

3 Terrain Data Structures

Many applications utilize Geographical Information Systems (GIS) technology
for which geographical referenced information of sea bottom or physical land
surface is required [28][18][6][25][7]. This technology provides representation of
terrain elevation data using two broad methods: raster images or vectors. The
raster data format is consisted of rows and columns of cell, wherein each cell
a numerical value describes an attribute of the surface. Therefore each cell is a
single pixel, and the grid of all the cells with its width and length represent the
resolution of a terrain. The most widely spread raster data format is described
by the Digital Elevation Model (DEM) standard [23][5][3][4]. On the other hand,
the vector data format uses geometrical units like points, lines and polygons to
represent objects. Hence, compared to the raster data format, much less data is
needed to represent the same object, resulting in smaller files for storing the data.

The most popular vector data format for representing elevation is the Tri-
angular Irregular Networks (TIN) [2][29][20]. The basic building block of the
TIN data structure is a record that is consisted of points that associate 3D co-
ordinates, which are interconnected by lines, distributed in such way to form
triangles, where no triangles are overlapping each other. Both of the data struc-
tures (DEM and TIN) for the same terrain are visualized on Figure 1.

The raster data format is more suitable for modeling surfaces, although the
vector data format can produce much more precise representation of a given
surface with the same amount of data. Beside the accuracy of the surface, the
raster data format regarding hill peaks and ridges is reliable as much as the
network resolution allows it, while for the TIN data format hill peaks and ridges
are very precise.
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Fig. 1. Terrain representation using DEM data (left), and TIN data (right)

3.1 Optimal Access to the Network

Since the TIN networks are vector structures, there is no direct way to obtain
an elevation of a point on the terrain. The most simple method for point loca-
tion is to traverse a TIN network by visiting all triangles only once [15][14][16].
However, this method is ineffective when dealing with large-scale TIN networks.
There are several point location strategies for the TIN model [19]. Some of these
strategies include: hierarchical data structures, spatial indexing structures, quad
trees, etc. Although, these solutions are very effective, the implementation effort
for the data structures they use, can be nontrivial, so in practice more simple
methods like walking algorithms are used. These algorithms solve the point lo-
cation problem by traversing the triangles of the TIN, starting from a random
triangle, until the triangle containing the query point is reached.

4 Theoretical Analysis

In this section we analyse few of the most popular and widely used algorithms
for point location in TIN terrains: quad trees, jump-and-walk, and windowing.

4.1 Quad Trees

As the name of the algorithm implies, quad trees data structure is used, which
is a regular search tree of degree 4 as presented in Fig. 2. The root square is
decomposed in 4 subsquares recursevly in the same fashion as the quad tree ex-
pands. The decomposition continues until the subsquare data is simple enought.
The algorithm is consisted of two steps:
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Fig. 2. Quad-tree algorithm

– Traverse down the tree unti the data structure terminates with a triangle.,
– Traverse the subsquare structure in order to find the triangle that contains
the point that is queried.

4.2 The Jump-and-Walk Algorithm

The jump-and-walk [11] is one of the most competitive walking algorithms in
which the traversal from the starting to the final triangle is determined from the
line segment (p,q) where p is the starting and q is the query point (Fig. 3 on
the left). The jump-and-walk algorithm consists of three main stages:

– Obtaining m random, but uniformly distributed starting points in the XY-
plane, where m is around n1/3,

– Determine the index i , for i = 1..m, of the starting point such that the
Euclidian distance between pi and q is minimal,

– Traverse the triangles that intersect the line segment (pi, q) until the triangle
that contains the query point is located,

The additional data structure required is for storing the index of the neighboring
triangles for a given triangle in the TIN terrain.

4.3 The Windowing Algorithm

Windowing as an approach for the point location where the events take place
in given squarearea, for example silnal propagation between two (Transiver-
Receiver) nodes. The windowing algorithm is as folllows:

– in this step the position of the window needs to be located,
– and all triangles that intersect with the window need to be located.

5 Testing Methodology

All of our tests were performed on the same hardware infrastructure: (Intel i7 920
CPU at 2.67GHz, with 12GB RAM at 1333MHz, GPU NVIDIA Tesla C2070),
with Linux operating system Ubuntu 10.10. The implementations were compiled
with the NVIDIA compiler nvcc from the CUDA 4.2 toolkit.
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Fig. 3. Jump-and-walk algorithm (left), and windowing algorithm (right)

The testing methodology is based on 2 experiments which show inverse execu-
tion time dependence of problem size (number of triangles in the TIN terrain) for
the jump-and-walk approach and overall performance increase in a simulation
scenario.

Experiment 1 determines the inverse execution time compared to different
terrain requirements. We increase the terrain size and measure the speed for the
executions of jump-and-walk approach, standard sequential approach of travers-
ing all triangles and the parallel implementation of the standard approach. Our
hypothesis to be confirmed experimentally is to achieve the highest speed for
the jump-and-walk approach.

In Experiment 2 we implement the jump-and-walk approach in given NS-2
simulations, by varying different node mobility (nodes moving with speed of 1,
2 and 5 m/s) and different traffic load (from 0.1 to 7 Mbps). We use a TIN
terrain with dimensions of 1 million square meters, and highest relative point of
200m. We have 100 nodes that are uniformly dispersed in the simulation area.
The node transmission range is set to the standard 250m given by the use of the
IEEE 802.11b standard wireless equipment. The antenna height is set to 1.5m
and it has no relative offset against the wireless node. For route discovery and
path set up we adopt the AODV protocol [22]. The simulation time is set to 1.5
hours as to the average battery life of a notebook. During the mobile simulations,
the nodes are moving according to the random direction model in the terrain
boundaries. The average node speed is varied from 0 (static nodes) to 1, 2 or
5 m/s with standard deviation of 0.1 m/s. We measure the average execution
time for all network traffic scenarios by varying the network load from 0.1 to 7
Mbps using UDP data packets with 1 KB size. Our hypothesis to be confirmed
experimentally is to achieve higher speedup for the average execution time using
the jump-and-walk approach, compared to the average execution time without
the jump-and-walk approach.

6 Results of the Experiments

This section presents the results that show performance increase in wireless sim-
ulation using the jump-and-walk, quad trees, and windowing for point location
algorithms.
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Fig. 4. Inverse execution time of different point location algorithms

6.1 Experiment 1

Figure 4 depicts the inverse execution time for different terrain requirements,
where seq stands for the sequential implementation, parallel stands for the par-
allel implementation, jmp stands for jump-and-walk implementation, quad trees
stands for the quad trees algorithm, and windowing for the windowing algorithm.
Thus, it is easy to notice that the jump-and-walk implementation is the fastest
for larger number of triangles. For smaller number of triangles the parallel im-
plementation does not utilize the GPU resources, therefore there is slow down
and the speed is significantly lower than the sequential implementation. Only
for terrains with more than 1000 triangles, the parallel implementation expresses
higher speed than the sequential implementation. The speed of the sequential
implementation is the best for small number of triangles. However, by increasing
the number of triangles, the speed of the sequential implementation is getting
worse.

6.2 Experiment 2

In our second experiment we are evaluating the speedup of jump-and-walk im-
plementation and the standard parallel implementation for compared to given
terrain requirements, for average node velocity of 1, 2 or 5 m/s. The results
are depicted in Figure 5 where the dotted lines represent the standard parallel
implementation, and the solid lines represent the jump-and-walk implementa-
tion. For jump-and-walk implementation the results confirm our expectation to
achieve higher performance.
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Fig. 5. Overall NS-2 network simulation speedup using different point location algo-
rithms

7 Conclusion and Future Work

Implementations of three efficient access algorithms are presented in TIN terrain
representation, as an alternative to DEM terrain representation discussed in
previous work [13].

There are many proprietary and open-source network simulators that are
available. However, NS-2 Simulator is the most widely used and adopted by the
research community as de facto standard regarding network simulation. For NS-2
Simulator we developed our efficient access implementations.

We performed two experiment that evaluate the performance of the optimiza-
tion using the jump-and-walk approach and overall performance increase in a
NS-2 simulation.

The experiment 1 confirms that the jump-and-walk algorithm achieves best
speed for terrains with more than 200 triangles. Since terrains with less than
1000 triangles do not describe the terrain well, the results point out that jump-
and-walk algorithm is the fastest. Additionally, the experiment 2 confirmed that
the effective point location implementation for the jump-and-walk algorithm
achieves performance increase for overall network simulation scenarios of terrain
aware radio propagation model.

Although there are theoretically more efficient algorithms for point location,
we have chosen the jump-and-walk algorithm. In order the jump-and-walk al-
gorithm to be effective, the assumption that the starting points are uniformly
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distributed across the terrain needs to be fulfilled, which is the case with the
nodes in our simulation scenario.

Additionally, the jump-and-walk algorithm requires a very simple data struc-
ture, therefore there are very few requirements needed to modify the standard
implementation of the terrain aware extension for the Durkins propagation model
in NS-2 Simulation.
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Abstract. In this paper we suggest a method for studying complex networks 
vulnerability. This method takes into account the network topology, the node 
dynamics and the potential node interactions. It is based on the PageRank and 
VulnerabilityRank algorithms. We identify the problem with these algorithms, 
i.e. they tend towards zero for very large networks. Thus, we propose another 
method to evaluate the amount of hierarchy in a given complex network, by 
calculating the relative variance of the system vulnerability. This measure can 
be used to express how much one network is being hierarchical, thus revealing 
its vulnerability. We use the proposed method to discover the vulnerability and 
hierarchical properties of four characteristic types of complex networks: 
random, geometric random, scale-free and small-world.  As expected, the 
results show that networks which display scale-free properties are the most 
hierarchical from the analyzed network types. Additionally, we investigate the 
hierarchy and vulnerability of three real-data networks: the US power grid, the 
human brain and the Erdös collaboration network. Our method points out the 
Erdös collaboration network as the most vulnerable one. 

Keywords: complex networks, hierarchy, vulnerability. 

1 Introduction 

The topological hierarchy of a complex network gives a fundamental characteristic of 
many complex systems. Complex networks serve as a backbone of the complex 
system and its dynamics, and often they have different topological organization. 
Many of the today's present systems, like the World Wide Web, the Internet, the 
semantic web, the actor network and the scientific collaboration network have strong 
hierarchy in their structure [1]. The hierarchy of these and other complex systems is 
closely related with their vulnerability because the parts of the system which are in 
the highest hierarchical levels of the system will have the highest impact on the 
performances of the system when being attacked. Thus, by finding how much one 
network (system) is hierarchical one can classify its vulnerability, and vice versa. 

The hierarchy of the complex networks is often measured by the degree of the 
node, and this type of hierarchy is called explicit hierarchy [2]. In many systems the 
nodes with higher degrees are often more important and by that higher in hierarchy 
than other nodes in the network. For example, in the protein interaction network, 
proteins that have more bindings (physical reactions) are higher in the hierarchy. In 
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the power grid network, the generators and substations linked with more high-voltage 
transmission lines would be placed higher in the hierarchy, meaning that they are the 
most vulnerable nodes in the power grid network. However, the explicit hierarchy 
measure using only node degree can sometimes be misleading placing unimportant 
nodes high in the hierarchy, while not taking into account the hierarchy level of its 
neighbors. In order to obtain realistic hierarchical representation of the network, the 
level of hierarchy of the neighbors and a given node must be in a similar range.  

Thus, another approach, given in [2], is to quantity the implicit hierarchy of the 
network based on the system vulnerability measure introduced by Latora and 
Marchiori [3]. Latora and Marchiori calculate the point-wise vulnerability of the 
network by: 
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represents the global efficiency of the network [4], N is the total number of nodes in 
the network, dij is the minimal distance between the i-th and j-th node, and E(i) is the 
network efficiency after removal of the i-th node and all its edges. The maximal value 
V of the vector V(i) corresponds to the vulnerability of the network as a whole [3]. 
The assumption that the authors used in [2] is that the most vulnerable nodes, the 
nodes with maximum point-wise vulnerability, are placed on the highest position in 
the network hierarchy. Also, when removal of certain nodes causes more serious 
disturbance of the network efficiency compared to the other nodes, the method 
assumes that the network has a strong hierarchical properties. 

In [4] authors quantify the hierarchical topology of a network using the concept of 
hierarchical path (see also [5]). The hierarchy is measured as the fraction of shortest 
paths that are also hierarchical. They found that the hierarchy of random scale-free 
topologies smoothly declines with the power law coefficient γ. 

In this paper we propose an algorithm for measuring the vulnerability of a complex 
network (system) based on the PageRank algorithm [6]. This paper is extension of the 
work presented in [7] where the authors introduce a new approach for finding the 
most vulnerable nodes in the network, called VulnerabilityRank. Based on the above 
algorithm we introduce a new approach for measuring the hierarchy of a complex 
network. The proposed algorithm takes into account not only the network topology, 
but also the node dynamics and potential node interactions. The dynamics of each 
node is implemented using the node-degree binary influence model.  

Another contribution of this paper is that all of these algorithms are tested on four 
different network types: random (Erdös-Renyi) network, geometric random network, 
scale-free network and small world networks as well as different real data networks: 
human brain network [8], US power grid [9] and Erdös collaboration network [9]. 
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The rest of the paper is organized as follows. In Section 2 we explain the algorithm 
for measuring the vulnerability of the network. Section 3 explains the newly proposed 
algorithm for measuring the hierarchical properties of a network. Section 4 describes 
the generic network types and real data networks which are used in the simulations 
and Section 5 presents the results for the vulnerability and the hierarchy of the 
observed networks. Section 6 concludes the paper. 

2 Algorithm for Measuring Vulnerability of Complex Network 

In [7] the authors propose a measure for the vulnerability of a node using an influence 
matrix D which corresponds to an arbitrary graph G. If G is a finite simple undirected 
connected graph with N nodes and A=(aij) is its adjacency matrix then the node-
degree influence matrix D=(dij) can be defined to be binary, such that /

ij ij iji
d a a=  . 

Then the nodes' vulnerability, according to [8], is equal to the stationery distribution π 
of the network influence matrix D, which is the normalized left eigenvector of the 
influence matrix associated with the eigenvalue 1. We identify the network 
vulnerability with the maximum value of the vector π. This measure can serve for 
comparing the vulnerability of different types of networks. As toy example, we can 
consider three networks with different simple topologies, such as: the star-like 
network, ring-like network and tree-like network, see Fig.1. 

 

Fig. 1. Example Networks: a) star-like, b) ring-like, c) tree-like 

The adjacency matrix of the star-like network (Fig 1.a) is: 
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And its raw matrix D is: 
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This matrix D is now stochastic, but it's reducible, so it cannot have a unique positive 
stationery distribution. To force irreducibility, the following transformation is used: 

 (1 ) /TD D ee nα α= + −  (3) 

where n is the order of A and α is the dampening factor. Now the matrix D  is both 
stochastic and irreducible, and its stationery vector (the PageRank and the 
VulnerabilityRank vector) for α = 0.85 is: 

 (0.0882,0.0882,0.0882,0.0882,0.0882,0.0882, 0.4710)Tπ =  

The maximum value of the stationary vector, 0.4710, can now be used to describe the 
vulnerability of the whole network. As expected, this network is the most vulnerable 
from the toy example networks given in Fig. 1. Using the algorithm on the rest of the 
networks one can calculate that the tree-like network has 0.2413 vulnerability index, 
while the most robust is the ring-like network with vulnerability of 0.1429.  

This method can take into account not only the network topology but also the node 
dynamics and potential node interactions. The dynamics of each node can be 
additionally implemented by an arbitrary (finite) Markov chain. In this case the 
method can be extended if the node-degree binary influence model is replaced with a 
heterogeneous influence model.  

The only problem that this method might encounter is that the measure for the  
network vulnerability tends towards zero for very large complex networks. Thus, 
measuring vulnerability of large complex networks can be a tedious problem. As a 
remedy, in the next section, we propose a new measure of the complex networks  
hierarchy that provides deeper understanding of the networks' vulnerability. 

3 Algorithm for Measuring the Hierarchy of Complex Networks 

The vulnerability of the network can be used to quantify the hierarchical properties of 
a complex network.  

First the point-wise vulnerability V(i) is calculated using the VulnerabilityRank 
algorithm [7] instead of using the global efficiency of the network, given in (1) and 
(2). After that, the parameter of the fluctuation level (i.e. the hierarchical properties of 
the network) can be calculated using: 
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where V stands for the network vulnerability, 
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is the mean vulnerability. Because of the underlying VulnerabilityRank algorithm the 
mean vulnerability can be calculated as <V>=1/N. 

The parameter h gives the hierarchical properties of the observed networks. For our 
toy examples from the previous section, the hierarchy of the star-like network is 
0.8824, there is no hierarchy at all in the ring-like network and the tree-like network 
shows hierarchy of 0.2157. The important property of this hierarchical parameter is 
that it does not tend to be zero when N → ∞ . Because this method is solely based on 
the VulnerabilityRank it does take into account the network topology, node dynamics 
and potential node interactions (for the proof please see [7]). Again, the dynamics of 
each node can be additionally implemented by an arbitrary (finite) Markov chain. 
Thus, by extending the VulnerabilityRank we can also extend the proposed method 
for finding hierarchy in networks. 

4 Complex Networks 

Complex network is a complex graph-based structure made of nodes (which can be 
individuals, computers, web pages, power grid plants, organizations, cities, proteins in 
the human body, etc.) that are connected by one or multiple types of interdependence 
(i.e. friendship, network links, power transport network, trade, roads, chemical 
reactions, etc.) These graphs or networks have certain properties which limit or 
enhance the ability to do things with them [10]. For example, small changes in the 
topology, shutting down only small number of nodes, may lead to serious damage to 
the network capabilities. 

4.1 Generic Network Types 

As a reference point, we study four generic network types. Number of the nodes in all 
generic networks is 500 and the average node degree is around 6. All the networks 
were connected (i.e. there are no islands) and the connectivity is checked by 
investigating the value of the second eigenvalue of the Laplacian matrix [11]. 

The first network type, ER network [12] is the classic unweighted Erdös-Renyi 
random network. The nodes are randomly connected with a probability of a link 
between nodes i and j of 0.012.  

The second network type is the geometric random network (GR) [13]. The nodes in 
this network are randomly scattered along a 1 m2 square terrain and their connectivity 
radius was calculated as: 

 
k

r
Nπ

< >=  (5) 

where <k> is the average node degree. 
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The scale-free network (SF) was based on the Barabasi-Albert (BA) power-law 
random graph [14]. At the beginning the network was consisted of 4 entirely  
connected nodes and the new nodes connected to the existing ones using linear 
preferential attachment. 

The last generic network type is the small world network (SW). The network  
was generated using the Watts-Strogatz model [15] with a probability of reconnection 
of 0.1. 

Table 1 analyzes the topological and connectivity dependent properties of the  
observed generic networks types. It examines the average node degree (AND), the 
average clustering coefficient (CC) and the average normalized node betweenness 
(AnNB) of the networks. 

Table 1. Topology dependent properties of the observed generic complex networks types 

Measure/Network ER GER SW SF 
AND 6.27 6.26 6.00 5.98 
CC 0.014 0.627 0.447 0.055 

AnNB 0.521 3.352 0.894 0.445 

4.2 Real Data Networks 

The proposed vulnerability and hierarchy methods were used on several real data 
networks: the brain, the US power grid and the Erdös collaboration network.  

The first network represents the structural connectivity of the entire human brain. 
The used data was originally obtained by a diffusion magnetic resonance imaging 
scan with the approach described in [16]. The network has two layers: physical and 
logical. The logical layer consists of connections in the gray matter in the brain, while 
the physical layer reflects the axonal wiring used to establish the logical connections.  

The second real data network represents the power grid in the US. The network 
that we used in our simulation is provided by [17]. This network has 4941 nodes and 
13188 edges.  

The third real data network represents a network whose edges are the collaboration 
between Paul Erdös and other mathematicians. The Erdös network [17] has 472 nodes 
and 2,628 edges (collaborations). Additionally, in table 2 the topological and 
connectivity dependent properties are shown for the real data networks: the Erdös 
collaboration (EC), logical network of the brain (LB), physical network of the brain 
(PB) and the US power grid network (USPG). 

Table 2. Topology dependent properties of the observed real data complex networks 

Measure/Network EC LB PB USPG 
Number of nodes 472 1013 4445 4941 
Number of links 2628 30738 41943 13188 

AND 5.568 30.343 9.436 2.669 
CC 0.347 0.456 0.373 0.107 

AnNB 0.531 0.182 0.186 0.364 
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5 Vulnerability and Hierarchical Analysis 

In our simulations we measure the vulnerability and the hierarchical properties of the 
above mentioned networks. Please keep in mind that the network vulnerability 
investigated in this paper is related to node vulnerability as opposed to link 
vulnerability which is not considered. 

The first analysis was related to the vulnerability of the generic network types. As 
expected, the scale free topology is the most vulnerable network (index: 0.0190). The 
most robust network is the small world network (index: 0.0028). The random network 
has vulnerability index of 0.0044 and the geometric random 0.0033. 

As a next step we investigate the vulnerability of the US power grid, the logical 
and physical human brain network. The results shows that the nature's complex 
network, the human brain (index: 0.0005), is more robust than the man-made 
network, the US power grid (index: 0.0012). Also one can see that the logical 
functioning of the brain is the most vulnerable to node failure (index: 0.0042).  

In the next part of this section we analyze the hierarchy of the observed networks. 
From the generic network types, the most hierarchical network is the scale free 
network which has hierarchical value of 0.8454 and the least hierarchical is the small 
world network with value of 0.0117. The random network has hierarchical value of 
0.1133 and geometric random 0.0620. For the real data networks, as expected, the 
most hierarchical network of the observed real data networks is the Erdös 
collaboration network with hierarchy of 0.7462, while the US power grid (h=0.2786) 
and the logical brain network (h=0.2685) show similar hierarchical properties. The 
least hierarchical network is the physical brain network with hierarchy of 0.1378.  

 

 

Fig. 2. Vulnerability index of the network as a function of their density 
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Next we analyze how the vulnerability index depends on the density of the 
network. We used the generic networks types and change the number of nodes in the 
network from 100 to 1000. In addition the average degree of the nodes remained 
unchanged for all networks. As expected the vulnerability index is decreasing as the 
number of the nodes in the network increases, as shown in Fig. 2. 

Another analysis (see Fig. 3) shows how the calculated hierarchy depends on the 
network density for the generic networks. Fig. 3 shows that it remains almost constant 
for all type of generic networks, except for the scale-free topology. In the case of 
scale-free topology the hierarchy increases as the number of the nodes in the network 
grows. 

 

Fig. 3. Hierarchy index of the network as a function of their density 

6 Conclusion 

We have suggested a method for calculating the vulnerability of a complex network 
as a whole. This method can be applied to huge dense matrices and any complex  
network (system). The method is extension of the work in [7] and is based on the 
VulnerabilityRank algorithm. Using this approach we have suggested a new method 
for calculating the hierarchy of the complex network. The methods were tested both 
on generic types and real data networks. Using our algorithm, from the generic set of 
complex networks the most vulnerable and hierarchical network, as expected is the 
scale free network. From the real data set the most vulnerable network is the network 
consisted of the connections in the human's brain gray matter. The most hierarchical 
network is the Erdös collaboration network. 
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Additionally, in this paper, we have analyzed how the network density affects the 
network vulnerability and hierarchy. The network vulnerability tends to zero as the 
density of the network increases. The speed of the vulnerability decrease is different 
for different network types. The hierarchy of the network remains constant for all 
types of generic networks except for the scale-free model where this measure 
increases as the number of the nodes in the network grows. 
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Abstract. This paper considers a bidirectional amplify-and-forward
(AF) relaying system where two nodes communicate through an inter-
mediate node due to the lack of a direct path. The communication is
realized over Rayleigh fading channels in two phases: multiple access
and broadcast phase. We derive closed form and asymptotic expressions
for the outage probability of two-way wireless relaying system. The va-
lidity of our performance analysis for moderate and high signal-to-noise
ratio (SNR) is verified with Monte Carlo simulations.

Keywords: Two-way relaying, amplify-and-forward, outage probabil-
ity, Rayleigh fading.

1 Introduction

Cooperative relaying over wireless fading channels has been shown to be a practi-
cal technique to enhance the capacity and the coverage by allowing user cooper-
ation [8]. Two-hop channels where a relay assists in the communication between
a source and a destination have attracted a lot of interest. Traditional relay
systems operate in a half-duplex mode, hence the transmission of one informa-
tion block from the source to the destination occupies two channel uses. This
leads to a loss of spectral efficiency due to the pre-log factor 1

2 [4]. In order to
overcome this drawback a two-way relaying is proposed [7]. Due to the lack of
a direct path, a bidirectional connection between a source and a destination is
established by using a half-duplex relay that mitigates the loss in the spectral
efficiency.

There are two main methods for relaying, amplify-and-forward (AF) and
decode-and-forward. The simplest relaying technique is based on the AF method
where the relay amplifies and forwards the signal to the receiving nodes. In the
recent years, many variants of AF relaying systems have been studied, depending
on the number of relays [9] and the fading channels. The authors in [6] investigate
the performance of practical physical-layer network coding schemes for two-way

V. Trajkovik and A. Mishev (eds.), ICT Innovations 2013, 283
Advances in Intelligent Systems and Computing 231,
DOI: 10.1007/978-3-319-01466-1_27, c© Springer International Publishing Switzerland 2014



284 K. Kralevska, Z. Hadzi-Velkov, and H. Øverby

AF relaying systems. In [5] the performance of cooperative protocols for the
two-way relaying assited by a single half-duplex relay is studied. Later, Duong
et al. [2] derived the exact closed-form expressions for the main performance
parameters of bidirectional AF systems in independent but not necessarily iden-
tically distributed (i.n.i.d.) Rayleigh fading channels. Yang et al. [11] present a
performance analysis of two-way AF relaying systems over i.n.i.d. Nakagami-m
channels. Part of these works present a relatively complex analysis for the out-
age probability. Therefore, studying the systems for high signal-to-noise ratios
(SNR) is especially important since it results in relatively simple and accurate
expressions. These high SNR approximations explain how the system behaviour
depends from some system parameters [10].

In this paper, we focus on a two-way relaying AF system where in the first
phase the nodes send information to the relay and in the second phase the relay
broadcasts the signal to the nodes. We do not neglect the conditions in the
wireless environment, therefore we consider a half-duplex AF relaying system
that operates over Rayleigh fading channels. An accurate and novel expression
for the outage probability for high SNRs is derived.

The rest of the paper is organized as follows: Section II presents the system
model. Section III presents an exact and asymptotic analysis on the outage
probability for the considered system. The exactness of the derived asymptotic
expression is verified with Monte Carlo simulations in Section IV. Section V
concludes the paper.

2 System Model

We consider a two-way wireless relaying system where the two nodes, T1 and T2,
communicate with each other through the intermediate node R. The node R is a
half-duplex relay which utilizes amplify-and-forward strategy. There is no direct
path between the two receiving nodes T1 and T2; therefore, the communication
is with the help of the intermediate node. As it is presented in Fig. 1, the
communication between T1 and T2 is realized in two phases: multiple access
phase (MA) and broadcast phase (BC). In the first phase, the nodes T1 and T2

transmit their information blocks towards the relay R. In the second phase, the
relay R amplifies the received signal according to its available average transmit
power and sends it to T1 and T2.

During the first phase, we assume that node T1 transmits the information
block x1[k] with an average power P1 and node T2 transmits the information
block x2[k] with an average power P2. The fading is assumed to be slowly vary-
ing, so the random fading amplitudes remain static for the duration of the in-
formation block. The relay R receives the following information in time slot k

yR[k] = h1[k]x1[k] + h2[k]x2[k] + nR[k] (1)

where h1 and h2 are the Rayleigh fading amplitude of the T1–R and T2–R
links, respectively, with mean squared values E[h2

1] = Ω1 and E[h2
2] = Ω2.

nR ∼ CN (0, σ3
2) is the additive white Gaussian noise at the relay. In order to
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T1 R T2

MA

BCBC

MA

h2
h1

Fig. 1. Wireless communication system where the two receiving nodes T1 and T2 com-
municate through the full-duplex relay R

meet the average transmit power constraint, the relay scales the signal presented
with equation (1) by

g[k] =

√
P3

P1|h1[k]|2 + P2|h2[k]|2 + σ3
2
. (2)

In the next time slot, the relay R transmits the amplified signal to the nodes T1

and T2. The communication in the direction T1–R–T2 is given by

y2[k + 1] = h2[k + 1]g[k]h1[k]x1[k] + h2[k + 1]g[k]h2[k]x2[k]+

+ h2[k + 1]g[k]nR[k] + n2[k + 1] (3)

where n2 ∼ CN (0, σ2
2) is the AWGN at T2. Whereas, the communication in the

direction T2–R–T1 is given by

y1[k + 1] = h1[k + 1]g[k]h2[k]x2[k] + h1[k + 1]g[k]h1[k]x1[k]+

+ h1[k + 1]g[k]nR[k] + n1[k + 1] (4)

where n1 ∼ CN (0, σ1
2) is the AWGN at T1.

We assume that the nodes T1 and T2 can subtract the back-propagating self-
interference in (3) and (4), since they know their own transmitted information
blocks and they have the perfect knowledge of the corresponding channel coef-
ficients. By substituting (2) in (3) and (4), we can calculate the instantaneous
SNR at the nodes Ti, i = 1, 2, i �= j as

γTi =
PTj |hTi |2|hTj |

2
P3

P3|hTi |2σ3
2 + PTi |hTi |

2
σTi

2 + PTj |hTj |
2

σTi
2

. (5)

Without loss in generality, we assume that σTi
2 = σTj

2 = σ3
2 and in the follow-

ing analysis we use the notation σ0
2. Let introduce the random variables

X = |hTi |2

Y = |hTj |2 (6)
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which follow the exponential distribution with mean values E[X ] = Ωi and
E[Y ] = Ωj , respectively. By substituting the random variables in (5), the in-
stantaneous SNR can be rewritten as

γTi =
XY PTjP3

σ0
2X(P3 + PTi) + σ0

2Y PTj

. (7)

By dividing the numerator and the denominator by PTj and denoting P3

σ0
2 as γ0,

we simplify equation (7) as

γTi = γ0
XY

kX + Y
(8)

where k is a ratio from the transmit powers of the nodes in the system, i.e.,

k =
P3+PTi

PTj
.

3 Analysis of the Outage Probability

3.1 Exact Outage Probability

The outage probability is defined as the probability that the instantaneous SNR
at the receiving nodes is below a predefined threshold γth. In terms of the instan-
taneous SNR γTi , the outage probability is actually the cumulative distribution
function (CDF) of γTi evaluated at γth,

Pout = FγTi
(γth) = Pr{γ ≤ γth} = Pr{γ0 XY

kX + Y
≤ γth} (9)

which is actually a sum of the two probabilities γTi , the outage probability is
actually the cumulative distribution function (CDF) of γTi evaluated at γth,

Pout = Pr{y <
kxC

x− C
|x < C}+ Pr{y <

kxC

x− C
|x ≥ C} (10)

where C = γth

γ0
, γ0 is the transmitted SNR. The result for the first part of (9) is

1− exp (− C
Ωi

) and the second part is calculated as

Pr{y <
kxC

x− C
|x ≥ C} =

∫ ∞

C

FY (
kxC

x − C
)fX(x)dx . (11)

The closed form expression for the outage probability of the two-way relaying
system is given by

Pout = 1− 2

√
kγ2

th

γ2
0ΩiΩj

exp (−γth
γ0

(
k

Ωj
+

1

Ωi
))K1(2

√
kγ2

th

γ2
0ΩiΩj

) (12)

where K1(·) is the first-order modified Bessel function of the second kind [3, Eq.
8.432]. In this section we derived the closed form expression for a general case
related to the transmit powers of the nodes in the system. In [2], the closed form
of CDF is derived when the nodes have equal transmit power. The authors use
the Jacobian transformation and the Laplace transform to derive an expression
for a specific case. Additionally, the authors in [12] present an expression for the
outage probability for bidirectional AF relaying for certain power allocation.
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3.2 Asymptotic Outage Probability

In this section, we present an asymptotic expression for the outage probability of
our proposed two-way amplify-and-forward relay network. The asymptotic anal-
ysis typically results in relatively simple and accurate approximate expressions
for moderate and high SNRs from which the system behavior is easier to deduce.
To derive the high outage probability approximation, we use the power series
expansion of a Bessel function Kn(·) [1, Eq. 9.6.11]

Kn(z) =
1

2
(
1

2
z)−n

n−1∑
k=0

(n− k − 1)!

k!
(−1

4
z2)k + (−)n+1 ln(

1

2
z)In(z)+

+ (−)n
1

2
(
1

2
z)n

∞∑
k=0

{ψ(k + 1) + ψ(n+ k + 1)} (14z
2)k

k!(n+ k)!
. (13)

In our case n = 1.
With the help of [1, Eq. 9.6.7] for ν = 1 and z → 0 due to γ0 → ∞, and [1,

Eq. 6.3.2] the function K1(·) is rewritten. Note that in high SNR regime

lim
γ0→∞ exp(− γth

γ0Ωi
) = 1 (14)

and

exp(− γth
γ0Ωi

) ≈ 1− γth
γ0Ωi

. (15)

Applying these approximations, the expression for the outage probability for
high SNR regime is

Pout ≈ γth
γ0

(
1

Ωi
+

k

Ωj
)− kγ2

th

γ2
0ΩiΩj

(ln(
kγ2

th

γ2
0ΩiΩj

)− 1 + 2μ) (16)

where μ is the Euler’s constant.
To the best of authorsknowledge, this approximation is novel. These results

are validated in the next section by Monte Carlo simulations.

4 Numerical Results

In this section we verify the tightness of our approximation through Monte Carlo
simulations. Fig. 2 and Fig. 3 present the OP vs. transmit SNR of the considered
two-way relaying system under Rayleigh fading for different transmit powers of
the nodes. The curves are obtained from our asymptotic expression and via
simulation for two thresholds γth (0 dB and 5 dB). We can note that if the
average SNR increases, the outage probability decreases. Additionally, the outage
probability increases proportionally with γth. Moreover, they show an excellent
match for moderate and high SNRs. This proves the validity of our derived
expressions in the previous Section.
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Fig. 2. OP for two-way relaying system for γth=0dB (1) and 5dB (2) and P3 = PTi =
0.5PTj
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Fig. 3. OP for two-way relaying system for γth=0dB (1) and 5dB (2) and P3 = PTi =
2PTj
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5 Conclusion

In this paper, we study the exact and the asymptotic behaviour of the outage
probability for a two-way AF relaying half-duplex system in the presence of
Rayleigh fading. We derive expressions for this performance parameter. The
validity of the derived expression for moderate and high average SNRs is verified
by Monte Carlo simulations.
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Abstract. Because of rapidly growing subscriber populations, advances in cel-
lular communication technology, increasingly capable user terminals, and the 
expanding range of mobile applications, cellular networks have experienced a 
significant increase in data traffic. Smartphone traffic contributes a considerable 
amount to Internet traffic. The increasing popularity of smartphones in recent 
reports suggests that smartphone traffic has been growing 10 times faster than 
traffic generated from fixed networks. Understanding the characteristics of this 
traffic is important for network design, traffic modeling, resource planning and 
network control. This paper presents an overview of the methodology for col-
lecting data using smartphone logging and discusses traffic characteristics from 
some recent researches. The main goal is to explore some important issues re-
lated to smartphone traffic in order to prepare for further, deeper analysis. 

Keywords: mobile, traffic, measurement, comparison. 

1 Introduction 

Because of the emergence of user-friendly smartphones and the advances in cellular 
data network technologies, the volume of data traffic carried by cellular networks has 
been experiencing a phenomenal rise. Smartphone sales already surpass desktop PCs 
[1], and this year is expected for the tablet sales to also surpass PCs [2]. 

Due to the fact that smartphones and tablets are already becoming more prevalent 
as members of the wireless infrastructure and ad hoc networks, which are trying to 
meet the needs of applications and users, there is a need to define a model that will 
reflect the traffic they generated in the network. This model will allow for realistic 
consideration of the behavior of the network built by this kind of devices, by creating 
simulation scenarios that will reflect realistic use of the network. 

To make the modeling of traffic and movement in smart phones, the first step is to 
identify the characteristics of the traffic generated by smartphones. When considering 
3G terminals, all traffic is based on packages. By studying this traffic it may be possi-
ble to identify models. Herein, models denote "regular, observable sequences of 
events that are repeated over time." Event in this context is sending or receiving a 
packet. If it is possible to identify traffic patterns and find correlations between 
events, newly developed algorithms and generators for network simulation scenarios 
can be made such that take advantage of the knowledge of these models and the  
correlations of network and user side. 
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Technology can easily be used for logging events on these devices with access to 
real traffic data in real environments. However, when using this technique it must be 
noted that logging can affect the behavior of users. Similar to traditional methodolo-
gies, reactivity (behavioral modification because of measurement) can happen if real 
steps for planning of selection, causes, saving and coding behaviors and preferences 
in a way that preserves natural behaviors are not taken into account. This can serious-
ly affect the validity of the data that is obtained from these devices. By carefully de-
signing, logging in smart devices can be used for advanced research to establish the 
empirical models, the development of theories and test some hypotheses. 

One of the main observations of smartphone logging data is to understand the im-
pact of location on the use of smartphones [9]. It is important if participants change 
their usage patterns when they are in different locations. Another point of view is 
concerned with the impact of time periods of the day of smartphone usage [8]. Under-
standing dependencies of certain access times of the day can be useful for determining 
the social context of the user on the network. It will provide an opportunity for devel-
opment of intelligent techniques for reducing the response time for individual users. 

One of the additional observations is to make a comparison of traffic generated via 
Wi-Fi and cellular networks [6]. Such comparisons are useful for predicting usage 
patterns in mixed Wi-Fi/mobile service contexts (4G). Many cellular providers plan to 
develop such mixed networks to address the capacity constraints of mobile networks. 

The overview in this paper also explores the possible relationships between the 
proximity of users and patterns of smartphone usage. Such analysis is useful for im-
proving the basic knowledge for use in different circumstances. It is important wheth-
er smart phones are primarily used when the users are alone or they are more often 
used in companionship of more people. Such basic understanding can help in the 
understanding of the location dependencies in usage (for example, whether partici-
pants searched more in locations where they are likely to be alone) and eventually 
understand the types of applications that participants prefer in different scenarios [3]. 

Relationship between movements of users and the use of smart phones are also im-
portant in order to understand usage patterns when they are moving or stationary [9]. 

2 Methodologies for Data Collection 

There are several methodologies for collecting smartphone data, such as traditional 
methodologies that require user input, which reduces accuracy. They can interrupt 
users or bore them with constant requests for report, which they enter according to 
their memory of the events.  

Login methodologies have resolved most of these problems by adding surveillance 
technology. These methodologies provide access to data that can be gathered without 
supervising being present or reporting needs from users. Therefore, data collected 
from loggers are typically considered more objective, accurate, and realistic. 

There are several important factors for implementing naturalistic approach to log-
ging smartphone usage [4]: 

─ Variables - Variables of interest, have a major impact on the nature of the  
methodology. For example, communications through smart devices contain text 
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messages, which are considered more private than e-mail. By collecting these data, 
users can change their normal communication behaviors. However, researchers can 
collect the number of words, or part of the content, for example used emoticons. 

─ Privacy - Privacy must be considered at several levels in this methodology. Re-
searchers can collect data from communication with people who are not involved 
in the research, but it can affect the behavior of users, avoiding too personal com-
munications because their privacy is not guaranteed [7]. Several limitations of  
privacy should be implemented in the research, in order to adapt to the methodolo-
gy. Thus, users should be aware of how their data will be used. Principles of re-
search and the anonymization process should be explained in detail before the start 
of the study. Furthermore, participants should be assigned numbers because of the 
anonymity and connecting the data with names should be avoided. Data should be 
encrypted and should not contain content of communications or contact informa-
tion. If such data is needed, then before they are taken, they should be granted 
unique alphanumeric codes. 

─ Participants - Several researches have received data from users who were not 
aware that their behavior is being monitored. For implementing a naturalistic me-
thodology, participants should be fully informed of the data collected from their 
phones. Also, a careful selection of participants is needed. 

─ Duration of the research - Longer surveys influence the effect of monitoring to 
fade. Also, some events by their nature are rare. Small frame times may miss im-
portant events. Longer collecting of data has the potential to collect richer informa-
tion about the cycles and trends that may not be so obvious in the shorter studies. 
Typically for such researches, longer is considered better. 

─ Obtrusiveness - Measurement obtrusiveness increases participant reactivity. There 
are several ways in which researchers or logging technology can impose and re-
mind participants that they are being followed or hinder the normal behavior. For 
example, the requirement of participants to respond to messages or perform a data 
upload procedure to collect data can increase their reactivity. These activities can 
provide important information such as the current context where users use their de-
vice, but they come at the cost of interruption of normal activities. Also, the con-
stant need for participants to perform any actions related to research are unnatural 
actions and may lead to additional activities that do not occur normally. Naturalis-
tic logging methodology should not require user actions to record the data. A min-
imum number of meetings must be scheduled with participants to collect data. The 
optimal implementation of the research methodology is related meetings to be 
scheduled before and after the survey. 

─ Interface - Another factor that is important to preserve realistic and generalized beha-
viors are the types of interfaces that are implemented in the technology used in the 
research. Using new interfaces (eg, custom search engine) or change technologies 
during the research (eg, change device) can affect the validity of the data by giving 
false installments behaviors, increased variability and lead to many other problems. 
Participants are getting used to monitoring over time through a stable interface. 

─ Tasks - Naturalistic approach allows participants to carry out those tasks they nor-
mally perform on their devices. To implement this methodology, researchers 
should avoid influencing what users do with their smartphone. 
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─ Technology - One challenge in smartphone logging is the design of constraints to 
encourage participants to use the instrumented technology as if it was their own. 
This can be difficult because smartphones are typically not used in isolation from 
other technologies. Many actions that can be performed on smartphones, can be 
made on other technologies such as laptop or another phone. Therefore, researchers 
should provide incentives to participants to encourage the use of these devices. 
Such incentives are promoting the latest offers and unlimited packages. 

3 Overview of Recent Results 

In this section, we give an overview of the recent studies and obtained results con-
cerning smartphone traffic that can be used as a baseline for future research and pat-
tern behavior discovery. 

Falaki et al. [5] collected traces from 255 smartphone users of two different smart-
phone platforms, with 7-28 weeks of data per user and performed a detailed traffic 
analysis. Two sets of data were obtained, the first from 33 Android users, and the 
other from 222 Windows Mobile users. The authors concentrated on the application 
usage, session characteristics and energy consumption.  

Shahriar Kaisar [3] carried out a research on 39 students from one University for a 
period of 5 weeks. Data was collected through a custom logger installed on their  
Android devices that recorded sent and received traffic. 

Falaki et al. [6] collected traffic data from 43 users who used two platforms. Data 
was collected through loggers on devices that recorded sent and received traffic in 
windows of two minutes. The first data set was from 8 users on Windows Mobile and 
2 Android users, and the second from 33 users of Android smartphones. Data was 
collected from 1 to 5 months for each user. 

Diversity among users comes from the fact that users use their smart phones for 
different purposes and with different frequencies. For example, users who use games 
and maps often, usually have longer interactions. The results show that browsing 
contributes over half of the traffic, while email, media, and maps each contribute 
roughly 10% [3]. 

In addition to quantitative differences, there are qualitative similarities between us-
ers, which facilitates the task of learning user behavior. For several key aspects of the 
use of smartphones, the same model can describe all users, but with different parame-
ters for each. For example, the time between user interactions can be presented with a 
Weibull distribution (Figure 1) as defined with (1). For each user, the parameter of 
this model is less than 1, indicating that the longer the elapsed time since the last user 
interaction, the less likely is to start the next interaction. It has also been obtained that 
the relative popularity of applications declined quickly for all users. 

 ݂ሺݔ; ,ߣ ሻߢ ൌ ቊச஛ ቀ୶஛ቁசିଵ eିሺ୶ ஛⁄ ሻౡ   x ൒ 00                               x ൏ 0ቋ    (1) 
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