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Abstract—Automatically generating answer for a given ques-
tion is a process in which the computer is supposed to answer a
question in a natural language where the question itself is also
provided in natural language. Deep learning techniques gained
extensive research in both fields of computer vision and natural
language processing. Therefore, they are extensively applied for
the task of question answering using wide varieties of datasets.

This survey aims to overview some of the latest algorithms
and models proposed in the field, as well as datasets exploited
for training and evaluating the models. In this survey, the models
are presented as part of one of the following groups: classical
deep neural networks, dynamic memory networks and relation
networks. Several datasets have been proposed specifically for
the research on automatic question answering. This survey
briefly overviews datasets for two different categories of question
answering: textual and visual. In the end, evaluation metrics
utilized in the field are presented, grouped as: metrics for
evaluation of an information retrieval system and metrics for
evaluating automatically generated text.

Keywords—Question Answering, Visual Question Answering,
Textual Question Answering, Natural Language Processing, Com-
puter Vision, Deep Learning

I. INTRODUCTION

The ability to provide an answer to a natural language ques-
tion is known as question answering. Automatically generating
answer for a given question is a process in which the computer
is supposed to answer a question in a natural language. The
question itself is also provided in natural language. Thus,
the computer needs to understand the question too. Based on
the domain, questions can be classified as questions referring
to mathematical or logical tasks, questions asked in online
communities (known as Community Question Answering),
questions in the medical domain etc. In accordance with the
type of information they refer to, questions can be separated
into questions concerning text (known as Textual Question
Answering), questions concerning images (known as Visual
Question Answering), etc.

Textual Question Answering (TQA) is the task of extracting
a text snippet from a passage which corresponds to a specific
question. This task differs from classical information retrieval
since the output is a particular piece of information rather
than a collection of documents. Its purpose is to create textual
answer for a specific question. The question is either from
a specific domain (such as science, math, etc.) or from a
general domain. With the advent on online communities, such

as Quora1, Stack Overflow2 and Stack Exchange3, a new
type of textual question answering has increased popularity -
Community Question Answering (CQA). The goal of this task
is to resemble actions performed by users in the community
such as ranking answers according to their relevance, selecting
the best answer for a specific question, identifying duplicate
questions etc.

Visual Question Answering (VQA) is the task where ques-
tions are asked about given image. It has received attention
from researches in both natural language processing and
computer vision communities. In the most common form of
this task, the computer is given an image and a question about
the image. It is supposed to create an answer for the question,
which is typically a word or phrase. Images are either natural
or synthetic i.e. computer generated. The latter are referred as
abstract scenes. The idea behind creating such synthetic sets
is to focus only on high-level reasoning rather than low-level
image processing.

Deep learning techniques [1] gained extensive research in
both fields of computer vision and natural language processing.
Therefore, they are extensively applied for the task of question
answering using wide varieties of datasets. This survey aims to
overview some of the latest algorithms and models proposed
in the field, as well as datasets exploited for training and
evaluating the models.

The rest of this survey is organized as follows. Section 2
gives an overview of algorithms applied in the field of question
answering. Section 3 explores some of the datasets being used.
Evaluation metrics are presented in Section 4 and at the end,
Section 5 concludes the survey.

II. ALGORITHMS

Deep learning techniques gained extensive research in the
domain of question answering, either visual or textual. The
following subsections present some of the models utilized in
the field. The models are grouped into three groups based
on the architecture: deep neural networks, dynamic memory
networks and relation networks.

1https://www.quora.com/, last visited: 24.01.2019
2https://stackoverflow.com/, last visited: 24.01.2019
3https://stackexchange.com/, last visited: 24.01.2019



A. Deep Neural Networks

There is a variety of deep neural models proposed in the
field of question answering. The most common architectures
consist of Convolutional Neural Networks (CNNs) and Recur-
rent Neural Networks (RNNs). The first two models described
in this subsection address the problem of Community Question
Answering (CQA), while the third model focuses on Visual
Question Answering (VQA).

The first model, SwissAlps [2], utilizes CNN for computing
similarity between question and its candidate answer. First,
both the question and the answer sequences are processed
by an embedding layer creating matrix representation for the
sentences. Attention matrix is then calculated by computing
pairwise similarity between the word embeddings of these
matrices based on Euclidean distance. The attention matrix
is multiplied by two weight matrices in order to generate
attention features. These features are stacked on top of the
sentence matrix creating three-dimensional array. The purpose
is to give higher weight to the relevant part of the sentences.
Such arrays are fed into a convolutional layer which creates a
feature vector for the sentences by applying a set of convolu-
tional filters. Attention values are generated by summing the
attention matrix column-wise for the question and row-wise
for the answer candidate. These values are used to weight
the feature map matrices obtained by the convolutional layer.
Standard max pooling is applied to the attention weighted
feature map matrices. Finally, the map matrices are fed through
a fully connected layer followed by a softmax regression layer.

The second model, FuRongWang [3], allows using either
CNN or RNN for the processing of question and answer. In
the same way as the previously described model, both question
and answer are represented with a matrix composed of word
embedding vectors. An augmented feature vector is added at
the tail of these matrices. For each word in the question,
the question augmented feature vector has value 1 at the
corresponding position if it is present in the answer and value
0 otherwise. The same holds for the answer augmented feature
vector. Next part of the model is a neural network which
can be convolutional or recurrent. The convolutional network
is represented as a convolutional layer consisted of several
feature maps followed by max pooling. The recurrent network
is represented as a bidirectional LSTM which processes the
sentence in both directions. The output is a vector represen-
tation of the sentences. Another part is an interaction layer
which calculates the relevance between question and answer
by multiplying a weight matrix with the answer feature vector
from right and with the transpose of the question feature vector
from left. Features extracted by the neural networks altogether
with extra features from the interaction layer and augmented
features are concatenated and fed into a fully connected layer.
In the end, softmax function is applied.

The SAN model [4] applies multi-step attention for the
problem of VQA. A convolutional neural network produces
an image feature map for the image regions and another
convolutional network or LSTM encodes the question. The

answer is then generated with an attention mechanism as
described below. The image feature map and the question
vector are combined, and then attention weights are produced
with a softmax function. A weighted sum of region vectors
is calculated based on the attention weights. This sum is then
combined with the question vector forming a vector called
refined query vector, which encodes information about the
question and the relevant part of the image. For complicated
questions that require more complex reasoning, single atten-
tion is not sufficient. Therefore, previously described attention
mechanism is repeated multiple times before inferring the final
answer by a softmax function.

B. Dynamic Memory Networks

Dynamic Memory Network (DMN) [5] is a framework
based on neural networks capable of solving sequence tagging
tasks, classification problems, sequence-to-sequence tasks and
question answering tasks that require transitive reasoning.
The DMN first computes a representation for all inputs and
the question. An input module encodes input sequences into
distributed vector representations. The raw text input is first
transformed into word embedding vectors and is then fed
through recurrent neural network that creates vector represen-
tation. End-of-sentence token is inserted after each sentence.
The final vector representation is composed of the hidden state
at each end-of-sequence token. A question module encodes the
question into a distributed vector representation. Analogous as
in the input module, the question is first converted into word
embedding vectors and then fed into a recurrent network for
creating the representation. Gated Recurrent Unit (GRU) is
used in both input and question module as a recurrent neural
network. The question representation then triggers an iterative
attention process that searches the inputs and retrieves relevant
facts. Given a collection of input representations, an episodic
memory module chooses which parts of the inputs to focus on
through the attention mechanism. It is a two-layer feed forward
network that computes scalar score based on the input vector,
previous memory and question vector. This score is used to
weight the input sequence using a GRU in order to compute
the episode. The episode memory module may pass over the
input multiple times, updating episode memory after each
pass. Each iteration provides the module with newly relevant
information about the input and by the final iteration the
episodic memory should contain all the information required
to answer the question. Finally, an answer module generates
the answer based on the final memory vector of the episodic
memory module and the question itself.

DMN+ [6] is a modification of DMN that proposes mod-
ification of input representation, attention mechanism and
memory update. The first modification is replacing the GRU
in the input module with two different components: sentence
reader (positional encoder adapted from [7]) and input fusion
layer (bi-directional GRU). Beyond text, DMN+ can process
image as input. This visual input module is composed of
three parts: local region feature extraction (extracting features
with convolutional neural network based on VGG-19 [8]),



visual feature embedding (linear layer with tanh activation
that projects the local regional vectors to the textual feature
space used by the question vector) and input fusion layer (bi-
directional GRU). The second modification is updating the
memory in the episodic memory module with Rectified Linear
Unit (ReLU) layer instead of GRU. The last modification is
the attention mechanism. The attention is implemented by
associating a single scalar value called attention gate with
each input fact. Two different mechanisms are proposed:
soft attention, which produces a contextual vector through a
weighted summation of the sorted list of input fact vectors
and corresponding attention gates, and attention based GRU
that is a modification of the standard GRU by incorporating
attention gates.

C. Relation Networks

Relation Network (RN) [9] is a neural network module
with a structure primed for relational reasoning. The main
idea behind this network is the ability to compute relations
without the need to be learned in a way in which recurrent
neural networks learn to capture sequential dependencies and
convolutional neural networks learn spatial dependencies. One
model encompassing RNs is presented in [10]. In the first
step, the image is embedded using a Faster R-CNN embed-
ding method [11] creating a feature map for each region
of interest, while the question is embedded using a GRU.
Next step is applying visual attention to focus on important
image regions. The attention mechanism takes as input the
question embedding and embedded visual regions, and then
weights the visual regions according to their relevance. An
RN module performs pair-wise reasoning on objects. With the
use of previously computed attention weights the most relevant
regions of interest are selected. Then, for each pair of region
embeddings, relational embedding is computed based on the
region embeddings and the question. In the end, final relational
embedding is produced by summing the embeddings for each
pair. A joint embedding is computed with multimodal fusion
by combining the question embedding, the attended image
embedding and the relational embedding. These are combined
using the Hadamard product. The final part of the model is
a classifier that performs multi-label classification to infer the
answer for the question according to the joint embedding.

III. DATASETS

Several datasets have been proposed specifically for the
research on automatic question answering. The following
subsections briefly overview datasets for two different cat-
egories of question answering: textual and visual. Datasets
for textual question answering typically comprise a set of
questions with at least one answer, while datasets for visual
question answering consist of a set of images, questions about
them and their corresponding answers. Sometimes, datasets
include additional information such as text articles, scene
graph annotations, objects, object attributes, object relations
etc.

A. Textual Question Answering

SemEval (International Workshop on Semantic Evaluation)
is an ongoing series of evaluations of computational semantic
analysis systems. SemEval-2017 is the eleventh workshop in
the series. It comprises different tasks for semantic evaluation
including Community Question Answering [12]. This task
is divided into five subtasks each providing different data
for ranking questions, question comments, question external
comments, correct answers, as well as identifying duplicate
questions.

SQuAD (Stanford Question Answering Dataset) [13] is a
dataset consisted of question-answer pairs posed by crowd
workers on Wikipedia articles. The dataset does not provide
a list of answer choices for the question. On the contrary,
the answer must be selected from all possible spans in the
passage. It can be a segment of text, or span, from the corre-
sponding reading passage. The second version of the dataset
[14] introduces unanswerable questions. That is, the first
version is extended with additional unanswerable questions.
An additional challenge, besides determining the answer, when
working with this dataset is determining when the answer is
not available and abstain from answering.

QuAC (Question Answering in Context) [15] is a dataset
comprising QA dialogues between two individuals. The first
individual asks free-form questions, while the second individ-
ual gives an answer for the question. The goal is to predict
text span which answers a question about Wikipedia article.
The question can also be unanswerable.

The bAbI project is organized towards the goal of automatic
text understanding and reasoning. It comprises different tasks
where each task is associated with a specific dataset. The
Simple Questions dataset [16] refers to open-domain question
answering and is based on the Freebase knowledge database.
It consists of a total of 108,442 questions written in natural
language by human English-speaking annotators. The answer
for each question is a fact formatted as tuple (subject, rela-
tionship, object) that also provides a complete explanation.

B. Visual Question Answering

CLEVR (Compositional Language and Elementary Visual
Reasoning) [17] provides a dataset that requires solving com-
plex reasoning problems such as attribute identification, count-
ing, comparison, spatial relationships, and logical operations.
The dataset contains synthetic images generated by randomly
sampling and rendering a scene graph. Scene graph is a kind of
image scene representation in the form of a graph where nodes
represents object and edges connect objects that are spatially
related. CLEVR contains three object shapes: cube, sphere,
and cylinder. They can come in two absolute sizes (i.e. small
and large), two materials (i.e. shiny metal and matte rubber)
and eight colors. The objects are spatially related via four
relationships: left, right, behind and in front. Each question is
associated with a functional program that can be executed on
an image’s scene graph, yielding the answer to the question.

VQA [18] is the most widely used dataset for the task of
VQA. It is divided into two datasets according to the nature of



images: natural or abstract. The set of natural images (VQA-
real) contains images from the MS COCO [19] dataset, while
the set of abstract images (VQA-abstract) contains images with
abstract scenes. The reason for creating the abstract scenes
dataset is to avoid the low-level vision tasks and focus only
on high-level reasoning. Each image has questions with both
ground truth and plausible but likely incorrect answers. The
questions are provided from human annotators. Answers are
typically a word or a short phrase. However, for many of the
questions, a yes or no answer is sufficient.

Visual Genome [20] is a dataset containing real-world
images obtained as intersection of images in MS COCO [19]
and YFCC100M [21]. It aims to connect structured image
concepts to language. For each image, the dataset provides
region descriptions, object instances, attributes, relations, re-
gion graphs, scene graphs and visual question answers. There
are two types QA pairs associated with each image: based
on the entire image (i.e. free-form) and based on specific
image regions (i.e. region-based). Each image has at least one
question of each type: what, where, how, when, who and why.

IV. EVALUATION METRICS

Evaluating the quality of question answering systems is
an important aspect of the problem. Their performance is
measured with different types of evaluation metrics. According
to their nature, the answers can be split into two groups:
short answers composed of only one word and long answers
composed of multiple words. Based on this division, we split
the metrics into two groups: metrics for evaluation of an
information retrieval system and metrics for evaluating auto-
matically generated text. Creating answers from the first group,
short answers, comes down to classification. Such answers
are evaluated with classification and information retrieval
metrics. Answers containing multiple words are evaluated with
evaluation metrics for automatically generated text. Several
evaluation metrics from both groups are described in the
following subsections.

A. Metrics Based on Information Retrieval

The most common way for evaluating a machine learning
model is to use metrics based on information retrieval. These
metrics are applied when the purpose of the system is ranking
answers, ranking similar questions or answers, or when the
answer generation comes down to classification. Example
evaluation metrics include accuracy, precision, recall, F1-
measure, etc [22].

However, simple precision and recall do not apply for
systems that rank the retrieved documents. That is, if we are
comparing the performance of two ranked retrieval systems,
we require a metric that will prefer the one that ranks the
relevant documents higher [23]. One such metric is MAP
(Mean Average Precision). It is calculated as follows. First,
we descend through the ranked list of items and note the
precision only at those points where a relevant document
has been encountered. For a single query, these individual
precision measurements are averaged over the return set up

to some fixed cutoff. The final measure is the mean of such
averages. Another metric assuming that the system retrieves
relevant documents is MRR (Mean Reciprocal Rank). Each
query is scored according to the reciprocal of the rank of the
first correctly retrieved document. The final measure is the
mean of such reciprocal ranks.

B. Metrics Based on Natural Language Generation

The evaluation of computer-generated natural language sen-
tences is an inherently complex task. The most common
way to assess the quality of automatically generated texts is
the subjective evaluation by human experts. However, human
evaluation is not always attainable. Another approach is to use
automatic evaluation metrics. These metrics compute a score
that indicates the similarity between generated and reference
text. They are applied when the purpose of the system is to
generate natural language phrase.

The METEOR [24] automatic evaluation metric is designed
for evaluating machine translation. It is based on the harmonic
mean of unigram precision and recall, where recall is weighted
higher. It scores generated translations by aligning them to
one or more reference translations. Alignments are based on
exact, stem, synonym, and paraphrase match between words
and phrases. BLEU [25] was also designed for automatic
evaluation of machine translation. It measures how close a
candidate sequence is to a reference sequence, i.e. the hits of
n-grams of a candidate sequence to the reference. BLEU can
be calculated with different length of n-grams. BLEU-N is the
score where N is the maximum length of considered n-grams.

ROUGE-L [26] is a recall-oriented metric developed for
evaluation of text summarization. It applies the concept of
Longest Common Subsequence (LCS). The intuition is that
the longer the LCS between two summary sentences is, the
more similar they are. The score is 1 when the two sequences
are equal, and 0 when there is nothing in common between
them.

CIDEr [27] was developed specifically for evaluation of
image descriptions. The goal is to automatically evaluate how
well a candidate sentence matches the consensus of a set of
image descriptions, i.e. how often n-grams in the candidate
sentence are present in the reference sentences. All words in
the sentences (both candidate and references) are first mapped
to their stem or root forms. SPICE [28] is another metric
developed for evaluation of image captions. It measures how
effectively image captions recover objects, attributes and the
relations between them. It is based on the agreement of the
scene-graph tuples of the candidate sentence and all reference
sentences. Scene-graph is a semantic representation that parses
the given sentence to semantic tokens. A set of tuples is
formed by using the elements of the graph and their possible
combinations. The score is defined as the F1-score based on
the agreement between the candidate and reference caption
tuples.



V. CONCLUSION

Automatically generating answer for a given question is
a process in which the computer is supposed to answer a
question in a natural language where the question itself is
also provided in natural language. In accordance with the
type of information the questions refer to, the task can be
classified as Textual Question Answering, Visual Question
Answering, etc. Textual Question Answering is the task of
extracting a text snippet from a passage, which corresponds
to a specific question. A specific type of textual question
answering is Community Question Answering that refers to
online communities. Visual Question Answering is the task
about questions concerning images, either natural or abstract.

Deep learning techniques gained extensive research in the
domain of question answering. There is a variety of deep
neural models proposed in this domain. In this survey, the
models are presented as part of one of the following groups:
classical deep neural networks, dynamic memory networks and
relation networks. Representative models of each group are
considered.

Several datasets have been proposed specifically for the
research on automatic question answering. Datasets for tex-
tual question answering are provided by SemEval, SQuAD,
bAbI, etc. They typically comprise a set of questions with at
least one answer. CLEVR, VQA, Visual Genome and others
provide datasets for visual question answering. These datasets
consist of a set of images, questions about them and their
corresponding answers.

In the end, evaluation metrics utilized in the field are
presented. They come as a part of one of the following
groups: metrics for evaluation of an information retrieval
system (such as accuracy, precision, recall, F1-measure, mean
average precision and mean reciprocal rank) and metrics for
evaluating automatically generated text (such as METEOR,
BLEU, ROUGE-L, CIDEr and SPICE).
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