
Serverless Platforms Performance Evaluation at the 
Network Edge 

Vojdan Kjorveziroski1*[0000-0003-0419-4300], Sonja Filiposka1[0000-0003-0034-2855],  
and Vladimir Trajkovik1[0000-0001-8103-8059] 

1 Faculty of Computer Science and Engineering, 
Ss. Cyril and Methodius University, Rugjer Boshkovikj 16, 1000 Skopje, North Macedonia 
{vojdan.kjorveziroski,sonja.filiposka,trvlado}@finki.ukim.mk 

Abstract. Emerging computer paradigms aim to fulfill the ever-present ideal of 
running as many applications on existing infrastructure, as efficiently as possi-
ble. One such novel concept is serverless computing which abstracts away in-
frastructure management, scaling and deployment from developers, allowing 
them to host function instances with granular responsibilities. However, faced 
with the meteoric growth in the number of IoT devices, the cloud is no longer 
suitable to meet this demand and a shift to edge infrastructures is needed, 
providing reduced latencies. While there are existing serverless platforms, both 
commercial and open-source that can be deployed at the edge, a comprehensive 
performance analysis is needed to determine their advantages and drawbacks, 
define open-issues, and identify areas for improvement. This paper analyses 
three different serverless edge platforms with the help of an existing serverless 
test suite, outlining their architecture, as well as execution performance in both 
sequential and parallel invocation scenarios. Special focus is paid to solutions 
that can be deployed in a standalone fashion, without complex clustering re-
quirements. Results show that while the serial execution performance is compa-
rable among the analyzed platforms, there are noticeable differences in cases of 
concurrent executions. 

Keywords: Serverless computing, Function-as-a-service, Edge computing, Per-
formance comparison. 

1 Introduction 

Recent breakthroughs in both computer hardware and networking have led to a dra-
matic increase in the number of new devices [1], allowing novel use-cases, not possi-
ble before. Many of these devices interact with the nearby environment and other 
equipment within it, either because of an operator’s command or upon an occurrence 
of a given event. To ensure a good user experience, such event-driven communication 
needs low latency [2], a requirement which is challenging to fulfill in the traditional 
cloud-based architectures. As a result, recently, there has been a gradual shift to the 
edge of the network [3], closer to the end devices and their users, thus ensuring seam-
less real-time communication. However, in such scenarios, the question of infrastruc-
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ture management, execution performance, and application deployment arises, as a 
result of the more decentralized architecture. 

A possible solution that would ease the use of such edge-based infrastructure is 
serverless computing [4], with its function-as-a-service semantics [5], allowing devel-
opers to write granular functional elements, which are easier to create, maintain, and 
scale. Cloud-based serverless solutions have existed for a number of years [6] and 
have proven very popular among businesses and developers alike, reducing the time 
to market, and providing a more cost-effective alternative to the more traditional Plat-
form-as-a-Service (PaaS) or even Infrastructure-as-a-Service (IaaS) options of appli-
cation deployment.   

Taking into account that serverless at the edge is still a novel topic, there are al-
ready some open-source and commercial solutions, with a common aim of simplify-
ing the infrastructure management and function deployment processes. However, their 
implementation, developer interfaces, and supported technologies vary significantly, 
and this lack of interoperability and standardized access methods is one of the main 
issues of serverless computing today. One consequence of this diversity is the differ-
ence in performance offered by the various serverless platform implementations, an 
aspect of paramount importance in environments requiring low response times, such 
as at the edge of the network. 

The aim of this paper is to determine the performance characteristics of popular 
serverless platforms at the edge, both commercial and open source, by utilizing an 
existing set of benchmarks dedicated to serverless computing and adapting them to 
the platforms at hand.  

The rest of the paper is structured as follows: in section 2 we outline related work 
to this topic and recent notable efforts of characterizing serverless execution perfor-
mance in different environments, among different platforms. In section 3, we describe 
the employed methodology, the platform selection process, as well as the set of 
benchmarks being used. We then proceed to present the acquired results in section 4, 
analyzing the performance differences between the platforms. We conclude the paper 
with section 5, outlining plans for future work. 

2 Related Work 

With the rise in popularity of serverless computing, there has been an increasing in-
terest from both the academic community, as well as the industry for the development 
of new solutions. These novel platforms tackle different aspects of the associated 
open issues with serverless computing [7], ranging from execution efficiency, to ease 
of use. Many academic implementations also show benchmark results which quanti-
tively compare their improved performance to other popular serverless platforms, 
either at the edge [8], the cloud [9] or in a hybrid hierarchical model [10], depending 
on the targeted execution location of the platform itself.  However, the lack of stand-
ardized tests which would encompass all different aspects of the implementation at 
hand, and would facilitate easier results comparison, has led to the development of 
dedicated benchmark suites.  
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The authors of [11] present FunctionBench, a set of benchmark tools for cloud-
based serverless platforms whose aim is to characterize network, disk, and compute 
performance of the targeted platforms. Similar to this, Das et al. [12] focus on the 
edge counterparts of these public cloud platforms, which can be deployed on private 
infrastructure, thus remotely orchestrating the deployment of new functions. Their 
results show that AWS Greengrass is more efficient in such constrained environments 
compared to Azure IoT hub, another commercial product for serverless computing at 
the edge.  

Gorlatova et al. in [13] aim to bridge this gap, comparing both edge-based and 
cloud-based solutions, confirming that the cold start problem [14], experienced during 
the initial startup of a function after it has been scaled down to zero [15] plays a major 
role in functions’ execution time. Finally, the authors of [16], unlike previous efforts, 
focus solely on open-source solutions, and their performance characteristics.  

While these works offer an important insight into the different available serverless 
implementations, they focus solely on either commercial products or open-source 
ones, without thorough comparison between them. To the best of our knowledge no 
performance analysis focusing on both spectrums is currently available. 

3 Methodology 

Measuring the performance of different execution environments requires standardized 
tests based on common utilities that can be executed across different platforms. For 
this reason, we have decided to reuse the test suite presented in [11], whose code has 
been open-sourced and made publicly available [17]. Nevertheless, the lack of con-
sistent programming interfaces between the different platforms required manual 
changes to the benchmarks, which have been initially developed for cloud-based 
serverless platforms. 

In the subsections that follow we explain in detail the platform selection criteria, 
describe the different tests that have been utilized, and present the infrastructure 
where they have been executed. 

3.1 Platform Selection 

The primary criteria for choosing which platforms to include was the requirement for 
standalone deployment, without the need for multiple worker machines, or clustering 
setups. This led to the omission of many popular open-source solutions, such as 
Openwhisk1 and OpenFaaS2 since they rely on complex container orchestration plat-
forms such as Kubernetes or Docker Swarm. Nonetheless, in our opinion, keeping the 
infrastructure as simple as possible, and deployable in severely constrained environ-
ments is an important aspect of edge architecture design, justifying the strict selection 
criteria.  

 
1 https://openwhisk.apache.org/ [Online] (Accessed: 31.05.2021) 
2 https://www.openfaas.com/ [Online] (Accessed: 31.05.2021) 

https://openwhisk.apache.org/
https://www.openfaas.com/
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We have included FaasD [18], [19], which is a lightweight version of OpenFaaS, 
whose primary purpose is deployment on edge devices with limited resources, thus 
completely fulfilling the above criteria. As a relatively new open-source solution, it is 
being actively developed, and has not been included in any of the previously men-
tioned platform evaluations, a fact that has further contributed to its selection.  

FaasD is not the only scaled-down version of a popular serverless platform. There 
have been efforts to simplify the requirements of OpenWhisk in the past as well, re-
sulting in OpenWhisk-Light [20], but unfortunately it is no longer actively main-
tained, making it an unsuitable choice for inclusion.  

As representatives of the commercial serverless edge solutions, we have selected 
both AWS Greengrass and Azure IoT Hub, based on their popularity, and the fact that 
they have been included in other performance studies as well, allowing us to compare 
the obtained results more easily. Furthermore, the selected benchmark suite has been 
purposefully developed for the cloud counterparts of these products, providing an 
opportunity to reflect on the needed changes to adapt the test functions to the edge. 

 
3.2 Test Types 

Table 1. Test parameters and description 

Test 
Category Test Name Parameters Purpose 

CPU & 
Memory 

Float Operation Random number Common operations 
Matmul Random number (matrix 

size) 
Matrix multiplication 

Chameleon 500x500 (number of col-
umns and rows) 

HTML table rendering 

Image Processing Object storage location Image transformations 
Linpack Random number (matrix 

size) 
Linear equation solver 

PyAES 1000, 100 (length & itera-
tions) 

AES operations 

Model Training Object storage location ML model training 
Video Processing Object storage location Video encoding 

Network 

iperf3 IP address & duration Network throughput 
JSONDumpsLoads URL of JSON file3 JSON manipulations 
Object Download Object storage location Object storage perfor-

mance 

Disk 

Dd 100M, 1 (block size & 
count) 

Dd disk speed 

Random I/O 100, 1024 (file size & byte 
size) 

Python random I/O 

Sequential I/O 100, 1024 (file size & byte 
size) 

Python sequential I/O 

Gzip 50MB (compression size) Gzip compression 
  

 
3 https://data.parliament.scot/api/departments [Online] (Accessed 31.05.2021) 

https://data.parliament.scot/api/departments
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The testing suite that has been adapted to run on the previously selected serverless 
edge platforms consists of 15 different functions, divided into three distinct catego-
ries: CPU, network, and disk benchmarks. Each of these tests requires different input 
parameters which represent the input data that is being worked upon. Considering the 
fact that these benchmarks have been created to test cloud-based platforms, we have 
replaced all cloud services such as object storage with either native features of the 
platform itself, or with other locally hosted alternatives. This allows more relevant 
latency information, where cloud communication can be completely avoided.  

The lack of standardized serverless function formats meant that all 15 benchmarks 
had to be adapted manually to the three different platforms, resulting in 45 total func-
tions. While there are efforts for provider cross-compatibility [10], [21], they are third 
party solutions that are not officially supported, often leading to a reduced feature set.  

Table 1 shows more details about each of the tests, their purpose, as well as any in-
puts. In terms of the input parameters, to ensure equal testing conditions, all function 
instances that require an input number have been invoked with the same random 
number set. The other parameters have been chosen to strike a balance between load 
stressing and execution time, simulating common operations that might be performed 
at the network edge. 

3.3 Execution Environment and Method 

All three platforms have been deployed on x86 based virtual machines, each allocated 
with 2 vCPU cores and 4GB of RAM, simulating resource constrained execution 
devices such as widely available computing boards. Each test has been executed in 
multiple fashions: i) serially, simulating one request at a time; ii) parallelly, simulat-
ing up to 100 requests at a time; iii) serially, but with the function scaled down to 0 
replicas to test the cold-start latency. All tests, across all execution scenarios have 
been executed: 1, 5, 10, 25, 50, 75, and 100 times, thus measuring the total response 
time, instead of simply the execution latency, which does not take into account net-
work latency. This approach allows us to determine the efficiency of the underlying 
communication protocol as well, since it differs among the included platforms. 

In the following section we present the obtained results, as well as any platform 
specific information that might have influenced the outcome. 

4 Results 

The three different platforms vary significantly in their developer interfaces, function 
provisioning, scaling mechanisms, communication protocols, and overall feature set. 
Each of them uses different tooling mechanisms to ease the development of new func-
tions and provides a ready-made set of templates. However, one thing that they all 
have in common is reliance on containerization as a runtime environment for the 
functions. 
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4.1 FaasD 

 
Fig. 1. FaasD execution performance comparison between different modes 

FaasD is a new serverless platform created primarily for deployments at the network 
edge, on resource constrained devices. It is a more lightweight version than 
OpenFaaS, thus supporting the same function format. However, to achieve the desired 
simplicity, some notable features have been omitted, such as automatic scaling of 
function instances to more than a single replica, or automatic scaling to zero. Unfor-
tunately, because of no container orchestration middleware, multiple function instanc-
es are not possible, while manual pausing of idling containers is possible using the 
application programming interface (API). 
 All functions are instantiated from manually built Docker images, and generic 
starter templates for different programming languages are provided. It supports two 
modes of invocation, either synchronous where the user waits until the response is 
returned or asynchronous where the serverless platform can issue a callback whenever 
a function has completed. 

Figure 1 shows the average response time incurred during 100 serial invocations 
with one request at a time of the different tests, using the three invocation methods. 
The cold start latency is measured by synchronously invoking the function through 
the HTTP interface. It is evident that in most of the tests there is a cold start delay, a 
consequence of the paused container which must be resumed. 
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Parallel execution using asynchronous invocation is not possible in FaasD, since 
only one request can be processed at a time in this fashion, by a single container. 
However, this would not be an issue in environments with a container orchestrator, 
since spawning multiple container instances would solve the problem. 

4.2 AWS Greengrass 

Fig. 2. AWS Greengrass execution latency between cold start and serial execution 

AWS Greengrass is an Amazon Web Services product which allows lambda function 
deployment on customer owned edge devices. One of the primary features is the cross 
compatibility with the cloud-based Lambda service, where the same function code 
can be reused. It supports two modes of execution, either native or containerized, with 
options of strictly limiting the execution time, and memory consumption of the func-
tion itself, similar to the cloud counterpart of the service. Support for scaling to zero 
of unused functions as well as dynamically increasing the number of replicas in re-
sponse to user demand is also supported, and transparent to the operator of the device. 
As a result of this, no request level isolation is guaranteed and multiple subsequent 
requests could be executed in the same container, sharing leftover temporary files.  

The primary communication mechanisms with other devices and between Lambda 
functions is by message passing, where either the on-premise Greengrass device can 
be used as a message broker, or the cloud. 

Unlike other serverless platforms, Greengrass does not rely on Docker images as a 
distribution format, instead all Lambdas are packaged as archive files, with a strict 
size limit imposed. This prevented the execution of the Model Training benchmark, 
whose resulting package was simply too large for this platform, explaining its omis-
sion from subsequent figures related to Greengrass. 
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Figure 2 shows a comparison between the regular latency and the cold-start latency 
during 100 invocations of all functions in the test suite. Similarly to FaasD, a cold-
start delay is present, something that has been confirmed by other benchmarks focus-
ing on commercial edge platforms as well [13]. 

4.3 Azure IoT Hub 

Azure IoT Hub is a Microsoft service which supports function deployments to cus-
tomer-owned edge devices as well. Like the other platforms, it relies on containeriza-
tion for function execution, using the native Docker image format. There are no re-
quirements to what interfaces the function must implement to be run in the serverless 
environment, and it is left to the developer to devise the communication mechanisms. 
Of course, message passing is one of the supported communication options, and in a 
similar fashion to Greengrass, the messages can either be routed locally or via the 
cloud. Unfortunately, neither scaling down to zero is supported nor horizontal scaling 
to multiple function instances. As a result of this, any concurrency is left to be imple-
mented by the developers and built into the functions themselves, a popular option 
being the introduction of threading. 
 Cross-compatibility with the cloud counterpart of the serverless service is only 
possible when the functions are developed in the C# programming language, in all 
other instances, they must be packaged as Docker container by the users themselves. 
However, there is an option to run local instances of the Azure blob storage service 
and the relational database service, with the same API as those hosted in the cloud, 
thus removing the need for hosting on-premise alternatives. 

There are no cold-start delays during the function invocation, since scale-down-to-
zero is not supported, and the container instance hosting the function is always left in 
a running state. 

4.4 Performance Comparison 

Even though all selected platforms fulfill the primary goal of hosting serverless 
functions at the network edge, they vastly differ in their implementations. In this sub-
section we compare both their performance, and parallelization limits.  

Synchronous Serial Execution 
Figure 3 shows the serial synchronous execution performance of all platforms, 

across all different tests. In terms of FaasD, the HTTP serial synchronous execution is 
shown. As mentioned previously, results for the Model Training benchmark are ab-
sent for the Greengrass platform, since the resulting function package was too large to 
be deployed. This is a known problem in serverless environments, and one possible 
option is library size optimization through the removal of unused code [22] [23]. The 
results show that Greengrass exhibits the best performance for I/O bound workloads, 
such as the Dd, sequential I/O, random I/O and Gzip compression tests. A noticeable 
performance difference is seen in the model training and the float operation bench-
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marks, with the best performing platform being 25.76 and 80 per cent faster, respec-
tively, than IoT Hub. All other tests show comparable levels of performance, with 
Greengrass being the fastest option in 12 test instances, and FaasD in 3, out of 15. 

Fig. 3. Serial execution performance comparison, one request at a time 

Parallel Execution 
Comparing the parallel execution response time among the different platforms is 

challenging, because of the different levels of support for function parallelism. Both 
FaasD and Azure IoT Hub do not natively support automatic function scaling, a fea-
ture that is present in Greengrass. Furthermore, since all FaasD functions were im-
plemented using the official Python template which includes a web server, the number 
of parallel requests that can be processed depends on the number of worker threads 
that have been spawned. If this value is left to its default settings, it is calculated 
based on the number of CPU cores that are available on the machine. Finally, in the 
case with IoT Hub, the developers have full control over any parallelization aspects. 
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Fig. 4. Parallel execution performance comparison with varying degree of concurrency 

 
Figure 4 shows the parallel execution performance of 14 out of the 15 total tests 

across all environments, where the maximum response time in seconds is given for 1, 
5, 10, 25, 50, 75, and 100 parallel invocations. The iPerf3 test is omitted since it is not 
relevant in this case – iPerf3 supports only a single concurrent connection on a given 
port and conducting multiple tests at the same time would have required spawning of  
numerous parallel iPerf3 instances on the target machine. It is evident that a noticea-
ble difference exists between the execution latencies of the platforms, and as ex-
pected, this is as a result of the varying levels of concurrency supported by each of 
them, as discussed in the previous subsections. The I/O advantage of Greengrass is 
also noticeable during parallel execution as well, while the limited parallelism of 
FaasD and IoT Hub 4 allow them to finish all tasks in a reliable manner, albeit, in 
some cases, slower. At the end, the concurrency level of each task should be tweaked 
as per its resource requirements, to mitigate situations which would lead to premature 
resource exhaustion, as is the case with the image processing benchmark for both 
Greengrass and IoT Hub with 100 concurrent workers, where 50 and 25 parallel exe-
cutions, respectively, were not feasible. Total response time should be considered as 
well during such tweaking, which would prevent drastic latency increase during 
heavy I/O tasks, as is the case with IoT Hub and the Random I/O test. 
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With the aim of further investigating the maximum number of concurrent tasks ex-
ecuted by each platform, we have plotted the response times using histograms, as 
shown in figure 5. To normalize the different results among the different platforms, 
each response time during a parallel execution has been divided by the average re-
sponse time during the serial, sequential, execution of the task, and the bin size has 
been set to the ratio between the average execution time during a parallel execution 
and the average execution time during a serial, sequential, execution. This ratio can 
also be seen as a slowdown coefficient between the parallel and sequential executions 
due to the higher concurrency. It is worth noting that the average response time takes 
into account any incurred communication latency, while the execution time relates 
only to the time taken to complete the task once it has been invoked, ignoring any 
communication delays.  

Fig. 5. Number of concurrent worker processes during parallel execution 

By utilizing the previously described approach, we have confirmed that the FaasD 
function execution environments within the containers have defaulted to 4 worker 
instances when invoked parallelly using the synchronous HTTP interface, and that 
FaasD async execution supports only a single concurrent request per container in-
stance. As a result of this, and exploiting the greater control that IoT Hub offers in 
terms of parallelism, we have decided to execute all tests on this platform using two 
levels of concurrency – 100 and 4. In this way, results that relate to the higher concur-
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rency rating can be compared to Greengrass, and those with concurrency of 4 to 
FaasD. Unfortunately, some tests led to premature resource exhaustion on the test 
machines and could not be completed with all concurrency targets, explaining their 
omission in figure 4, further validating the point in terms of careful resource alloca-
tion, discussed earlier. These results have been used to show that, indeed, the manual 
concurrent implementation of the functions in Azure IoT Hub, using a maximum of 
100 parallel workers, has met the desired concurrency level, as per the histogram 
shown in the bottom right corner in figure 5, analyzing the concurrency rating of the 
video processing test with 75 parallel requests issued. 

5 Conclusion and Future Work 

Using a set of existing benchmarks for cloud-based serverless solutions, and through 
their adaptation for edge-based platforms, we have compared the execution perfor-
mance and response times of three different serverless products that can be deployed 
at the network edge. By including both open-source and commercial software, we 
have bridged the gap of other similar contributions, where the focus has been given 
exclusively to either option. In total, 15 different tests have been adapted, divided into 
three distinct categories, and each of these tests has been invoked in multiple scenari-
os, simulating both parallel and sequential task execution.  

The results show that there is a comparable difference between the platforms when 
it comes to sequential, one at a time execution of functions, but a widening gap in 
terms of parallel execution. The main reasons for this are the varying levels of concur-
rency that each platform offers, with some choosing to abstract all scaling away from 
the developers, such as AWS Greengrass, while others catering only to the function 
deployment, and leaving concurrency to the implementation of the function itself, for 
example IoT Hub and to some extent FaasD. This varying rate of concurrency also 
impacts the execution performance and reliability, since all scaling must be done in 
respect to the available system resources, eliminating situations where tasks fail due 
to lack of disk space or memory. 

When it comes to overall performance, AWS Greengrass shows a noticeable ad-
vantage in I/O related benchmarks, both in terms of serial and parallel execution, 
while FaasD offers more diverse execution options than the alternatives, supporting 
different communication protocols, and invocation strategies. The advantages of 
FaasD also extend to its observability, and integration options with other popular 
monitoring tools, instead of relying on similar options from commercial vendors. 
Finally, IoT Hub offers a more hands-on approach where the developer is responsible 
for the concurrency of the functions being executed. 

Through the analysis of the test results, we have further confirmed some of the ex-
isting open issues in serverless architectures, such as the cold-start delay, non-
standardized APIs [7] , and function size ballooning due to many dependencies [14], 
[15]. It is worth noting that serverless computing is still an area under active research 
and it is expected to further grow in the coming years, as solutions to the open prob-
lems are found [24]. 
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In the future, we plan to extend our research of serverless platforms’ performance 
with the inclusion of additional solutions that use alternative execution environments 
and do not focus on containers, thus helping to eliminate some of the issues related to 
containerization, such as the cold-start latency, overlay file system performance, and 
platform cross-compatibility. 
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