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Preface 

 
 

Macedonian Society on Information and Communication Technologies (ICT-ACT) 
organizes the ICT Innovations conferences since 2009, which is one of its primary 
activities. In such a way ICT-ACT realizes its mission to support and promote 
scientific research in the field of informatics and information and communication 
technologies, as well as their application for building information society.  

The fourth ICT Innovations conference "Secure and Intelligent Systems" was held 
in Ohrid, Republic of Macedonia, on September 12 – 15, 2012. Around hundred 
presentations and twenty posters were given at the conference from more than 200 
authors and coauthors, at the fields of Human Computer Interaction and Artificial 
Intelligence, Mobile Technologies, Software Engineering, Parallel Processing and 
High Performance Computing, Computer Networks, Cloud Computing, and 
Theoretical Computer Science. During the conference five special sessions were 
organized: 

• Quasigroups in Cryptology and Coding Theory 
• Bioinformatics  
• Multimedia and Presentation of Cultural Heritage 
• ICT in Education and E-Learning Platforms  
• Improving Quality of Life through Biosignal Processing  

as well as two workshops: 

• iKnow - Knowledge Management for e-Services in University Management 
• German-Macedonian Initiative on Advanced Audio and Speech Signal 

Processing (GMI-ASP) 

There were submitted more than 160 papers of authors from 24 countries.  37 
papers were selected to be published in the Springer Verlag printed edition in 
Communication in Computer and Information Science via extensive reviewing 
process. This edition of web proceedings contains 53 regular papers and 13 posters 
presented on the conference. The selection of papers was realized by a program 
committee of 82 members, 40 of which from the Republic of Macedonia, and the 
others from 18 countries worldwide. The quality of the conference is based on the 
hard work done by the reviewers. 

 
Ohrid,  
September 2012 
 
Conference chairman 
Smile Markovski  
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Optimal Resource Scaling for HPC in Windows
Azure

Sasko Ristov, Marjan Gusev, Selvir Osmanovic, and Kujtim Rahmani

Ss. Cyril and Methodious University, Faculty of Information Sciences and Computer
Engineering,

Rugjer Boshkovikj 16, 1000 Skoipje, Macedonia
sashko.ristov@finki.ukim.mk, marjan.gushev@finki.ukim.mk,

selvir sk@hotmail.com, kujtim.rahmani@gmail.com

Abstract. Microsoft Windows Azure Cloud offers scalable resources to
its customers. The price for renting the resources is linear, i.e. the cus-
tomer pays exactly double price for double resources. However, not al-
ways all offered resources of virtual machine instances are most suit-
able for the customers. Some problems are memory demanding, others
are compute intensive or even cache intensive. The same amount of re-
sources offered by the cloud can be rented and utilized differently to
speedup the computation. One way is to use techniques for paralleliza-
tion on instances with more resources. Other way is to spread the job
among several instances of virtual machine with less resources. In this
paper we analyze which is the best way to scale the resources to speedup
the calculations and obtain best performance for the same amount of
money needed to rent those resources in the cloud.

Keywords: Cloud Computing, HPC, Matrix Multiplication

1 Introduction

Cloud computing makes the virtualization and grid computing commercially
available. It offers infinite available computing resources (processing power or
storage capacity) organized in different virtual machine (VM) instances. Cus-
tomers can rent as many VMs and use them as long as they need. Scientists can
collaborate with each other sharing the data in the cloud [1].

Standard types of instances that are currently offered on the market have
linear price / performance ratio. Scaling the resources (CPU, RAM memory)
with factor x scales the price with the same factor x. More details about current
offers for renting VMs can be found in [9, 3, 2].

However, all problems do not scale well and evenly. Fixed-size speedup (Am-
dahl’s law) bounds speedup to the amount dependent of sequential fraction of the
algorithm; the fixed-time speedup is less than scaled speedup bounded to the lin-
ear speedup [7]. Also, the performance for particular algorithm does not depend
only on CPU and RAM memory. There are a lot of other parameters that impact
the performance such as I/O, storage capacity, CPU cache architecture, commu-
nication latency runtime environment, platform environment etc. The authors in
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[8] discovered several pitfalls resulting in waste of active virtual machines idling.
They examine several pitfalls in Windows Azure Cloud during several days of
performing the experiments: Instance physical failure, Storage exception, Sys-
tem update. Windows Azure does not work well for tightly-coupled applications
[11]. The cloud virtualization generates less cache misses for cache intensive al-
gorithms and thus better performance in both single-tenant and multi-tenant
resource allocation for certain workload [5]. Virtualization performance is even
better than traditional host for distributed memory, but it provides huge per-
formance drawback in shared memory [4].

The authors in [6] show that dense matrix multiplication algorithm (MMA)
runs better on Windows operating system with its C# and threading runtime
environment than Linux operating system with OpenMP for parallelization that
are hosted in Windows Azure. In this paper we continue the research to analyze
the best resource orchestration among the VM instances on the better Windows
platform hosted also on Windows Azure. Since the prices of standard VMs grows
linearly as resource growth, we determine how to achieve maximum performance
for the same price executing dense MMA. We analyze both sequential execution
on one core and parallel on maximum 8 cores.

The rest of the paper is organized as follows: Section 2 presents used testing
methodology and different hardware environments in Azure Cloud. Section 3
shows the results of the experiments realized to find the performance of the
parallelization on particular infrastructure. The final Section 4 is devoted to
conclusion and future work.

2 Testing Methodology

This section describes the testing methodology based on 4 different infrastruc-
tures with same platform.

2.1 Testing Algorithm

Dense MMA is used as test data. For simplification, we multiply square matrices
of same sizes CN ·N = AN ·N · BN ·N . Each element cij of matrix C is calculated

as cij =
∑N−1

k=0 aik ∗ bkj where aik, bkj are correspondingly elements of matrices
A, B, for all i, j, k = 0, . . . , N − 1.

Matrix elements are stored as double precision numbers with 8 bytes each.
One thread multiplies the whole matrices AN ·N and BN ·N for sequential test
cases. For parallel test cases each thread multiplies row matrix AN ·N/c and the
whole matrix BN ·N where c = 2, 4, 8 denotes the total number of parallel threads.

2.2 Testing Environments

Testing environment is hosted in Windows Azure. The authors in [10] presents
Windows Azure Platform, its components and architecture in details. We use
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the same platform environment in each test case with different resource alloca-
tion. Windows 2008 Server is used as operating system in each VM instances.
Runtime environment consists of C# with .NET framework 4 and threads for
parallelization.

The same hardware resources are organized in different Windows Azure VMs:

– 1 x Extra Large VM with total 8 CPU cores;
– 2 x Large VM with total 4 CPU cores per VM;
– 4 x Medium VM with total 2 CPU cores per VM;
– 8 x Small VM with total 1 CPU core per VM.

AMD Opteron 4171 HE processor(s) is used in each VM. It has 6 cores, but
maximum 4 of 6 cores are dedicated per VM instance. Each core possesses 64
KB L1 data and instruction caches dedicated per core, 512KB L2 dedicated per
core. L3 cache with total 5 MB is shared per chip.

2.3 Test Cases

We realize the experiments in each test case varying matrix size to analyze per-
formance behavior upon different VM resources and variable cache requirements.

Test Case 1: 1 VM with 1 process with 8 (max) threads per process on total 8
cores. In this test case one Windows Azure Extra Large VM is activated allocated
with 8 cores as depicted in Figure 1 a). One process in VM executes matrix
multiplication with 8 parallel threads. Each thread runs on one core multiplying
a row block of matrix AN ·N/8 and the whole matrix BN ·N .

Fig. 1. Test Cases 1 (a) and 2 (b)

Test Case 2: 2 concurrent VMs with 1 process per VM with 4 threads per
process on total 8 cores. Two concurrent Windows Azure Large VMs are acti-
vated allocated with 4 cores per VM as depicted in Figure 1 b). One process
in each VM executes matrix multiplication concurrently with 4 parallel threads
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per process (VM). Each process (in separate VM) multiplies the half of matrix
AN ·N divided horizontally, i.e. a row matrix AN ·N/2 and matrix BN ·N . Each
thread multiplies a quarter of half matrix A, i.e. AN ·N/8 and matrix BN ·N .

Test Case 3: 4 concurrent VMs with 1 process per VM with 2 threads per
process on total 8 cores. In this test case four concurrent Windows Azure Medium
VMs are activated allocated with 2 cores per VM as depicted in Figure 2 a). One
process in each VM executes matrix multiplication concurrently with 2 parallel
threads per process (VM). Each process (in separate VM) multiplies the quarter
of matrix AN ·N/4 divided horizontally and matrix BN ·N . Each thread multiplies
a half of quarter of matrix A, i.e. AN ·N/8 and matrix BN ·N .

Fig. 2. Test Cases 3 (a) and 4 (b)

Test Case 4: 8 concurrent VMs with 1 process per VM with 1 thread per
process on total 8 cores. In this test case eight concurrent Windows Azure Small
VMs are activated allocated with 1 core per VM as depicted in Figure 2 b). One
process in each VM executes matrix multiplication concurrently with 2 parallel
threads per process (VM). Each process (in separate VM) multiplies the quarter
of matrix AN ·N/4 divided horizontally and matrix BN ·N . Each thread multiplies
a half of quarter of matrix AN ·N/4, i.e. AN ·N/8 and matrix BN ·N .

Test Cases 5-8: sequential execution on only one core. Test cases 5-8 execute
matrix multiplication sequentially on the testing environments as test cases 1-4
correspondingly. Only one core is used in each of these test cases and all other
seven cores are unused and free. The process runs on one core multiplying the
whole matrix AN ·N with the whole matrix BN ·N .

2.4 Test Data

Speed V is measured for each test case as defined in (1). Average execution time
of all processes per test case is measured to compare the speed of different test
cases.
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V = 2 ·N3/AverageExecutionT ime (1)

2.5 Tests Goal

The test experiments has the goal to determine which hardware resource alloca-
tion among tenants and threads provides best performance for HPC application
in Windows Azure.

Different sets of experiments are performed by varying the matrix size chang-
ing the processor workload and cache occupancy in the MMA.

3 The Results of the Experiments

This section presents the results of the experiments that run test cases. We
measure the average speed for each test case and analyze their dependencies of
different hardware resource allocation, that is, we compare the results of test
cases 1 and 5, 2 and 6, 3 and 7, and 4 and 8.

Figure 3 depicts the speed of test cases 1 and 5 for different matrix size N .
We determine two main regions with different performance. For N < 572 (L3

region) the whole matrices can be placed in L3 cache and performance are much
better than for N > 572 (L4 region) where L3 cache misses are generated.

Fig. 3. Speed for test cases 1 and 5
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Figure 4 depicts the speed of test cases 2 and 6 for different matrix size N .
The same regions with different performance are found also.

Fig. 4. Speed for test cases 2 and 6

Figure 5 depicts the speed of cases 3 and 7 for different matrix size N .
As depicted, there is a huge performance discrepancy in L3 region among the
processes and the average speed.

Figure 6 depicts the speed of test cases 4 and 8 for different matrix size N .
We also found a performance discrepancy but more emphasized in L1 and L2

regions which are dedicated per process and thread in test case 4 since each
process has only one thread, each VM has only 1 core and L1 and L2 caches are
dedicated per that core.

4 Conclusion and Future Work

Dense MMA is compute intensive, memory demanding and cache intensive scaled
and granular algorithm. Therefore it is optimal algorithm for high performance
computing. In this paper we analyze the performance of MMA in Windows
Azure Cloud using single-tenant and multi-tenant environments with single-
threading and multi-threading hosted on the same hardware resources but dif-
ferently spreaded among virtual machines.

The results of the experiments for sequential execution are as expected. Extra
Large VM achieves maximum speed in front of Large, Medium and Small in L2

region. MMA algorithm achieves maximum speed when executed parallel on 8
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Fig. 5. Speed for test cases 3 and 7

Fig. 6. Speed for test cases 4 and 8

x Small instances, in front of 4 x Medium, 2 x Large, and 1 x Extra Large in L2
and L3 regions, and almost all observed L4 region.

We will continue with research on other hardware architectures and different
clouds since MMA depends on CPU and cache memory.
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Abstract. Putting his Majesty computer into schools made tectonic shift of the 
central pillar in every classroom - the teacher. The threat became bigger with 
the use of social networks like Facebook and Twitter by the students, as a result 
of that these sites became forbidden in the schools. 

But when the students are already there, available in any time and place, 
why can't we try to direct these users for the benefits of innovative learning and 
to improve their motivation? 

The following text will try to investigate the possible answers of this ques-
tion concerning the benefits from using Facebook and twitter in education as a 
media for communication between students and teacher. 

After reviewing the subject of research from the aspect of planned distance 
education or distance learning which will continue and after the end of the 
school year, desired data will be obtained. Using the WebQuest method will 
provide approach to learning from the source of the information distant from 
the students. Qualitative and quantitative indicators will be presented by the 
measurement of the achievements and by the students and teacher attitudes. 

Keywords: social networks, Facebook, twitter, WebQuest method. 

1 Introduction 

Putting his Majesty computer into schools made tectonic shift of the central pillar in 
every classroom - the teacher. The threat became bigger with the use of social net-
works like Facebook and Twitter by the students, as a result of that these sites became 
forbidden in the schools. 

But when the students are already there, available in any time and place, why can't 
we try to direct these users for the benefits of innovative learning and to improve their 
motivation?  
We can try to do the opposite - Threats to translate into Opportunities. Than we can 
seek benefits from using social networks: Facebook and Twitter, in and out of the 
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classrooms as a media for communication between students and teacher. The course 
will use the WebQuest method and available Open Educational Resources (OER).  

1.1 Facebook 

Facebook is the world’s largest social network, with more than 900 million users as 
of May 2012, most of them using the mobile devices. This web service is free to join 
and open to anyone over 13. It provides a place for social connection via the sharing 
of photos, videos and text updates. Users create personal profiles and establish rela-
tionships with other people and companies. 

1.2 Twitter 

Twitter is an online social networking service and microblogging service that enables 
its users to send and read text-based messages of up to 140 characters, known as 
"tweets". 

It was created in March 2006 by Jack Dorsey and launched that July. The service 
rapidly gained worldwide popularity, with over 500 million active users as of 2012, 
generating over 340 million tweets daily and handling over 1.6 billion search queries 
per day. Since its launch, Twitter has become one of the top 10 most visited websites 
on the Internet, and has been described as "the SMS of the Internet." Unregistered 
users can read tweets, while registered users can post tweets through the website in-
terface, SMS, or a range of apps for mobile devices. 

1.3 Web Quest .  

A WebQuest is an inquiry-oriented lesson format in which most or all the information 
that learners work with comes from the web. The model was developed by Bernie 
Dodge at San Diego State University in February, 1995. WebQuests can be created 
using various programs, including a simple word processing document that includes 
links to websites. A WebQuest is distinguished from other Internet-based research by 
three characteristics. First, it is classroom-based. Second, it emphasizes higher-order 
thinking (such as analysis, creativity, or criticism) rather than just acquiring infor-
mation. And third, the teacher preselects the sources, emphasizing information use 
rather than information gathering. Finally, most WebQuests are group work with the 
task frequently being split into roles. 

A WebQuest has 6 essential parts: introduction, task, process, resources, evalua-
tion, and conclusion.  

1. The introduction provides background information and gives meaning to the exer-
cise. The introduction should have a motivational component to excite the students. 

2. The task is the formal description of what the students will produce in the 
WebQuest. The task should be beautiful, meaningful, and fun. Creating the task is 
the most difficult and creative part of developing a WebQuest. 
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3. The process is consisted of precisely defined steps the students should take to ac-
complish the task. It is frequently profitable to reinforce the written process with 
some demonstrations. 

4. The resources the students should use. Providing these helps focus the exercise on 
processing information rather than just locating it. Though the instructor may 
search for the online resources as a separate step, it is good to incorporate them as 
links within the process section where they will be needed rather than just includ-
ing them as a long list elsewhere. Having off-line resources like visiting lecturers 
and sculptures can contribute greatly to the interest of the students. 

5. The evaluation is the way in which the students' performance will be evaluated. 
The standards should be fair, clear, consistent, and specific to the tasks set. 

6. The conclusion part should be used for reflection and discussion of possible exten-
sions. 

1.4 Open educational resources 

Emphasizing that the term Open Educational Resources (OER) was coined at 
UNESCO’s 2002 Forum on  Open Courseware and  designates “teaching, learning 
and research materials in any medium, digital or otherwise, that reside in the public 
domain or have been released under an open license that permits no-cost access, use, 
adaptation and redistribution by others with no or limited restrictions. Open licensing 
is built within the existing framework of intellectual property rights as defined by 
relevant international conventions and respects the authorship of the work”. Users of 
Open Educational Resources have free (no-cost) access to the materials and free (no-
cost) permission to engage in the “4R” activities when using them, including: 

Revise: adapt and improve the Open Educational Resources so it better meets your 
needs; 

Reuse: use the original or your new version of the Open Educational Resource in a 
wide range of contexts; 

Remix: combine or “mashup” the Open Educational Resource with other OER to 
produce new materials; 

Redistribute: make copies and share the original Open Educational Resource or 
your new version with others. 

2 Research   

2.1 Goal of the research 

In the course of this research wе tried to investigate are the students more motivated 
to learn through the use of social networks in and out of the classroom.  

Hereby, the suitability shall be examined through the following research questions: 

1. Does the communication between teacher and students, using the social networks, 
increase the students’ motivation for learning?  
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2. Does the use of the WebQuest method during the above mentioned communication 
additionally increase the students’ motivation to be proactive and implement 
hands-on experience?  

3. Does the communication between teacher and students, using the social networks 
motivate the students to use actively open educational resources?  

2.2 Description, participants, methods 

In this digital world, opportunities for education are available like never before. 
Though teachers using online tools are empowering students to take part in their edu-
cation, they may also expose them to inappropriate material, sexual predators, and 
bullying and harassment by peers. 

Teachers who are not careful with their use of the sites can fall into inappropriate 
relationships with students or publicize photos and information they believed were 
kept private. For these reasons, critics are calling for regulation and for removing 
social networking from classrooms – despite the positive affects they have on students 
and the essential tools they provide for education in today's digital climate. The posi-
tive effects of social networking sites in education are profound and the students who 
are already engaging in social networking could benefit from incorporating it into 
curriculum. Through utilizing teaching techniques that incorporate social media, 
teachers should be able to increase students' engagement in their education, increase 
technological proficiency, contribute to a greater sense of collaboration in the class-
room, and build better communication skills. 

Having in mind that according to the State Statistical Office, 82.0% of the Internet 
users, from which the majority are the students, used the Internet for the social net-
working purpose, Facebook and Tweeter mostly, it is important to explore the possi-
ble benefits that such communication can offer to the modern education.  

Use of social networks starts in the classroom, by giving modified WebQuest as-
signment with specific tasks, links to the relevant resources and clearly defined pro-
cess. Using the social networks, the communication between the teacher throughout 
and the students does not end when school year ends, on the contrary, it becomes a 
form of a distant learning.   

Students from three different classes and three different schools (two urban and 
one rural school) participated in the research: fourth, fifth and sixth grade students 
(age nine to eleven). Besides the student, their parents and teachers were also included 
in the research activities. Three different subjects were identified to be used during 
the research: mother tongue, mathematics and IT. The students and their teacher used 
their Facebook and Tweeter profiles for communication. 

Prior to this research, all parents were informed about the use of Facebook and 
Tweeter for communication and they all signed that they approve their children to be 
part of  this activity. 

The task for the mother tongue assignment was presented as authentic situation 
when the school library is closed and the students are not able to borrow the necessary 
books for reading during the summer period. The teacher using the modified 
WebQuest method gave the assignment to students. The suggested resources varied 
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from printed to e-books, videos and multimedia. The students were given the oppor-
tunity to choose the way of the presentation of the completed tasks. During the whole 
process, the teacher and the students communicated using Facebook and Tweeter.  

Math assignment was presented to the students as WebQuest authentic situation in 
which the students prepare themselves for the regional geometry completion using 
geometry application. The teacher used her Facebook profile to give geometry tasks 
and problems to her students and the students used their profiles to post the solutions 
on their walls.  

For the purpose of IT assignment, each day the standardized tests were given to the 
students using Facebook. 

The students and their parents were given questionnaires to provide feedback on 
the methods used for the purpose of this research. The group interview with the stu-
dents and their parents was also valuable resource of information. The analytical de-
scriptive method was used and qualitative and quantitative indicators presented by the 
measurement of the achievements and by the students, parents and teacher responses. 

3 Results and data analysis 

On the basis of the analysis the Оpinions of the respondents covered with the surveys 
and interviews it was determined that: 

According to the computer usage, 18% of the students reported that they use com-
puter at school only, while the remaining 82 % use the computer at school and at 
home. In regards the use of social networks, 10% of students (and these are the 
youngest ones) do not have Facebook or Tweeter profile. 40% of the students have 
their Facebook profiles opened by their parents, 30% opened their profiles by them-
selves but with the approval from their parents, and 20% opened their profiles by 
themselves without approval from their parents. 70% of the students uses Facebook 
more than a year, 20% uses few months, and (as mentioned before) do not use Face-
book. 18% of the students use Tweeter in the last few months and 72% do not use it at 
all. 

 
About the effect of the communication between teacher and students, using the so-

cial networks, increase the students’ motivation for learning 
 
80% of the students stated that they communicated regularly with their teacher dur-

ing the assignment, and 20% communicated from time to time. 80% of the students 
communicated with their classmates using Facebook, but using other communication 
tools (as phones etc.), and 20% used only Facebook. The students answered that the 
teacher’s responses were in a timely manner and 18% waited for the response. 90% 
consider that the teacher provided valuable information and 88% confirmed that the 
communication with the teacher helped them to complete the given task. 85 % of the 
students consider that collaboration between them and the teacher enforces the learn-
ing. 80% would like to have other subjects be organized in a similar way. 
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The parents responded that they are very satisfied with such communication be-
tween their children and the teacher and that they would like the communication to 
continue during the summer break, because it is a good motivation for the students to 
have their responsibilities always on their minds. 

All students responded that they would like to have the similar approach in learn-
ing in other subjects too. Students and their parents are very satisfied with the used 
method of learning and communication and they would like teacher to continue such 
communication with the students in the future.  

The students’ and parents’ responses lead to the conclusion that: The communica-
tion between the teacher and the students using social networks increases the stu-
dents’ motivation for studying, which was expected. But wanting to go in depth, it 
was very important to find out the additional elements that increases the motivation 
during the teacher – student communication. 

 
About the effect of the WebQuest method during the mentioned communication and 

the increased students’ motivation to be proactive and implement hands-on experi-
ences tasks. 

 
The use of WebQuest method significantly draws the students’ attention. It allows 

them to solve real life problems using Internet based educational resources. Besides 
the dilemma which way is the best to motivate students to do the reading during the 
summer period, part of the research was focused on comparing the traditional printed 
readings vs. digital editions found on Internet. It is known fact that the students con-
sider the readings bored, so it was important to find creative and motivating tactic to 
encourage them to learn during spending time in front of the computer.  

The given WebQuests motivated the students to spend their spare time and search-
ing through the given resources to increase their knowledge. The students feel that the 
offered method of individual research provides more permanent knowledge which is 
not the case when they have to memorize the facts only. Student activities are very 
organized by the WebQuest and they can stay focused on using information rather 
than finding it. It extends students' thinking to the higher levels of Bloom's Taxono-
my; analysis, synthesis, and evaluation and support critical thinking and problem 
solving through authentic assessment, cooperative learning, scaffolding, and technol-
ogy integration. But also it encourages independent thinking and to motivate students. 
Differentiate instruction by providing multiple final product choices and multiple 
resource websites. Multiple websites as reading content allow students to use the re-
source that works best for their level of understanding. It helps the students to bridge 
the gap between school and "real world" experiences and encourages students to be-
come connected and involved learners. 

The received feedback from students allows us to conclude that: The use of the 
WebQuest method during the teacher – student communication increases students’ 
motivation to be proactive and implement hands-on experiences tasks. 

 
The communication between teacher and students, using the social networks moti-

vate the students to use actively open educational resources. 
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The answers to the question regarding the previous experience in the use of the In-

ternet based resources leads to the fact that majority of the students (90%) use Internet 
as a resource for their homework or project based activities within the last year or 
less. 

76% of the students consider that the web based resources such as e-books and/or 
videos helped them better to understand the given tasks and complete them success-
fully, while 11% consider that the Internet has no influence in completing the assign-
ments.   

84% of the students that the Internet resources are appropriate to their age and un-
derstanding and 64% were motivated to look for additional Internet and digital re-
sources.  

The parents pointed that they like the idea to use the Internet educational resources 
very much and that they will be very happy if the quality as well as the quantity of the 
offered educational resources increase and is available for all subjects. 

Having in mind the results received from the questionnaire, but from the group in-
terview with the students and their parents it is fair to say that the communication 
through the social networks motivates the students to actively use open educational 
resources. 

4 Conclusion 

Nobody would dispute that the risks of children using social media are real and not to 
be taken lightly. But there are also dangers offline. The teachers and parents who 
embrace social media say the best way to keep kids safe, online or offline, is to teach 
them. The educational benefits of social media far outweigh the risks, and they worry 
that schools are missing out on an opportunity to incorporate learning tools the stu-
dents already know how to use. 

Traditional education tactics often involve teacher-given lectures, students with 
their eyes on their own papers, and not talking to your neighbor. However, social 
media as a teaching tool has a natural collaborative element. Students critique and 
comment on each other’s assignments, work in teams to create content, and can easily 
access each other and the teacher with questions or to start a discussion. 

Social networking could be a useful tool and the educational system should allow 
the use of these sites because students benefit from it in many ways. They can build 
skills that they may need once they finished their education. Overall, the social net-
working has great benefits, but is very important that the teacher implements its use 
properly and that it contains educational value. 
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Abstract. According to the new definition of the learning components in the 
advanced adaptive learning in comparison with the basic adaptive learning, the 
process of learning is different and closely related to the human learner. In 
order to demonstrate the key improvements, we present the developed model 
reflecting the dyslexia state of a human and its behavior in the adaptive learning 
environment. Although not all dyslexia symptoms are covered, the model helps 
understanding the purpose of these learning environments for subjects with 
learning disabilities. 

Keywords: basic adaptive learning - BAL, partial learning – PL, blank concept 
– BC, advanced adaptive learning – AAL, adaptive learning environment – 
ALE, adapted learning environment – IALE, learning mechanism – LM, in 
concept – IC, test set - TS 

1   Introduction 

After the development of several strategies for testing and instntiation using simulated 
learner models [7], we entered the phase where we can simulate a human learner on a 
way different than the one made in the basic adaptive learning conditions. During our 
previous research stages, we mostly used artificial learners typical for the machine 
learning methods [8] in order to prove the justification of the instantiation process. 
However those learners, although still suitable for experimenting within the advanced 
adaptive learning [2], can not show the improvements the partial learning brings over 
the traditional adaptive learning interpretation. This is the reason of the need for 
simulating different learner models closely related to the human behavior. 

The first choice for a learner model was the one with the dyslexia syndrome and 
although we do not treat all of the symptoms, the simulation strives to show the 
potential usage and benefits of the advanced adaptive learning methods. Its success 
will be a huge step for our further research with other human related learner models 
which is a small part of our motivation for more efficient overall learning. 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 25

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



2   Key Facts About Dyslexia 

Dyslexia [4], [5] is a syndrome of learning disability in the part of the information 
processing. The most frequent case of dyslexia is the visual processing impairment, 
especially affecting the reading, writing and calculating skills of an individual. 
Difficulties in reading, initially alter the learning process of a human, since textual 
expressions are very hard to recognize properly and thus their processing could result 
in totally wrong reasoning or conclusion. 

Our analysis of the characteristics of dyslexia and effects it has on a learner, 
resulted in focusing only on the cases of acquiring information from textual 
expressions. The reason for this is the Awareness system [1] itself, since it is based on 
our research of the adaptive learning, so far using only string data types. In future 
research we expect this to change and to cover wider range of dyslexia effects with 
different input types layered in different stages of information processing cycle [14]. 

We derived two main questions to answer in order to successfully proceed with the 
development of a learner model with dyslexia: 

� Which characteristics of the individual suffering from dyslexia can be 
represented with LM? 

� Is it possible for the LM of a dyslexic learner to be recognized by the 
ALE? If yes, what TS has to be constructed for that purpose? 

3   LM of Dyslexic Learner 

The simulation of LM of dyslexic learner is intentional in its nature. Unlike the 
intentional simulations examined in [7], this one is not an easy task because of two 
reasons: 

� difficulty in representing different types of dyslexia characteristics in 
PL conditions; 

� difficulty in sustaining the PL process with the existing methods; 
Most characteristics and effects of text processing impairment, such as inadequate 

phonological processing abilities [4] or visual discomfort [4], can not be described 
through the LM in PL because they are not related with the knowledge units. 

For the following, however, it is possible to make a representation in the PL: 
� short-term memory [4] – can not be directly expressed in LM but we 

propose an assumption that the concepts are learned by smaller number 
of ICs so that they can be easier to remember; 

� lack of ability to associate individual words with their correct meanings 
[5] – the concept in LM can be learned by either non existing ICs or by 
ICs non related to it in ALE; 

The short-term memory representation in LM can have a tolerance factor since the 
number of ICs for a concept in ALE can vary. Therefore in our simulation of the first 
dyslexia characteristic we can use a reference number so that the concepts which have 
IC set with equal number of ICs or less than its value are included in LM. We cannot 
forget the initial step of choosing a random number from 1 to |VALE| as the total 
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number of LM's concepts - |VLM|. Thus we have the following main strategies for LM 
simulation by including the concepts: 

� having an IC set with the smallest possible number of ICs in the ALE 
(LM 1 on Fig. 1); 

� which include an IC set with number of ICs equal to or less than a chosen 
number (LM 2 on Fig. 1); 

 

Fig. 1. LM simulation of short-term memory 

In order to explain the example on Fig. 1, we state that LM 1 is simulated by 
choosing the concepts with IC set consisting of only one IC since 1 is the smallest 
possible number of ICs of all the IC sets in ALE. Only the concepts x1 and x8 satisfy 
this condition, but x1 is included since the chosen random number of |VLM| is 1. 

On the other hand, LM 2 is simulated by choosing the concepts with IC set 
consisting of 2 or less ICs. Besides the previously mentioned concepts, the concept x2 
satisfies this condition too, but x1 is omitted because the chosen random number of 
|VLM| is 2, and the concepts x2 and x8 are chosen instead. 

The second characteristic of dyslexic learner (not being able to associate some 
words with their correct meanings), is even harder to simulate because it occurs less 
frequent and a right choice has to be made among the incorrectly described concepts. 
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Fig. 2. LM simulation of the occurrence of concept with incorrect meanings 

Associating a word with incorrect meanings can be represented as having a concept 
with incorrect IC sets and ICs, which provide knowledge for different concept in the 
ALE. Usage of this representation will result in LM which breaks the rule of BAL – 
in order to achieve AL, the LM must be structured as a subgraph of ALE's knowledge 
graph. However, in PL conditions we will treat the “confused” concepts only to 
recognize the LM as the one belonging to a dyslexic learner. These concepts will not 
take part in the further learning process. 
 

 

Fig. 3. LM simulation of both dyslexia symptoms 

The simulation is done by random choosing of one or more pairs of concepts with 
the existing IC sets. Then for each of the pairs, a single concept is chosen to be 
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included in the LM. We choose one subset of the set of IC sets of the concept that is 
not included in the LM, to provide the knowledge to the chosen concept in the LM. 
The LM can also include concepts with correct relations.  

As shown in Fig. 2, the LM contains one concept (x2) with knowledge passed from 
the IC sets determined by the BCs I4 and I6. However these two BCs pass knowledge 
for the concept x8 in ALE. This means that the learner's LM does not provide 
knowledge properly i.e. the learner is falsely aware of the concept x2 (learned through 
BC I7 in ALE). The advantage in this situation is that the ICs providing knowledge for 
I4 and I6 can be used as a base for easier learning of other concepts, in this case the 
correct concept x8. 

The whole picture of LM representing the dyslexic learner with both characteristics 
can be given by combining the two simulations into one. Fig 3. shows the LM 
containing concept x8 as the concept learned by only one IC and concept x2 
incorrectly learned by concept x16, besides the root concepts x9 and x10. 

4   Detection of the LM of Dyslexic Learner 

Important task in the AAL when experimenting with dyslexic symptoms is to be 
certain that the LM belongs to a learner suffering from dyslexia. This is very hard to 
determine because some learners can show the short-term memory and/or incorrect 
meanings effects, but they might not suffer from dyslexia. This kind of miss chiefs are 
rare but possible especially when it comes to relatively small ALEs. That is why our 
model so far can detect the LM as dyslexic only with certain probability. 
 

 
Fig. 4. TS for detection of the short-term memory symptom 

In order to make the prediction of the LM as correct as possible, special TSs must 
be constructed. We will consider the prediction as correct if the LM shows at least 
one of the two previously mentioned symptoms. 
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For the purpose of detecting the short-term memory symptom, the TSs will be 
filled dynamically – if the learner states that the concept is known and the concept is 
related with the smallest number of ICs, then the ICs as well will be included in the 
TS. 

Suitable example is shown on Fig. 4. The key concepts are x1 and x6 because they 
can be learned by the smallest number of ICs possible – 1, and most of them (in this 
example both) must be included in the TS in order to make the test relevant. If they 
are positively confirmed1 by the learner, their ICs are included in the TS as well, until 
one of them has negative confirmation. For the root concepts x14 and x4 there are no 
proper conclusions to be made besides the fact that the learner is aware of the first 
one, and has not previously learned the second one, because there are not any BCs in 
the TS whose knowledge is provided by them in the ALE. 

The dynamic filling of the TS occurs also when it comes to detecting the symptoms 
of incorrect meanings. Obviously the difference from the previous symptom is the 
more clear impact of the confirmation results. The best choices for initial concepts to 
be included in the TS are those with more IC sets and/or ICs. When asked about the 
confirmation, if positive, then some of the concept's ICs will be included as well until 
it is confirmed they are truly known by the learner. Otherwise, if the concept is not 
known by the learner, then the filling continues with other initial concepts. 

 

Fig. 5. TS for detection of the incorrect meanings symptom 

The example on Fig. 5 shows the key concepts x1, x2 and x8 as the ones that will 
make the decision whether the learner shows signs of dyslexia. The root concept x15 is 
irrelevant in the final conclusion because its concept x2 is not positively confirmed by 
the learner. Let x1 be the first to fill the TS. Since it is confirmed positively, the next 
to go will not be x2 but x1's IC x16. Because x16 is confirmed positively and there is no 
other concept for it in the ALE, we conclude that the learner has learned the concept 

                                                           
1 The circles denote the positive confirmation and the squares negative 
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x1 by previously learning x16. Thus there is no dyslexic problem with the learner here, 
so far. 

After the negative confirmation of x2 the next in the queue is the concept x8. It is 
positively confirmed and we start to check each of its ICs by IC set (first x9 and x10, 
then x11 and finally x12 and x13). Because only x9 is confirmed positively, the 
conclusion is that there is no way for the learner to be aware of the concept x8 by 
having learned only x9 from all of its ICs. The case would be different if only x11 was 
positively confirmed but in this situation besides x9, the IC x10 must be learned along 
in order to complete the knowledge passed from the BC I5 to the concept x8. 

5   Instantiation for the LM of Dyslexic Learner 

Having simulated or detected the LM of the dyslexic learner, the final step before the 
start of the learning process is the creation of the IALE. The purpose of IALE, as in 
every learner model scenario, is to provide the required concepts prior to the learning 
of the terminal concepts. 
 

 
Fig. 6. IALE with smallest possible set of concepts for dyslexic learner 

However there are two possible interpretations of the best IALE for dyslexic 
learners, as a consequence of the interpretations of the short-term memory symptom: 

� IALE contains the smallest possible set of ALE's concepts required to 
reach the terminal concepts; 
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� IALE contains only the concepts representing the smallest set to 
complete a required IC set in order to reach the terminals; 

The first interpretation is generic and such instantiation can be applied for every 
learner model as shown in Fig. 14. It can be noticed that a total of 8 concepts are 
required in order to learn the terminals. 
 

 

Fig. 7. IALE with smallest number of required ICs for dyslexic learner 

The second interpretation is adapted for usage in case of dyslexic learners only. It 
takes advantage of the short-term memory explanation when it is always better to 
learn each concept by the smallest number of ICs possible even if it results in a 
greater total number of concepts required to learn the terminals. To easily construct 
the IALE we prefer to move backwards starting from the terminal concepts and then 
choose the IC set which needs smaller number of ICs in order to be complete. Fig. 15 
shows an example of such IALE where the BC I2 is chosen over I1. Although this 
improves the chances of learning the concept x5 with only 3 ICs, it increases the total 
number of concepts needed to learn both terminals (8 instead of 7). 

32          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



6   Conclusion 

In this paper we managed to simulate some of the behaviors of an individual suffering 
from dyslexia. In order to achieve the communication with the LE, we succeeded in 
simulating a learner model reflecting two dyslexia symptoms. Our previous research 
and conclusions [7] of the PL, was used to make a bridge with the learning process in 
reality, expressing the short-term memory and incorrect meanings symptoms as if 
they were features of the PL's components. In addition we showed the possible 
interactions between the ALE and the LM of a dyslexic learner, explaining the 
detection of the dyslexia symptoms and the generation of IALE for an LM detected as 
dyslexic. However, we did not cover the final learning process and the order of the 
concepts to be learned by the dyslexic individual. The process is the same as with 
every other learner model and the delivery order strategies are applied as well. 

When comparing the two IALE it is obvious that the second representation is faster 
and easier to implement. The reason for this is the avoidance of the calculation of 
every possible combination of IC sets in order to reach the terminals. And the 
increasing of the total number of learned concepts is often insignificant. Therefore our 
conclusion will prefer using the second type of IALE when the dyslexia learner is 
using our AAL system and the first type in general cases of learners. 

With our research, development and upgrade of the AAL model, we want to show 
the possibilities laying behind the knowledge representation of learners with 
disabilities considering the information processing. The existing adaptive assistants 
for dyslexia learners like AGENT-DYSL [6], [9] try to solve only the surface 
consequences of dyslexia by using adaptive text annotation techniques or making a 
choice between different multimedia presentations, but are unable to manipulate with 
the knowledge units on lower level like we do with our learner model in PL. Also our 
research focuses on detecting and working with dyslexic learners in real time, unlike 
the long term examination and following of the development of the learners during 
certain time periods, as given in [11] or workaround the syndrome by learning games 
[13]. The practical results of our learning system will follow after our research in PL 
is completed, because of the difficulties in dividing the learning material as optimal as 
possible. The main obstacle still remains in the form of detecting a dyslexic state of 
the student, which has its roots in the identification problems explained in [10]. 
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Abstract. Genetic algorithms and their variants have been extensively used for 
solving combinatorial optimization problems. One area of great importance that 
can benefit from the effectiveness of such algorithms is electric energy 
distribution. Transformers deserve extensive treatment in the field of research 
and production, due to the fact that the electric energy undergoes several 
transformations on its way from generators to the consumers. In that regard, 
special interest is dedicated to the minimization of production and exploitation 
costs of a transformer. In the paper the combinatorial optimization algorithm 
based on Differential Evolution is described and applied to the problem of 
minimizing the cost of the active part of wound core distribution transformers. 
Constraints imposed both by international specifications and customer needs 
are taken into account. The Objective Function that is optimized is a 
minimization dependent on multiple input variables. Constraints are normalized 
and modeled as inequalities.  

Keywords: Combinatorial optimization, Transformer design optimization 
methodology, Differential Evolution algorithm, Optimization methods, 
distribution transformer, Wound core type transformer. 

1 Introduction 

With the very rapid development of computers, transformer designers are freed from 
the cumbersome routine calculations. Within a matter of minutes or even seconds, 
computers can generate a number of different transformer designs (by changing 
current density, flux density, core dimensions, type of magnetic material and so on) 
and eventually come up with an optimum design. Because of the software design 
approach and the ease of making multiple iterations of the same design layout, it is 
easy to optimize the transformer to use a minimal set of expensive materials. There 
are several packages which are covering the branch of transformer optimization like: 
Non-linear optimization program ( TOPT ) , Transformer Tap Optimization software 
analysis module ( ETAP ), Transformer Design Optimization (TDO) software 
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package for transformer design optimization and economic evaluation analysis and 
etc. The difficulty in resolving the optimum balance between the transformer cost and 
its performance is becoming even more complicated nowadays, as the main 
transformer`s materials (copper or aluminum for transformer windings and steel for 
magnetic circuit) are stock exchange commodities and their prices vary daily.  

Techniques that include mathematical models containing analytical formulas, 
based on design constants and approximations for the calculation of the transformer 
parameters are often the base of the design process used by transformer 
manufacturers. Genetic algorithms and their variants have been extensively used for 
solving combinatorial optimization problems. One area of great importance that can 
benefit from the effectiveness of such algorithms is electric energy distribution. The 
work in this paper introduces the use of an evolutionary algorithm, named Differential 
Evolution (DE) in conjunction with the penalty function approach to minimize the 
transformer active part cost while meeting international standards and customer 
needs. A simple additive penalty function approach is used in order to convert the 
constrained problem into an unconstrained problem. Due to this conversion, the 
solution falling outside the feasible region is penalized and the solving process is 
guided to fall into the feasible solution space after a few generations. The method of 
penalty function approach is very sensitive when the penalty parameters are large. 
Penalty functions tend to be very sensitive near the boundary of the feasible domain 
and that result in a local optimal solution or an infeasible solution. It is always 
necessary to have careful selection of the penalty parameters for the proper 
convergence to a feasible optimal solution.  

Moreover, the proposed method finds the global optimum transformer design by 
minimizing the active part cost while simultaneously satisfying all the constraints 
imposed by international standards and transformer user needs, instead of focusing on 
the optimization of only one parameter of transformer performance  (e.g.,  no-load  
losses  or  short-circuit impedance). Using the proposed technique, a user-friendly DE 
computer program is developed that combines transformer design with analysis and 
optimization tools, useful for design optimization. The method is applied to the design 
of distribution transformers of several ratings and loss categories and the results are 
compared with a heuristic transformer design optimization methodology, resulting in 
significant cost savings. 

2 Related work 

In this paper the Penalty Function method is implemented to handle the constraint 
using the Differential Evolution (DE) algorithm. Other authors have proposed 
different approaches to solve constrained optimization with DE-based algorithms. 

B.V.Babu and M. Mathew Leenus Jehan in [9] have applied Differential Evolution 
with a Penalty Function Method and Weighing Factor Method for finding a Pareto 
optimum set for the different problems. DE is found to be robust and faster in 
optimization. DE managed to give the exact optimum value within less generations 
compared to a simple Genetic Algorithm.  
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Mezura-Montes and Coello Coello in [12] present a Differential-Evolution based 
approach to solve constrained optimization problems. Three selection criteria based 
on feasibility are used to deal with the constraints of the problem and also a diversity 
mechanism is added to maintain infeasible solutions located in promising areas of the 
search space. The conventional DE algorithm highly depends on the chosen trial 
vector generation strategy and associated parameter values used. DE researchers have 
suggested many empirical guides for choosing trial vector generation.  

Storn and Price [7] suggested that a reasonable value for NP should be between 5D 
and 10D, and a good initial choice of F was 0.5. The effective range of F values was 
suggested between 0.4 and 1. The first reasonable attempt of choosing CR value can 
be 0.1. However, because the large CR value can speed up convergence, the value of 
0.9 for CR may also be a good initial choice if the problem is near unimodal or fast 
convergence is desired. Moreover, if the population converges prematurely, either F 
or NP can be increased. 

Recently, Rönkkönen in [15] suggested using F values between  [0.4,0.95] with 0.9         
being a good initial choice. The CR values should lie in [0,0.2] when the function is 
separable while in [0.9,1] when the function’s parameters are dependent. However, 
when solving a real engineering problem, the characteristics of the problem are 
usually unknown. Hence, it is difficult to choose the appropriate CR value in advance. 

Zaharie proposed a parameter adaptation for DE (ADE) based on the idea of 
controlling the population diversity, and created a multipopulation approach [16]. 
Following the same ideas, Zaharie and Petcu designed an adaptive Pareto DE 
algorithm for multiobjective optimization and analyzed its parallel version [17].  

The researchers have developed some techniques to avoid manual tuning of the 
control parameters. For example, Das et al. [18] linearly reduced the scaling factor F 
with increasing generation count from a maximum to a minimum value, or randomly 
varied F in the range (0.5,1). They also have employed a uniform distribution between 
0.5 and 1.5 (with a mean value of 1) to obtain a new hybrid DE variant [19]. 

3 The Differential Evolution (DE) algorithm  

Differential Evolution (DE) algorithm is a population-based stochastic method for 
global optimization developed by Rainer Storn and Kenneth Price [6],[7] for 
optimization problems over continuous domains. The original version of DE with 
constituents can be defined as follows ([8], [14]): 

1)  The population  

 
� �
� �

,g i ,g max

i ,g j ,i ,g

P , i 0,1,.....,NP, g 0,1,.....,g ,

x , j 0,1,.....,D 1.

� � �

� � �

x x

x
   (1) 

where NP is the number of population vectors, g defines the generation counter, and 
D the number of parameters. 

2)  The initialization of the population through 
 � � � �j ,i ,0 j j ,U j ,L j ,Lx rand 0,1 b b b .� � � �     (2) 
The D-dimensional initialization vectors, bL and bU indicate the lower and upper 
bounds of the parameter vectors xi,j. The random number generator, randj[0,1), 
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returns a uniformly distributed random number from within the range [0,1), i.e., 0	
 
randj[0,1) � 1. Indication that a new random value is generated for each parameter is 
denoted by the subscript  j. 

3)  The perturbation of a base vector yi,g by using a difference vector mutation 
 � �i ,g i ,g r1,g r2,gF .� � � �v y x x      (3) 
to generate mutation vector vi,g . The difference vector indices, r1 and r2, are randomly 
selected once per base vector. Setting yi,g = xr0,g defines what is often called classic 
DE where the base vector is also a randomly chosen population vector. The random 
indexes r0, r1, and r2 should be mutually exclusive. 

4)  Diversity enhancement 
The classic variant of diversity enhancement is crossover which mixes parameters of 
the mutation vector vi,g and the so-called target vector xi,g in order to generate the 
trial vector ui,g. The most common form of crossover is uniform and is defined as  

� �� �j ,i ,g j

i ,g j ,i ,g

j ,i ,g

v if rand 0,1 CR
u

x otherwise



� �

�
�
�

u    (4) 

In order to prevent the case ui,g = xi,g at least one component is taken from the 
mutation vector vi,g, a detail that is not expressed in Eq. (4). 

5) Selection 
DE uses simple one-to-one survivor selection where the trial vector ui,g competes 
against the target vector xi,g. The vector with the lowest objective function value 
survives into the next generation g + 1. 

� � � �i ,g i ,g i ,g

i ,g 1

i ,g

if f f

otherwise .�



�

�
�
�

u u x
x

x
    (5) 

Along with the DE algorithm came a notation (5) to classify the various DE-variants. 
The notation is defined by DE/x/y/z where x denotes the base vector, y denotes the 
number of difference vectors used, and z representing the crossover method. For 
example, DE/rand/1/bin is the shorthand notation for Eq. (1) through Eq. (5) with yi,g 
= xr0,g. DE/best/1/bin is the same except for yi,g = xbest,g . In this case xbest,g represents 
the vector with the lowest objective function value evaluated so far. With today’s 
extensions of DE the shorthand notation DE/x/y/z is not sufficient any more, but a 
more appropriate notation has not been defined yet. 

Price and Storn [6] gave the working principle of DE with single strategy [7]. They 
suggested ten different strategies for DE. Different strategies can be adopted in the 
DE algorithm depending upon the type of problem to which DE is applied. The 
strategies can vary based on the vector to be perturbed, number of difference vectors 
considered for perturbation, and finally the type of crossover used. The following are 
the ten different working strategies: 1. DE/best/1/exp, 2. DE/rand/1/exp, 3. DE/rand-
to-best/1/exp, 4. DE/best/2/exp, 5. DE/rand/2/exp, 6. DE/best/1/bin, 7. DE/rand/1/bin, 
8. DE/rand-to-best/1/bin, 9. DE/best/2/bin,   10. DE/rand/2/bin. 

As it is explained the general convention used above is DE/x/y/z. DE stands for 
Differential Evolution, x represents a string denoting the vector to be perturbed, y is 
the number of difference vectors considered for perturbation of x, and z stands for the 
type of crossover being used (exp: exponential; bin: binomial). Hence the perturbation 
can be either in the best vector of the previous generation or in any randomly chosen 
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vector. Similarly for perturbation either single or two vector differences can be used. 
For perturbation with a single vector difference, out of the three distinct randomly 
chosen vectors, the weighted vector differential of any two vectors is added to the 
third one. In exponential crossover, the crossover is performed on the D variables in 
one loop until it is within the CR bound. The first time a randomly picked number 
between 0 and 1 goes beyond the CR value, no crossover is performed and the 
remaining D variables are left intact. In binomial crossover, the crossover is 
performed on each of the D variables whenever a randomly picked number between 0 
and 1 is within the CR value. So for high values of CR, the exponential and binomial 
crossover methods yield similar results [1]. 

A strategy that works out to be the best for a given problem may not work well 
when applied to a different problem. Also, the strategy and the key parameters to be 
adopted for a problem are to be determined by trial and error. However, strategy-7 
(DE/rand/1/bin) appears to be the most successful and the most widely used strategy. 
In all, three factors control evolution under DE, the population size NP, the weight 
applied to the random differential F and the crossover constant CR. More details 
regarding DE are available in [7], [8], [9] and [14]. 

4 Mathematical modeling of power objects and optimization 

A mathematical description of a global constrained minimization problem requires us 
to apply an appropriate model which has limited number of parameters (design 
variables). Any kind of optimization problem can be formalized to find the 
appropriate set of design variables in the multidimensional parameter space, which 
can optimize the main objective function. In the mathematical notation the 
optimization problem can generally be represented as a pair (S, f ) , where S ⊆ Rn is a 
bounded set on Rn and f : S → R is an n-dimensional real-valued function. The 
problem is to find a point xmin ∈ S such that f (xmin ) is a global minimum on S . More 
specifically, it is required to find an xmin ∈ S such that    

∀ x ∈ S : f (xmin ) ≤ f (x)       (6) 
gi(x) ≤ 0, i = 1, 2, • • • , q      (7)      
hj(x) = 0, j = q + 1, • • • , m      (8) 

where x is the vector of unknown quantities x = [x1, x2, • • • , xn]T , gi(x)  and hj(x)  are 
the restriction constraints, which can be represented mathematically as equations  
and/or inequations, m and q are integer numbers [13]. Generally, for each variable xi it 
satisfies a constrained boundary 

li ≤ xi ≤ ui, i = 1, 2, • • • , n      (9). 
In order to find the global optimum design of a distribution transformer, DE in 

conjunction with the penalty function approach technique is used. The goal of the 
proposed optimization method is to find a set of integer variables linked to a set of 
continuous variables that minimize the objective function (active part cost) and meet 
the restrictions imposed on the transformer design. Under these definitions, a DE 
algorithm in conjunction with the penalty function approach is focused on the 
minimization of the cost of the transformer’s active part: 
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� �
3

j j
j 1

min c f
�

��
x

x        (10) 

where c1 is the primary winding unit cost (€/kg), f1 is the primary winding weight 
(kg), c2 is the secondary winding unit cost (€/kg), f2 is the secondary winding weight 
(kg), c3 is the magnetic material unit cost (€/kg), f3 is the magnetic material weight 
(kg), and x is the vector of the five design variables, namely the width of secondary 
winding (a), the diameter of core leg (D), the core window height (b), the current 
density of secondary winding (g) and the magnetic flux density (B). 

The minimization of the cost of the transformer is subject to the constraints: 
S  –  SN       
  0; PCU	�  PCUN			
	 0; PFE 	�  PFEN			
	 0; UK			�		UKN    
  0 

where: S is designed transformer rating (kVA), SN is transformer nominal rating   
(kVA), PFE is designed no-load losses (W), PCU is designed load losses (W), UK is 
designed short-circuit impedance (%), PFEN is guaranteed no-load losses (W), PCUN is 
guaranteed load losses (W) and UKN is guaranteed short-circuit impedance (%). 

It should be noted that functions f1, f2, f3, appearing in the objective function (10) 
are composite functions of the design variables x, e.g., f1= f1(g1(h1(x))) the 
transformer design optimization problem is a hard problem in terms of both modeling 
and solving. 

The single objective Differential Evolution optimization algorithm with penalty 
function approach has been applied. The program has two input files, “Limits.txt” and 
“ParameterLimits.txt” and generates two output files, “ReportDE.html” and 
“Convergence.txt”. Accordingly, the objective function for the model is: 

� � � �
� �

4 5 3 2 3
2 3 5 5 3 2 2

5 6 4
2 3 3 5

f x ,x ,x 3.9655 10 x 2.40546 10 x 2.987 10 x 1.8924 x

6.96522 10 x 1.42442 10 x 1.3478 10 x x

� � � � � � � � � � �

� � � � � � � � � �
 (11) 

 

 
Fig.1 Active part of distribution transformer – main dimensions 
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The inequality constraints should be modified to the less or equal format, g(x) 
 0. 

If the problem is an unconstrained optimization problem, the user need not enter 
anything in the space specified for the constraints coding. The constraints of the 
analyzed mathematical model are entered as follows: Constraint 12 match to 
transformer nominal rating, Constraint 13 match to guaranteed load losses, Constraint 
14 match to guaranteed no-load losses and Constraint 15 guaranteed short-circuit 
impedance. Constants in front of decision variables have been taken from the Fig.1 
and reference [11].  

2 6 3
1 2 3 4 5317.82 x x x x x 10 50 10 0� � � � � � � � 
          (12) 

� �7 7 9 2
2 3 3 4 53.638 10 x 8.113 10 x 7.51 10 x x x 1050 0� � �� � � � � � � � � � � 
      (13) 

� �
� �� �

2
1 1

4 5 3 2 3
5 3 2 2

0.4237 x 1.2712 x 0.0241

3.9655 10 x 2.405 10 x 2.987 10 x 1.892 x 0.4 190 0

� � � � � �

� � � � � � � � � � � � 

 (14) 

� �2 4
2 2 3 3 3

2
3 4 1 2

0.008 x 0.0186 x x 0.032 x 1.7744 x 1.6 10 317.82

0.0186 x x x x 4.1 0/

�� � � � � � � � � � � �

� � � � 

     (15) 

These values are multiplied by a penalty co-efficient (entered by the user of the 
program), which is then added to the objective function to continue the process of 
optimization. This process is often termed as penalty function approach.  

 

4.1 Experimental  results  

After inserting the objective function and constraints, the user needs to prepare the 
two input files (“Limits.txt” and “ParameterLimits.txt”). In the “Limits.txt” input file, 
the lower and upper bound for each decision variable separated by a tab, is entered. 
The number of decision variables for the analyzed mathematical model is five.   

Lower and Upper bound of decision variables in the “Limits.txt” input file for the 
analyzed mathematical model is as follows: 1.6 up to 1.8 for the magnetic flux density 
(B) in Tesla, .1 up to .125 for the diameter of core leg (D) in m, .015 up to .020 for the 
width of secondary winding (a) in m, 2.4 up to 3.0 for the current density of 
secondary winding (g) in A/mm2 and .210 up to .230 for the core window height (b) 
in m. 

The “ParameterLimits.txt” input file requires the number of decision variables (in 
the first row), maximum number of generations (in the second row), minimum and 
maximum number of population (NP), crossover constant (CR), weighting factor (F) 
along with their step length for sensitivity analysis in the third, fourth and fifth rows 
respectively.  

The input file for the analyzed mathematical model is as follows: Number of 
decision variables is 5, Maximum number of generations is 30, Minimum, maximum 
and step length for NP 20,20,10, Minimum, maximum and step length for CR 0.8, 0.9, 
0.1 and Minimum, maximum and step length for F 0.5, 0.6, 0.1 . 
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This completes the preparation of inputs files. To generate the optimal set of 
solutions for the optimization problem, the DE program is compiled and executed. 
The program can be compiled and execution using any standard C compiler for the 
Windows environment.  

When the program is run for different combinations of NP, CR and F, the optimal 
set of parameters is determined based on two factors i.e., minimum objective function 
value and lower CPU time requirement. In any given situation, if minimum objective 
function values are the same for any given combination(s), the next criteria that is 
chosen for selecting optimal combination is lower CPU time requirement. In this 
program, these two factors are considered for choosing optimal set of parameters. The 
output figures in Table 1 are given for the analyzed mathematical model  generated 
after the successful completion of the program’s execution [1]. The optimal value of 
objective function and decision variables for the optimization problem is also 
recorded.  

 
Table 1. Output figures with time to complete strategies on each of them 
 

Strat.
No. Strategy NP CR F Optimal Value Constraint 

Violation NFE Time 
Taken(ms) 

1 DE/rand/1/bin 20 0.80 0.50 4.976027E+002 0.0000E+000 835 30 
2 DE/best/1/bin 20 0.80 0.50 4.973189E+002 0.0000E+000 1429 40 
3 DE/best/2/bin 20 0.80 0.50 4.973945E+002 0.0000E+000 681 11 
4 DE/rand/2/bin 20 0.80 0.60 4.976027E+002 0.0000E+000 791 20 

5 DE/rand-to-
best/1/bin 20 0.80 0.50 4.973220E+002 0.0000E+000 1869 40 

6 DE/rand/1/exp 20 0.80 0.50 4.975862E+002 0.0000E+000 989 20 
7 DE/best/1/exp 20 0.80 0.60 4.973355E+002 0.0000E+000 747 20 
8 DE/best/2/exp 20 0.90 0.50 4.975857E+002 0.0000E+000 769 10 
9 DE/rand/2/exp 20 0.90 0.50 4.976027E+002 0.0000E+000 703 20 

10 DE/rand-to-
best/1/exp 20 0.90 0.60 4.973240E+002 0.0000E+000 1319 30 

 
Best Strategy is Strategy DE/rand/2/bin, Minimum constraint violation (CV) 
: 0.0000E+000, Minimum objective value with min CV: 4.976027E+002 and 
Minimum time taken : 20 
 

Table 2. Output table results of the analyzed mathematical model 
  
Parameter Value 
X1 1.630365 
X2 0.100062 
X3 0.015006 
X4 2.968991 
X5 0.210373 
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The parameters X1, X2, X3, X4, X5 match respectively to the magnetic flux density 
(B), the diameter of core leg (D), the width of secondary winding (a), the current 
density of secondary winding (g) and the core window height (b). 

 
Table 3. Comparative results of the analyzed mathematical model with produced 

object by the specified optimized method  
 

 The 
mag. 
flux 
density 

( T ) 

LV wind. 
Curr. 
density  
(A/mm2) 

Diam. 
of 
Core 
Leg 
(mm) 

Width 
of LV 
wind. 
(mm) 

The 
Core 
window 
(mm) 

The 
cost of 
the 
transf. 
active 
part  

DE Algorithm with 
penalty function 
approach 

1.630 2.969 100 15 210 497 

Lagrange 
multipliers with 
Newton Raphson 
approach [11] 

1.642 2.388 117 20 221 703 

5 Conclusion 

This paper presents an efficient implementation of a Single Objective Optimization 
Program using the Differential Evolution algorithm with a penalty function approach, 
applied to a power object. Our penalty function approach integrates established 
techniques in existing EA’s in a single unique algorithm. Our approach was tested on  
a three phase distribution transformer and the results indicate that this approach can 
be used to solve a range of SOOs with linear/nonlinear equality/inequality constraints, 
as well as continuous/discontinuous search spaces. Moreover, this approach is easy to 
implement and its computational cost is relatively low. 

The use of the DE computer program is applied to the analyzed mathematical 
model. In the first methodology (Table 3) the single objective DE optimization 
showed that single optimum could be obtained fast even when constraints in the 
penalty function method are complex and compared with the second methodology in 
the same table, the cost materials for the active part of the reviewed object are lower.  
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Abstract. The admission control in 4G and 5G heterogeneous mobile and wire-
less networks will be more complex because it will need to deal with many dif-
ferent networks and decide to admit not only new calls and horizontal hando-
vers, but also vertical handover calls. In this paper we propose a mobile sensi-
tive algorithm for admission control in heterogeneous networks for seamless 
vertical handovers between WiMAX and WLAN. The results show that with 
the implementation of the proposed admission control algorithm we improve 
the Quality of Service of the users while moving from WiMAX into WLAN 
networks.  

Keywords: Admission Control, Heterogeneous, VoIP, WiMAX, WLAN. 

1 Introduction 

Nowadays we have different mobile and wireless networks deployed, and their inte-
gration and maximum efficiency is the main subject in the future development in the 
field of mobile and wireless networks. 4G standardization is already finished in 3GPP 
radio access with LTE advanced and in non-3GPP radio access with Mobile WiMAX 
2.0 (IEEE 802.16m). As the concept of heterogeneous networks already began to 
implement as an idea in the 4G approach, it is for sure that in 5G approaches [1] mo-
bile users will also have the possibility to access different RATs (radio access tech-
nologies) during their sessions without any interruption in the communication process. 

The concept of heterogeneous networks deployed in the NGN (Next Generation 
Networks) requires more control functionalities in the core networks. As each radio 
access technology has its own radio resource management and own admission control 
procedure in the radio resource management, when we have different radio interfaces 
in the new terminals with opportunity to have seamless connection to different RATs, 
we need more complex admission control during the vertical handovers between dif-
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ferent technologies. Moreover, the seamless network handover and continuous service 
provisioning to users require admission control mechanisms that will satisfy the expe-
rience of the users [2]. 

There are many recent research papers such as [3-6] that deal with the issues of 
admission control in wireless networks. There are also recent studies about admission 
control in heterogeneous networks. In [7] the authors propose a new adaptive admis-
sion control algorithm for 4G heterogeneous networks that checks if the session is real 
time or non-real time, new or handover session. In [8] authors also give the design of a 
new admission control algorithm suitable for 4G networks that considers network 
load, user’s QoS requirements, user’s context and link quality.      

 But, none of the aforementioned and so far published contributions for admission 
control in heterogeneous networks, including IEEE 802.21 standard, have taken into 
consideration the effect of the mobile node terminal speed of users to decide upon 
vertical handover to WLAN networks from WiMAX, UMTS or LTE networks. 
WLAN network is more sensitive to higher speeds of the mobile terminals comparing 
with WiMAX or LTE (UMTS), hence it is very important to consider the speed when 
deciding whether to admit or reject the handoff calls to WLAN network. This fact 
raises the need for design of admission control algorithm that will be sensitive to the 
speed of the mobile terminal nodes when vertical handovers are processed from Wi-
MAX to WLAN networks. Information for the mobile node’s speed can be detected 
from the Doppler spread in the received signal envelope [9]. For this purpose in this 
paper we propose admission control algorithm that will be dependent upon the veloci-
ty of the users and will consider velocity threshold regarding the handoff to WLAN 
network.  

The structure of this paper is as follows. Section 2 explains the vertical handover 
process between WiMAX and WLAN in heterogeneous networks. Section 3 describes 
the proposed admission control algorithm. Then, in Section 4 are presented results 
from the performance evaluation of the proposed solution. Finally, Section 4 con-
cludes the paper.   

2 Vertical Handover Process between WiMAX and WLAN 

The order of events that occurs between the mobile node and network in the process 
of vertical handover from WiMAX to WLAN coverage is explained in this section. 
We assume that a specific mobile node starts to move in a WiMAX cell and in its 
trajectory WLAN network is detected. When this happens WLAN interface from the 
mobile node detects beacons from 802.11 and triggers the event “Link Detected”. 
MIH (Media Independent Handover) Agent that is in the mobile node is receiving this 
event and because it is better interface it gives command to the WLAN interface of the 
mobile node to connect to the WLAN access point. 

After this WLAN interface from the mobile node and the WLAN access point ex-
change frames with “Association Request” and “Response” in order to make a link 
between the mobile node and the WLAN cell. WLAN interface triggers “Link Up” 
event after it receives the “Association Response”. This event is received from the 
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MIH Agent in mobile node and after that it commands to the MIPv6 agent of the mo-
bile node to request ND (Neighbor Discovery) Agent in order to send an RS (Router 
Solicitation). 

The access point from the WLAN network receives the RS, so it detects that it is a 
new neighbor. It reacts on that with sending a RA (Router Advertisement) that in-
cludes the router lifetime, prefix valid lifetime, network prefix and advertisement in-
terval. The WLAN interface of the mobile node receives the RA and reconfigures its 
address in dependence on the received prefix. The MIH Agent of the mobile node is 
notified about this. 

The MIPv6 Agent from the mobile node gives command to the WLAN interface to 
send “Redirect” message to the CN (Correspondent Node) for the purpose of inform-
ing the CN about the new location of the mobile node. The MIPv6 Agent of the CN 
receives then the “Redirect” message and sends after that an Ack (Acknowledge) mes-
sage that is received by the WLAN interface of the mobile node. It then notifies the 
MIH Agent of the mobile node.  

Now the MIH Agent from the mobile node has the confirmation that CN knows the 
new address of the mobile node and redirects the receiving of the traffic from the 
WiMAX interface to the WLAN interface. Hence, the traffic now uses the link be-
tween the WLAN interface from the mobile node and the AP. 

The MIH Agent from the mobile node gives command to the WLAN interface to 
send MIH Capability Request to the access point (AP). MIH Capability Response is 
responded from the AP including the MIHF (Media Independent Handover Function) 
identification. Consequently, MIH Capability Response is received from the MIH 
Agent with the identification of the new remote MIHF identification. 

When the mobile node is approaching the boundary of the WLAN coverage the 
WLAN interface is triggering the event “Link Going Down” that is based on the re-
ceived power of the beacon frames. The probability that the WLAN link is going 
down starts to increase because of the speed of the mobile node. When it gets a prede-
fined value (usually 90%) and because the WiMAX interface of the mobile node is 
still active, MIPv6 Agent of the mobile node gives command to the WiMAX interface 
to send the message “Redirect” to the CN. In this way CN is informed about the new 
location of the mobile node. MIH Agent of the mobile node also gives a command to 
the WLAN interface to execute “Link Scan” for searching another WLAN network. 

If a “Probe Response” is received only in the channel where the mobile node is cur-
rently, MIH Agent from the mobile node is assured that this is the only accessible 
WLAN network. Then, MIPv6 Agent of the CN receives the message “Redirect” and 
sends the message “Ack” that is received by the WiMAX interface of the mobile node. 
MIH Agent is informed about this. 

The MIH Agent of the mobile node is having the confirmation that the CN is in-
formed about the new address of the mobile node and is redirecting the reception of 
the traffic from WLAN interface to the WiMAX interface. The traffic now uses the 
link from the WiMAX interface of the mobile node and the base station. In the same 
time WLAN interface of mobile node is triggering the event “Link Down”, hence the 
mobile node is disconnected from the WLAN network. 
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3 Admission Control Algorithm 

The admission control algorithm determines whether the incoming requests to WLAN 
network will be rejected or accepted. If the speed of the mobile node while approach-
ing the WLAN network from WiMAX network is above the acceptable threshold for 
the WLAN network the incoming request for handover will be rejected. If the speed of 
the mobile node is below the threshold, the user will be admitted to the system and the 
vertical handover procedure will start. Fig. 1 presents the procedure of the algorithm. 

START

Mobile node using wimax
or umts interface

Detect new wlan
interface

Calculate speed of the
mobile node - V

V<=T
(threshold)

Yes No

Remain with the
current interface

Session
bandwidth <= available

wlan bandwidth No

Yes

Connect with the new
wlan network

 

Fig. 1. Admission control algorithm procedure between WiMAX and WLAN. 

To achieve better channel utilization of the heterogeneous networks while still sat-
isfying the QoS requirements of the users we designed the following admission control 
algorithm for handoff calls between WiMAX and WLAN network. Let V be the speed 
and let T be the threshold speed of the mobile node terminal. Then, the algorithm will 
be as follows: 

- Wait for vertical handover request arrival to WLAN 
- If a vertical handover request arrives 
- Calculate speed of the mobile node 
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- If V <=T and if Session bandwidth <= available WLAN 
bandwidth 
- Admit the request call to WLAN 
- Else 
- Reject the vertical handover request. 

In the above admission control algorithm users that move with speed that is above 
the acceptable velocity threshold will not be allowed to perform handover to WLAN 
from WiMAX. Hence, such Mobility Sensitive (MS) admission control algorithm can 
be implemented in any proposed admission control architecture for heterogeneous 
networks in 4G and 5G standards.  

We have implemented and tested our designed MS admission control algorithm in 
the IEEE 802.21 standard for Media Independent Handover (MIH) [10, 11]. We have 
implemented the designed MS admission control algorithm into the handover module 
in network simulator (ns) by enhancing it with the information about the mobile termi-
nal speed, that is now included when deciding whether to admit or reject the vertical 
handover session from other networks to WLAN. 

4 Performance Evaluation 

In our simulations, for the purpose of testing the above proposed admission control 
algorithm, we use a two-tier heterogeneous wireless network structure that is com-
posed of a WiMAX cell overlaying a WLAN hotspot. 

Table 1. Types of Mobile Nodes. 

Mobile 
terminals 

Velocity of the MN 
[kmph] 

Type of Movement Type of traffic 

1, 2 3.6 Only in WiMAX coverage MPEG-4 
3, 4 3.6 Only in WiMAX coverage FTP 

5, 6 3.6 Only in WiMAX coverage Telnet 

7-10 5 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 

11-14 10 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 

15-18 15 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 

19-22 20 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 

23-26 25 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 

27-30 30 
Starting in WiMAX, crossing 

through WLAN, ending in WiMAX 
VoIP G.711 
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The simulation study was conducted by simulating 30 mobile terminal nodes at-
tached to the WiMAX network. 6 mobile terminals are moving only in WiMAX cov-
erage and they are using MPEG-4, FTP and Telnet traffic. The other 24 terminals are 
moving across WLAN network and they are performing vertical handovers between 
WiMAX and wireless LAN. Detailed characteristics of the mobile node terminals are 
explained in Table 1. The network topology and types of the trajectories of the mobile 
nodes are shown in Fig. 2 and Fig. 3. Using this model each node moves along a 
straight line from some starting point to end point. We use 4 types of traffic in the 
simulations as examples of conversational, streaming, web and background traffic. 
They are VoIP G.711, MPEG-4, Telnet and FTP sessions. VoIP G.711 traffic is simu-
lated with a packet size of 160 bytes at application layer and inter-arrival packet time 
of 20 ms.       

The propagation model is TwoRayGround, considering both the direct path and a 
ground reflection path. The total simulation time is 200 seconds. 

 

 

Correspondent
Node (CN) Router 0 Router 1

WiMAX
Base Station

WLAN
Access Point

Mobile Node
WiMAX interface

WLAN interface

 
Fig. 2. Heterogeneous network topology. 

WiMAX BS

WLAN AP

WiMAX coverage is
500m

WLAN coverage is
50m

MN start point

MN end point

MNs 7-30

MNs 1-6

 
Fig. 3. Heterogeneous network scenario with 30 mobile terminals. 
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Firstly, the simulations are done without applying our designed algorithm. After 
analysis of the results we repeated the same simulation scenario with previously ap-
plied MS admission control algorithm. The compared results of the QoS performances 
of average throughput, packet loss and vertical handover latency are shown in Fig. 4, 
Fig. 5 and Table 2. 
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Fig. 4. Average throughput of the VoIP users with and without MS admission control algo-
rithm. 

Analyzing the results using the 802.21 simulator from NIST 24 vertical handovers 
are triggered between WiMAX cell and WLAN hotspot. After implementation our 
admission control algorithm this number of vertical handovers is decreased to only 8. 
It occurred only for the mobile terminal nodes that are moving with speed equal or 
below the threshold speed. We set the threshold speed on 10 kmph. Decision for set-
ting this threshold speed was made because when mobile users move with higher 
speed than 10 kmph it is wasting of the resources and time to process vertical hando-
ver to small cells like a WLAN. In this case mobile users will be covered in a short 
time period. Furthermore, WLAN network is more sensitive to higher speeds of the 
mobile terminals. This is confirmed in Fig. 4 where average throughput of the users 
decreases when they move with speed above 10 kmph. 

The performance study implementing our algorithm was done considering the met-
rics vertical handover latency expressed in milliseconds, packet loss expressed in % 
and average throughput expressed in kbps. The handover performance study imple-
menting our algorithm was done considering the metric vertical handover latency. 
Vertical handover latency is defined as the difference between the time when the mo-
bile node is last able to send or receive an IP packet by way of the previous WiMAX 
network, and the time when the mobile node is able to send or receive an IP packet 
through the new WLAN network. 

Fig. 4 shows average throughput of the mobile users that use VoIP G.711 traffic 
(7th to 30th mobile terminal) while they are crossing WLAN network. After applying 
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the algorithm the users that move with speed above 10 kmph are staying in WiMAX 
network when they are detecting the WLAN coverage. It is obvious from the graph 
that if we don’t apply our algorithm average throughput of the users that move with 
speed above 10 kmph in WLAN network degrades. Implementing the speed sensitive 
algorithm improves the results for average throughput of the users moving above 10 
kmph. We have to put an accent on the fact that improved results for average through-
put as a result of the applied algorithm for speeds above 10 kmph in the Fig. 4 are 
when mobile terminal is using WiMAX network. Without our applied algorithm when 
mobile terminals move in WLAN network with speeds from 15 to 30 kmph (from 15th 
to 30th user) results for average throughput are decreasing. This happens because 
WLAN technology is sensitive when users move with higher speeds. This fact and the 
improved results for average throughput justify the benefit of applying our algorithm. 
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Fig. 5. Packet loss of the VoIP users with and without MS admission control algorithm in the 
WiMAX network. 

As we can see from the analyzed results, we analyze the benefit of applied algo-
rithm on different aspects of the simulated scenario. Packet loss in Fig. 5 is analyzed 
for the VoIP users only when they are attached to WiMAX network. The averaged 
results for all speeds of the mobile terminals are presented before and after the imple-
mentation of the mobile sensitive algorithm. The comparison results show that imple-
mented algorithm improved the packet loss of the VoIP traffic while mobile terminals 
are using WiMAX network. Because the number of vertical handover processes in the 
specific scenario is decreased from 24 to 8 after implementing the algorithm, vertical 
handover duration for the users moving with 5 and 10 kmph is decreased. This leads 
to better packet loss performances of the users moving with 5 and 10 kmph, while they 
are still attached to WiMAX base station during the vertical handover procedure. Dif-
ference of the packet loss improvement with applied algorithm compared without 
applying the algorithm is lower at higher speeds in Fig. 5. This happens due to the fact 
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that the influence of the speed on packet loss is higher at higher speeds and the effect 
of the improvement of the packet loss results as a consequence of decreasing the num-
ber of vertical handovers is then lower. 

Table 2. Average vertical handover latency for VoIP users. 

Averaged results for 24 VoIP 
users 

Without our applied algo-
rithm 

With applied algorithm 

Vertical handover latency be-
tween WiMAX and WLAN [ms] 

323.67 298.57 

  
Table 2 compares the average values for vertical handover latency without and with 

our added MS admission control algorithm during the vertical handover process. The 
values are averaged for all 24 mobile terminals that use VoIP traffic before imple-
menting our algorithm and after implementation of the algorithm the values are aver-
aged only for the 8 mobile terminals that are moving with 5 and 10 kmph. The other 
16 vertical handovers hasn’t been triggered between WiMAX and WLAN after adding 
our algorithm, so we cannot compare them. The results in Table 2 show that imple-
mented admission control not only decreased unnecessary vertical handovers of the 
users, but also decreased the vertical handover latency, which is very important for 
delay sensitive traffic like VoIP.  

This happens due to the fact that more users in the same time must perform vertical 
handover process from WiMAX to WLAN. Because of this vertical handover latency 
for some of them will increase because of the congestion. When some users start to 
perform vertical handover other users are already in the process of vertical handover, 
and they must wait for more time to finish the procedure of disconnecting from Wi-
MAX and connecting to WLAN coverage. When fewer users perform vertical hando-
vers, probability of this kind of problems decreases. 

5 Conclusion 

The handover target selection in future heterogeneous wireless and mobile networks 
should be done through combination of mobility and resource management mecha-
nisms such as admission control. That is why in the media independent handover ser-
vices in [10] in the set of parameters required for performing admission control and 
resource reservation for the MN at the target network information about the MN speed 
should be added. After adding the parameter of MN speed in the RequestedResource-
Set of parameters in [10], our admission control algorithm can be integrated with 
IEEE 802.21 technologies. 

We have successfully simulated the effect of the proposed admission control algo-
rithm for 4G and 5G heterogeneous networks using IEEE 802.21 standard on WiMAX 
(802.16) and WLAN (802.11) access technologies. We applied admission control 
algorithm that reacts on mobile node terminal speed and admits or rejects the vertical 
handover triggers to WLAN network from WiMAX (as in our simulation case), 
UMTS or some other wireless technology.  
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The contribution of this paper is the design of the admission control algorithm that 
can be easily implemented in the resource management for heterogeneous networks. 
Furthermore, we practically applied the algorithm in the already existing NIST simula-
tion tool for 802.21 and practically tested with 24 VoIP users that are crossing from 
WiMAX to WLAN network. We proved that implementing this speed sensitive algo-
rithm we avoided unnecessary vertical handovers to WLAN network and improved the 
QoS of the mobile node terminals that are using VoIP traffic expressed in vertical 
handover latency, throughput and packet loss which are very important metric for real 
time sessions.  
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Abstract. This paper describes the practical use of data mining techniques in 
wholesales though concrete steps of developing the distribution network. We 
are choosing a number of techniques for solving the problem through analyzing 
the specifics of the market situation, defining the business problem, and setting 
up its model. The cluster analysis enables us to group the data according to sim-
ilarities of the market segmentation, product categories, regions and groups by 
turnover, while with the decision trees we are separating the big data collection 
into consecutive groups. Using these techniques we gain knowledge and have 
the opportunity to predict the future trends with high probability and on this ba-
sis to make a more precise and trustworthy business decision. 

Keywords: Data Mining, Cluster, Decision trees, Wholesales. 

1 Introduction 

The data mining techniques are used in order to foresee a potential future result in 
other words to predict future possibilities and trends. There are many different auto-
matic analysis techniques of large amount of data with multiple variables, for exam-
ple: clustering, decision trees, analysis of basket sales, regression models, neural net-
works, genetic algorithms, hypothesis testing, and many more. In the predicting mod-
els the data is gathered, the statistic model is formulated, the prediction is completed, 
and the model is checked when additional information is available. The analysis com-
bines the knowledge from business and the statistic analytical techniques in order for 
the user to find information from the existing data. The resulting information enables 
the companies to better understand the buyers, the sellers, the distributers, etc. Fur-
thermore, this enables the user reach strategic decisions, for example where they can 
invest, whether to increase or decrease a portfolio of products, or whether to move 
onto new markets. These analyses not only show what needs to be done, but when and 
where. 
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2 Description of the market condition 

Increased competition, increased product variety, constant changing of the market 
segmentation, the complexity of covering certain territories through engaging new 
commercialists, price increases, the buyers becoming more sophisticated, and the 
need for using distribution centers are only a portion of the complex dynamics, which 
is present in the field of distribution. The constant changes in the market environment 
from the aspect of retail segmentation, the demographic movements, and the in-
creased choices of the buyers, are causing the distribution companies to face further 
challenges. To be able to survive in such environment the need for analytical, di-
rected, and predicting approach rises. This would result in better understanding the 
challenges with aim to get more organized, to increase the market coverage, and to 
increase the profit. Today, in order to reply to the existing challenges there are multi-
ple tools for data mining and prediction, which through the years become more so-
phisticated and their usage further simplified. Unlike the past, nowadays with the 
development of the hardware and software these technologies are increasingly becom-
ing an integral part of every large company. This enables the company to bring a 
newer component in the decision system. The management today can identify the 
variables that have the most influence over the performance of the business and on 
this basis to yield better decisions. 

An example company that is working on distribution of products from multiple 
manufacturers in Macedonian market is analyzed. The sale of certain categories of 
products is changed significantly and the need for more detailed analysis, from the 
aspect of the changes in market segmentation, is imposed. Based on the database re-
sults it has been realized that the number of buyers is changing, which brings the re-
quirement the data to be analyzed in detail. A research is required to understand what 
is the reason why there parameters are changing, with the goal to increase the profit. 
The current trend shows that this research should be continued. 

3 Information System 

The company has six distributed locations with applications connected to central da-
tabase. The distributed applications are covering the commercial business as (invoic-
ing, orders, purchases, account receivable and account payable, warehouse stocks and 
etc.).   In central location is information system for accounting and management.  

Two years ago is developed data warehouse system to support reporting, control-
ling and planning. Separating and regrouping the information allows seeing a trend, 
exceptions, patterns, and relationships. This enables to analyze multidimensional data 
from multiple perspectives using consolidation, drill-down, slicing and dicing. The 
ETL (extraction, transportation, transformation and loading) solution is developed in 
order to load the data warehouse. 

The operating system is Microsoft Server 2008 and the database system is Mi-
crosoft SQL Server 2008. For data mining the company is using Microsoft SQL Serv-
er Analysis Services, Data Mining Client for Excel and SPSS. 
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4 Setting up the model in order to solve the problem 

Given the complexity of the problem more analysis is needed in order to get a clear 
picture of the market condition. The initiating meeting of a data mining project will 
often involve the data miner, the business expert and the data analyst. It is critical that 
all three come together to initiate the project. Their different understandings of the 
problem to be tackled all need to come together to deliver a common pathway for the 
data mining project. In particular, the data miner needs to understand the business 
perspective and understand what data is available that relates to the problem and how 
to get that data, and identify what data processing is required prior to modeling. To be 
more exact, one should answer the following questions: 

� What would the market segmentation be based on the product category? 
� What is the connection between a manufacturer and a market segment? 
� What is the trend between a regional and a market segment? 

Answering these questions lowers the risk when making the decision and it affects 
the future profitability of the company. In order to complete this, the following tech-
niques of data mining are used as a part of the analysis:  Association discovery, Clus-
ter analysis and Decision trees. 

4.1 Association discover 

In the case of a given collective data out of which every entry contains certain number 
of elements, the goal of the association would be to find the connection among the 
elements in the set. The association rule in the data mining can be defined as: let 
I={i1, i2, ..., in} be a set of n binary attributes which are called: items. Let D={t1, t2, 
..., tm} be a set of transactions called data base. Every transaction in D has a unique 
transaction ID and contains subset of items in I. The rule is established with the im-
plication of the form: X=>Y where X, Y .. I and X .. Y = 0. The set of items X and Y 
are called predecessor (left side) and successor (right side) of the rule. 

Using the association rule we arrive to the following results - Table 1: 
 

Table 1.   Number of found items using the association rule. 
 

Support Size Itemset 
2181 1 Category = TT 
1861 1 Grupa Promet >10000 
1778 1 Region = South 
1704 1 Region = North 
1662 1 Category = LKA 
1661 1 Region = Исток 
1495 1 Category = NKA 
1372 1 Grupa Promet = 5001-10000 
1369 1 Region = West 
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1362 1 Grupa Promet = 2001-5000 
1023 1 Grupa Promet = 1000-2000 
894 1 Grupa Promet = 1000< 
780 1 Category = Wholesaler 
602 1 Category Producer = КОНЗЕРВИРАН ЗЕЛЕНЧУК 
587 1 Category Producer = КОНЗЕРВИ 
581 2 Region = South, Category = TT 
580 2 Region = Исток, Category = TT 
579 1 Category Producer = МЛЕЧНИ ПРОИЗВОДИ 
522 2 Region = North, Category = TT 
498 2 Region = West, Category = TT 
494 1 Category Producer = СУВОМЕСНАТО 
492 2 Category = LKA, Region = South 
485 1 Category Producer = ГРИЦКИ 
483 2 Region = West, Grupa Promet >10000 

The system recognizes 2181 buyers in the category TT, 1861 accounts in the "Group 
of operations" > 10000, 1778 sales in the region "south" etc. This data with further 
application of the association rule yields the following results: 
 

Table 2. : Results from the association rule usage. 

Probability Importance Rule 
54% 0.22 Group turnover = 1000<, Region = East -> Category = TT 
51% 0.19 Group turnover = 1000<, Region = West -> Category = TT 
51% 0.19 Group turnover = 1000-2000, Region = West -> Category = TT 
46% 0.17 Group turnover = 1000< -> Category = TT 
44% 0.13 Group turnover = 1000-2000, Region = East -> Category = TT 
43% 0.11 Group turnover = 1000-2000, Region = South -> Category = TT 
42% 0.12 Group turnover = 1000-2000 -> Category = TT 
42% 0.1 Group turnover = 1000<, Region = North -> Category = TT 
41% 0.09 Group turnover = 1000<, Region = South -> Category = TT 
40% 0.08 Group turnover = 2001-5000, Region = West -> Category = TT 

 

Fig. 1. : Connection strength between categories. 

Based on these results it could be concluded that the operations under 1000 denars in 
all of the regions is connected with the TT channel of sale. The same rule can be 
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applied for the operations from 1000 to 2000 denars. This means that we have not 
deduced a separate rule for sales in certain product category, but that the size of the 
invoice is important.  Furthermore, the TT channel during procurement prefers to be 
more careful of the account size rather than the product portfolio. This is also 
described in Figure 1. 

4.2 Cluster analysis 

The goal of the cluster analysis or clustering is to combine a set of objects in a group 
called "cluster", that way the objects in one cluster have the most similarities among 
themselves, rather than among other objects in a different cluster. The cluster itself is 
not a separate algorithm but it is a group of algorithms that enable grouping of objects 
according to their common attributes. Other terms used to describe clusters are: auto-
matic classification and numerical taxonomy. In this paper the tool "Detect Catego-
ries", which is included in "Microsoft Excel", was used to detect clustering of the 
objects. After using this technique the following results are acquired: 

 

Table 3. Categories created after using "Detect Categories" tool. 

Category Name Row Count 
ТТ-Сувомеснато_Запад 2451 

Југ-ЛКА 2600 
Исток-Средства за садови 2012 

НКА-Конзервиран зеленчук 2237 

Category Column Value 
Relative 

Importance 
ТТ-Сувомеснато_Запад Kategorija TT 41 
ТТ-Сувомеснато_Запад Kategorija Proizvoditel СУВОМЕСНАТО 35 
ТТ-Сувомеснато_Запад Region Запад 23 
ТТ-Сувомеснато_Запад Kategorija Proizvoditel ПИЈАЛОЦИ 10 
ТТ-Сувомеснато_Запад Kategorija Proizvoditel КЕЧАП 10 
ТТ-Сувомеснато_Запад Kategorija Proizvoditel ЛЕБ 7 
ТТ-Сувомеснато_Запад Kategorija Proizvoditel ФЛИПС 7 
ТТ-Сувомеснато_Запад Region Север 6 

ТТ-Сувомеснато_Запад Kategorija Proizvoditel 
АЛКОХОЛНИ 
ПИЈАЛОЦИ 

2 

ТТ-Сувомеснато_Запад Kategorija Proizvoditel МАСТИКИ 1 
Југ-ЛКА Region Југ 77 
Југ-ЛКА Kategorija LKA 74 
Југ-ЛКА Kategorija Proizvoditel ДЕЗОДЕРАНСИ 18 
Југ-ЛКА Kategorija Proizvoditel ГРИЦКИ 5 
Југ-ЛКА Kategorija Proizvoditel ЧИПС 2 

Југ-ЛКА Kategorija Proizvoditel 
МЛЕЧНИ 

ПРОИЗВОДИ 
2 
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Југ-ЛКА Kategorija Proizvoditel БОЈА ЗА КОСА 1 
Југ-ЛКА Kategorija Proizvoditel ДЕТЕРГЕНТИ 1 
Југ-ЛКА Kategorija Proizvoditel КОНЗЕРВИ 1 

Исток-Средства за садови Region Исток 100 

Исток-Средства за садови Kategorija Proizvoditel 
СРЕДСТВА ЗА 

САДОВИ 
13 

Исток-Средства за садови Kategorija TT 2 

Исток-Средства за садови Kategorija Proizvoditel 
ТОАЛЕТНА 
ХАРТИЈА 

1 

НКА-Конзервиран зеленчук Kategorija NKA 100 

НКА-Конзервиран зеленчук Kategorija Proizvoditel 
КОНЗЕР. 

ЗЕЛЕНЧУK 
13 

НКА-Конзервиран зеленчук Kategorija Proizvoditel ЧИПС 2 
НКА-Конзервиран зеленчук Kategorija Proizvoditel ДЕТЕРГЕНТИ 2 
НКА-Конзервиран зеленчук Kategorija Wholesaler 1 
НКА-Конзервиран зеленчук Kategorija Proizvoditel КОНЗЕРВИ 1 
НКА-Конзервиран зеленчук Region Север 1 

 

 
 

Fig. 2. : Created Clusters 

Four categories are formed, which give us a precise picture of the market. Hence the 
TT channel is important for sales of cold cuts, especially in the western region. The 
western region is also important for sales of ketchup and beverages. That means if 
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changes of the distribution network are planned it is important to consider the sales of 
these groups of products in this region. The southern region is a region in which the 
LKA buyers are more important. From this we conclude that the investments need to 
be bigger in this channel from the viewpoint of the marketing activities and the 
strengthening of the sales force. The east region is important for sale of soaps and 
detergent and therefore there is a need to support this type of products. The HKA 
cluster and sales of canned foods gives us direction for increasing the activities of 
these buyers connected with the sales of canned products. This is an expected trend 
because NKA is mainly concentrated in the larger towns and the buyers are mainly 
employed people. By applying the technique Microsoft Cluster on the same data, 9 
clusters are created, which are shown on Figure 2 . From the shown data it can be 
seen that cluster 1 represents the southern region that no groups of products stand out, 
that in the sales channels TT LKA, is dominant, that the participation of NKA is the 
smallest cluster 2 represents the north region of NKA sales without important 
participation of any product, etc. 
 

 
 

Fig. 3. : Connections among the created clusters 
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Fig. 4. : Clusters created with Microsoft Cluster Technique 

62          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



4.3 Decision trees 

The decision tree is a powerful and popular technique that can be used for classifica-
tion and prediction. The attractiveness of the methods based on decision tree is mostly 
based on the fact that they are rules. These rules can be represented with SQL expres-
sions in order for information from a specific category to be obtained. Because the 
decision trees combine the research of information and modeling, they are a powerful 
first step in the process of modeling even if the final model is obtained with some 
other technique. The decision tree is a structure that can be used to divide a large col-
lection of data into a number of smaller sets of data by using simple decision rules. 
With each new division, the members of the obtained sets become more similar with 
each other. The model of the decision tree consists of sets and rules for division of a 
heterogeneous population into a number of smaller homogenous group with respect to 
some given variable. In our case, the SPSS tool is used and analysis is done on a cate-
gory of products as a dependent variable, the sales channel (category) as an independ-
ent variable and value as a dependent variable that is influenced by everything. 

 
Fig. 5. : Decision tree in SPSS 

Through the decision tree it can be seen that there is a regular division of the sales by 
region. The category buyers are differently arranged by region, where in the north and 
south region there are changes that benefit NKA and LKA. Based on the derived 
trend, it can be assumed that the same situation will be present in the other region in 
the future. This conclusion is based on the rapid development of LKA buyers, who 
are both in the segment of organized trade and NKA. 
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5 Conclusion 

The giant competition, which in some respect is caused by the globalization, forces 
every company to start using methods for data mining with the goal to become com-
petitive and to respond correctly to the market challenges. The modern management 
in no means can let decision making without prior analysis of the result obtained with 
data mining. To enable this, it is important to create a system that can respond to the 
current flows. The system will contain hardware, software and hiring computer scien-
tists that will build and constantly improve it. It is important to surpass the classical 
systems of information in the form of printed reports of the type cards or search of 
buyers, top buyers, top products and so on. The aim is to implement a system which 
with the use of the techniques of data mining will enable companies to obtain 
knowledge and opportunities of prediction of the flows in the future with good proba-
bility.  
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Abstract. Mobile embedded systems increasingly use transactions for 
applications like mobile inventory, mobile commerce or commercial 
applications. Yet, many issues are challenging and need to be resolved before 
enabling mobile devices to take part in distributed computing. Mobile 
environment limitations make it harder to design appropriate and efficient 
commit protocols. There are a handful of protocols for transaction execution in 
distributed mobile environment, but almost all consider a limited number of 
communication models. In this paper, we evaluate the performance of a 
Connection Fault-Tolerant Model, comparing the results in several deferent 
scenarios, as well as its contribution to the overall mobile transaction commit 
rate. Our simulation-based performance analysis determines the impact of (i) 
ad-hoc communication between mobile hosts and (ii) the implementation of a 
decision algorithm, to the mobile transaction commit rate. We also determine 
the connection timeout values that contribute the most for a high ad-hoc 
communication impact on mobile transaction commit rate. 

Keywords: Distributed mobile transactions, ad-hoc communication, Decision 
Algorithm. 

1 Introduction 

The increasing emergence of mobile devices contributes to rapid progress in wireless 
technologies. Mobile devices interacting with fixed devices can support applications such 
as e-mail, mobile commerce (m-commerce), mobile inventory, etc. But there are many 
issues that are challenging and need to be resolved before enabling mobile devices 
to take part in distributed computing. For distributed systems, a transaction is a set of 
operations that fulfill the following condition: either all operations are permanently 
performed, or none of them are visible to other operations (known as the atomicity 
property). In the execution of transactions the key issue is the protocol that ensures 
atomicity.  

The mobile environment is comprised of mobile devices with limited resources 
like processing, storage, energy capacity and continuously varying properties of the 
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wireless channel. Wireless communication induces much lower bandwidth, higher 
latency, error rates and much higher costs. This increases the time needed for mobile 
hosts to execute transactions and can even lead to execution failure. Mobile hosts (MHs) 
are highly vulnerable devices because they are easily damaged or lost. MHs naturally 
show frequent and random network disconnections. These limitations and 
characteristics of the mobile environment make it harder to design appropriate and 
efficient commit protocols. A protocol that aborts the transaction, each time the MH 
disconnects from the network, is not suitable for mobile environments because it is part 
of the normal mode of operation. In other words, disconnections need to be tolerated 
by the protocol. 

The two-phase commit (2PC) protocol [1] that allows the involved parties to 
agree on a common decision to commit or abort the transaction even in the presence 
of failures is the most commonly used protocol for fixed networks but is unsuitable 
for mobile environments [2]. There are several other protocols for transaction 
execution in distributed mobile environment [3-13], but almost all consider limited 
number of communication models. A Connection Fault-Tolerant Model (CFT) that 
shows resilience to connection failures of the mobile devices has been presented in 
[14]. It differs from other infrastructure based protocols [3-5], [7], in the fact that 
beside the standard communication between mobile hosts and the fixed network, it 
supports (i) ad-hoc communication between mobile hosts and (ii) introduces a 
decision algorithm that is responsible for decision making on behalf of a mobile host 
in a special case, when neither standard, nor ad-hoc communication is possible. 

The main contribution of this paper is the simulation-based performance analysis 
of the CFT model for mobile distributed transaction processing. We evaluate the 
performance of the CFT model, comparing the results in several deferent scenarios, as 
well as its contribution to the overall mobile transaction commit rate. We also 
determine the optimum connection timeout values that contribute the most for the 
high ad-hoc communication impact on transaction commit rate.  

The paper is organized as follows. Section 2 gives a survey of related work.  In 
Section 3 we present the model of the mobile environment, and in Section 4 the 
transaction model. Description of the Connection Fault-Tolerant Model is given in 
Section 5, whereas in Section 6 we present simulation results and their analysis. 
Section 7 discusses conclusions. 

2 Related work 

Transaction Commit on Timeout (TCOT) protocol [3] is based on a timeout approach 
for Mobile Database Systems, which can be universally used to reach a final 
transaction termination decision in any message oriented system. This protocol limits 
the amount of communication between the participants in the execution of the 
protocol. It decreases the number of wireless messages during execution, and does not 
consider mobile hosts as active participants in the execution of transactions. 

The basic idea of the Two-Phase Commit Protocol for Mobile Wireless 
Environment (M-2PC) [4] is to adapt the 2PC protocol for mobile systems with 
distributed transactions. Mobile hosts are active participants in the execution of a 
transaction and they send confirmation (that the work is done) to the agent or to the 
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fixed device, in order to save energy. This model requires simultaneous connection of 
all mobile participants at the beginning of a transaction. This protocol does not 
provide adequate management of mobility and failures caused by network 
disconnection, nor does it provide a mechanism to control the competitiveness of 
distributed transactions. 

Fault-Tolerant Pre-Phase Transaction Commit (FT-PPTC) protocol [5] provides 
mechanisms for dealing with disturbances in the system in mobile environment. The 
protocol supports heterogeneous mobile databases. FT-PPTC implements distributed 
transaction in two phases: pre-phase, one which is covering the mobile hosts and the 
main phase which refers to the fixed part of the network. Mobile hosts are active 
participants in the execution of a transaction. No mechanisms are developed for 
competition in mobile distributed transactions. FT-PPTC does not provide adequate 
management of mobility, as well, because when mobile hosts are disconnected from 
the fixed network for a long time, they can block resources on the fixed participants. 
This, in turn, leads to an increased number of mobile transaction aborts. 

In the concurrency control without locking approach [6], a concurrency control 
mechanism in mobile environment is proposed, by introducing the concept of 
Absolute Validity Interval (AVI) which is a time period in which the data item is said 
to be valid. It does not use the traditional locking mechanism. The new mechanism 
provides reading same available data item by multiple mobile hosts.  If the data item 
is updated by any mobile host, the mobile hosts which have already read the same 
value must be invalidated.  It reduces the waiting time for execution of a transaction 
and resources are not unnecessary locked. 

3 Model of the mobile environment 

In this paper we consider a system model for the mobile distributed environment 
consisting of a set of mobile hosts (MHs) and a set of fixed hosts (FHs), presented in 
Fig. 1. The model has two main parts: the fixed part of the network and a mobile part 
of the network. Communication between the two is conveyed via Mobile Support 
Stations (MSS), which are connected to the fixed part of the network via wired links. 
MHs can cross the border between two different geographical areas covered by 
different MSSs. 

 

Fig. 1. Communication model in the mobile environment  
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In the considered system model, first, MHs can communicate with the FHs through 
a MSS via wireless channels only when they are located within the MSS coverage 
area. Second, the MHs can ad-hoc communicate with neighboring MHs via wireless 
channels. When MHs enter a geographical area that is out of coverage of any MSS, in 
order to access database servers in the fixed network, they may connect through a 
neighboring MH which is in the covering area of any MSS. 

In brief, we consider a mobile distributed environment where (i) MHs can 
communicate with each other (and/or with FHs) through MSS and, in addition, (ii) 
MHs can ad-hoc communicate with neighboring MHs in order to reach the fixed part 
of the network. We assume that database servers are installed on each FH, and each 
MH has a mobile database server installed. 

4 Transaction model 

A distributed transaction where at least one MH participates is called a Mobile 
Transaction (MT). We identify a MH where a transaction is issued as a Home-MH (H-
MH). Participating MHs and FHs in the execution of a mobile transaction are called 
participant MHs (Part-MH) and participant FHs (Part-FH). 

We assume the existence of a Coordinator (CO) which is responsible for 
coordinating the execution of the corresponding transaction. The CO is responsible 
for storing information concerning the state of the transaction execution. Based on the 
information collected from the participants of the transaction, the CO takes the 
decision to commit or abort the transaction and informs all the participants about its 
decision. The CO should be executed on a fixed host or hosts. This means that logs 
will be kept more safely. 

5 Connection Fault-Tolerant Model 

5.1 Overview  

Some of the most frequent failures in mobile environments are communication 
failures. When MHs are in motion, they may exit the geographical area that is covered 
by some MSS and the resources of the fixed participants may potentially be blocked 
for an undefined period of time. If MHs do not reestablish connection with any MSS 
the transaction is aborted. 

To minimize the number of mobile transaction aborts by tolerating failures caused 
by network disconnections and reduce the resource blocking times of fixed 
participants, we propose a CFT model for distributed transaction processing in mobile 
computing environment. The CFT model ensures the atomicity property.  

The CFT model supports two communication protocols and a decision algorithm, 
as well: 

1. The first protocol is a Standard communication protocol when MHs can directly 
connect to the fixed part of the network through MSSs. 
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2. The second protocol is an Ad-hoc communication protocol when MHs cannot 
directly connect to the fixed part of the network through any MSS. With this 
protocol, MHs can ad-hoc communicate with neighboring MHs in order to reach 
the fixed part of the network. 

In the Standard communication protocol, similar as in [15], to minimize the use of 
the wireless communication and conservation of the resources of MHs, to each MH 
we assign a Mobile Host Agent (MH-Ag) that we add to the fixed network. We 
assume that in the execution of a transaction MH-Ag is representing the MH in the 
fixed network and it acts as an intermediator between the MH and the transaction CO. 
All communications between MH and CO go through the MH-Ag. The MH-Ag is 
responsible for storing all the information related to the states of all MTs involving 
the MH. In the fixed network, a server or servers can be designated, where MH-Ag is 
created for each participating MH.  

The second (Ad-hoc) communication protocol is when MHs cannot directly 
connect to the fixed network, or MH-Ag cannot directly communicate with its MH 
through any MSS. In that case, they try to connect via ad-hoc communication with 
any neighboring MH which is in the covering area of any MSS. To allow this, we 
assign a MH-Relay Agent (MH-RAg) to each a MH. The MH-RAg is responsible for 
ensuring relay wireless link between neighboring MHs. This means that MH which is 
out of the coverage area can connect to its MH-Ag in the fixed network via MH-RAg 
of the neighboring MH which is in coverage area of any MSS. 

In the CFT model we define an additional function of a MH-Ag that we call a 
Decision Algorithm (DAlg). DAlg is used during the execution of a transaction when 
MH-Ag cannot directly or ad-hoc communicates with its MH for a defined period of 
time. DAlg’s task is to check if Transaction Processing Fragment (TPF) function is 
WRITE (insert/update/delete) or READ. If TPF function is WRITE, DAlg saves the 
TPF in a FIFO (First-In First-Out) queue list and makes a decision for the MH to send 
“Yes” vote to the transaction CO. When the connection between MH and the 
corresponding MH-Ag is reestablished, MH-Ag’s first task is to send all saved TPFs 
to the corresponding MH. If TPF function is READ, DAlg will wait for connection 
reestablishment between MH and the corresponding MH-Ag, for a defined period of 
time. If the connection is not reestablished in the specified time period, DAlg makes a 
decision for the MH to send “No” vote to the transaction coordinator. 

5.2 Connection Fault-Tolerant Model operation 

In this section we make a short review of the operation of the CFT model. Fig. 2 
illustrates the execution of a mobile transaction for the proposed model. 

If H-MH is connected to the fixed network through some MSS, it initiates a mobile 
transaction by sending TPF to the transaction CO through its corresponding MH-Ag 
which acts as an intermediator between CO and MH. 

Transaction CO computes the Execution timeout (Et), which is a time limit for all 
participants to complete the execution of the TPFs and send a vote to CO. After that, 
CO sends Et and TPFs to all Part-FHs and MH-Ags that represent the Part-MHs in the 
fixed network, asks them to PREPARE to commit the transaction, and enters the wait 
state. Subsequently, every MH-Ag initiates Connection timeout (Ct), which is a time 
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limit for MH-Ag to establish connection with its MH, and try to send Et and TPFs to 
its MH through standard or ad-hoc communication protocol. If MH-Ag cannot 
establish connection with its MH before Ct expires, it activates the DAlg. 

 
Fig. 2. Execution of a mobile transaction in mobile environment 

DAlg checks if the TPF function is WRITE or READ. In the case of WRITE, 
DAlg saves the TPF in a FIFO queue list and makes a decision for the MH to send 
“Yes” VOTE to the transaction CO. As already mentioned before, if the TPF function 
is READ, DAlg makes a decision for the MH to send “No” VOTE to the transaction 
CO. If MH-Ag establishes connection with its MH before Ct expires, it sends TPF to 
its MH and resets Ct.  

When the participants receive the PREPARE message, they check if they could 
commit the transaction. If so, and if MH establishes connection with MH-Ag before 
Ct expires, MH sends “Yes” VOTE to CO through its corresponding MH-Ag via 
standard or ad-hoc communication protocol. If Ct expires, MH-Ag activates DAlg. 

After the CO has received VOTE from every participant, it decides whether to 
COMMIT or ABORT the transaction. If, for any reason, even one of the participants 
votes “No” or Et expires, the CO decides to ABORT the transaction and sends 
“Abort” message to all participants. Otherwise, if all the received votes are “Yes” and 
Et is not expired, the CO decides to COMMIT the transaction and sends “Commit” 
message, with reset Et to all participants. The participants need to ACKNOWLEDGE 
the CO’s decision before the reset Et expires. 
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6 Simulation results and analysis 

In our simulation-based performance analysis of the Connection Fault-Tolerant 
Model, we focus on mobile transaction commit rate performance metric. For the 
simulation analysis, we used SimPy [16], a process-based discrete-event simulation 
package based on standard Python programming language [17]. A simulation run is 
set to simulate 10 hours. Transactions are generated with exponentially distributed 
interarrival times, with an average of 30 seconds. We assume that all transactions are 
of similar length, but experience different connection conditions. The number and the 
nature of Part-MHs and Part-FHs are randomly selected in order to model arbitrary 
heterogeneity. Table 1 summarizes our simulation parameters. 

Table 1. Simulation settings   

Parameter Value 
Number of Part-MHs 3-5 
Fragment execution time (Part-MH)      [0.3-0.7]s 
Fragment execution time (Part-FH) [0.1-0.3]s 
Transmission delay (wireless link) [0.2-1.0]s 
Transmission delay (wireless ad-hoc link) [0.4-2.0]s 
Transmission delay (wired link) [0.01-0.03]s 
Disconnection Rate [0 – 95]% 
Ad-hoc support   [10 – 90]% 
Distributed transaction WRITE function  [10 – 90]% 

 
Hence, disconnection rate is defined as the ratio of the time when the participating 

MH is disconnected from the fixed network, against the total simulation time. Ad-hoc 
support is the ratio of the time when ad-hoc communication is available between 
MHs, against the total simulation time. It is hard to quantify the level of ad-hoc 
support between MHs in mobile distributed environment. In some parts of the 
wireless network ad-hoc support can be lower compared to other. For that reason, in 
our simulation we define three groups that represent different parts of the wireless 
network with different levels of ad-hoc support (there is a fundamental relationship 
between node density and delay in wireless ad-hoc networks with unreliable links). 
Every MH in the wireless network is a member of one of the defined groups. 

As we mentioned before in Section 5, the CFT model supports two communication 
protocols – Standard and Ad-hoc, and introduces Decision Algorithm in order to 
minimize the number of mobile transaction aborts by tolerating failures caused by 
network disconnections. Considering several different scenarios with- or without 
support of the DAlg, our simulation-based performance analysis determines the CFT 
model contribution to the overall mobile transaction commit rate. 

For the maximum ad-hoc communication contribution to the mobile transaction 
commit rate in the CFT model, we need to determine the values of the Connection 
timeout, which will allow ad-hoc communication before activating the DAlg. Fig. 3 
shows the mobile transaction commit rate against different connection timeouts and 
different ad-hoc support values. Execution timeout is set to UNLIMITED. We assume 
that the functions of all mobile transactions are READ, which means that if DALg 
activates, the transaction will be aborted. From the chart in Fig. 3 can be concluded 
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that for any level of ad-hoc support, commit rate increment is more evident for 
increments of connection timeout up to 2.4s. After that point, the commit rate only 
slightly increases when the connection timeout time rises. It means that connection 
timeout value of 2.4s is the optimum value for maximum ad-hoc communication 
contribution on mobile transaction commit rate in the CFT model. 

 
Fig. 3. Impact of Connection timeout on commit rate 

To determine the ad-hoc communication contribution and DAlg contribution over 
transaction commit rate in the CFT model, we performed numerous simulations 
whose results are shown in Figs. 4-7. Figs. 4 and 6 show the mobile transaction 
commit rate against different disconnection rates and different percentages of mobile 
transactions whose function is WRITE. It is evident that higher level of ad-hoc 
support leads to higher commit rate. It is also evident that the mobile transaction 
commit rate is higher if the number of mobile transactions, whose function is WRITE, 
is higher. 

 
Fig. 4. CFT Model contribution over commit rate     Fig. 5. DAlg contribution over commit rate 
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Fig. 6. CFT Model contribution over commit rate     Fig. 7. DAlg contribution over commit rate 

Figs. 5 and 7 show mobile transaction “presumed commit” rate against different 
disconnection rates and different percentages of mobile transactions whose function is 
WRITE (“presumed commit” rate is the percentage of committed mobile transactions 
by DAlg). From the charts it can be inferred that if the level of ad-hoc support is 
lower (Fig. 5), the impact of DAlg in the CFT Model on the mobile transaction 
commit rate is higher. The other way around, if the level of ad-hoc support is higher 
(Fig. 7), the impact of DAlg on the mobile transaction commit rate is lower. 

7 Conclusion  

In this paper we made a detailed review of the operation of a Connection Fault-
Tolerant Model for mobile transaction processing. Our simulation-based performance 
analysis determines the contribution of (i) the existence of ad-hoc communication and 
(ii) the implementation of a decision algorithm to the mobile transaction commit rate. 
We also determined the connection timeout values that contribute the most for a high 
ad-hoc communication impact on transaction commit rate (before DAlg’s activation). 
Simulation results show that the contribution of ad-hoc communication and DAlg on 
the transaction commit rate is counter proportional: if the level of ad-hoc support is 
lower, the impact of DAlg in the CFT Model on the mobile transaction commit rate is 
higher and vice versa. Conjointly, they both increase the transaction commit rate. 

In our future work we plan to expand the parameters that the decision algorithm 
uses for decision making on behalf of the MH, as well as to employ the class of 
Deterministic and Stochastic Petri Nets (DSPNs) for modeling and analysis of the 
proposed model (deterministic transitions – to capture the timeout mechanisms, and 
exponential transitions – to capture the interarrival times of transactions, as well as 
the stochastic nature of random network disconnections), in order to evaluate a range 
of availability, reliability, performance and performability measures. 
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Abstract. E-Lab is a system developed at Faculty of Computer Science
and Engineering for solving and auto-grading programming problems
from introduction to programming courses. The main goal is to simplify
and improve the organization and the process of solving programming
problems from large group of students in dedicated computer labs us-
ing centralized server. All the work from the students is done in a web
browser using a web-based code editor and everything is stored, compiled
and executed on the server. The system keeps records of all problem at-
tempts from identified students which are used as attendance records. All
the problems and solutions are under version control system (Git). The
platform supports different types of problems in several programming
languages (C, C++, Java) and it’s designed to be easily extended.

Keywords: Online submission, programming languages, automated as-
sessment

1 Introduction

Programming is one of the essential practical skills taught at introduction level
courses in computer science curriculums. Mastering this skill can improve stu-
dents’ chances in finding fair job and developing successful career. The rewarding
career and the constant raising of the market for programmers, makes the com-
puter science programs very popular among high school students. This, results
in larger number of students at the introductory classes with several hundred
students enrolled.

Programming is not an easy skill to develop. By some studies [11], mastering
this skill requires up to ten years. As easy as it seems, teaching basic program-
ming raises challenges to the academic stuff and good organisation with the right
tools is required to tackle these challenges. Similarly to other practical skills,
good strategy for learning programming involves great amount of time actually
doing it. For introduction level courses involving some kind of programming,
this translates to solving a lot of basic algorithmic examples. To incorporate this
practice in the courses, the students organized in smaller groups are required to
spend considerable amount of time solving this kind of programming problems
organized in problem sets by the topic and held in dedicated computer labs.
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Several hundred students working on a set of problems every week, produces
thousands attempted solutions in form of source code that should be examined
and graded. In the current environment students work on PC workstations using
simple text editor or some kind of IDE for the programming language they use.
They save, compile and execute the solutions on their local machines. After they
finish, no records of their work is stored on server repository, so there is no
possibility for the instructors to examine and grade their solutions afterwards.
The time limit for each group of students is in the range of 90 to 120 minutes, and
the instructors usually have only up to 30 minutes to examine, test and grade all
the students of the group assigned to them (the group they are tutoring) which
is usually around 20, each with solutions for several problems. These settings
makes almost impossible for the instructors to quality assess the students work,
or if possible makes it a very dubious task.

The nature of the programming problems in great part of the introduction
programming courses is algorithmic. This makes it possible to develop a fairly
simple platform for creating problems, test cases and system for automatic as-
sessment and grading the solutions. Most algorithmic problems can be designed
to take some input from the standard input in some prescribed format, apply
some simple algorithm, and finally produce an output in some prescribed for-
mat and print it on the standard output. Having this kind of problems we can
take the executable of the program, feed the test input and then compare and
verify for correctness on the test output. This process which is widely used in
many competitive programming systems should emphasize the importance in
programming to have a working solution, instead of only writing a code that
some times doesn’t compile.

The E-Lab system is developed with several goals. If the first goal was to
improve the organization and implementation of the programming exercises,
other important goals are the motivation of the students and the continuous
feedback they will have using this platform. With E-Lab we want to shift the
role of the instructors from teachers and graders to motivators, which are shown
to give better effects in teaching programming [7].

2 Related Work

Systems that automatically assess programming assignments have been designed
and used for more than forty years. In [5] authors review a number of the influ-
ential systems for automatic test-based assessment of programming assignments.
These systems are broadly categorized according to age in three generations.

The first generation or early assessment systems were those originating from
the time when programming was done using punch cards and the evaluation
was done by executing programs and manually evaluating the output. Some of
these early systems had specially designed programs to compare the output of
the execution to some predefined output.

The second generation or the tool oriented assessment systems are developed
using pre-existing tool sets and utilities supplied with the operating system or
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programming environment. One notable example of these systems is the BOSS
system originated at the University of Warwick in the UK [8] which, in his
last development cycles, has become an assessment management system. Other
example is the Scheme-Robo project [9] which has been supplemented by a
graphical user interface and an algorithm-animation component.

The third-generation assessment systems are characterized by using the latest
developments in web technology and adopt advanced testing approaches. Pre-
viously mentioned system BOSS has evolved in this generation. CourseMarker,
developed at Nottingham University [6] and RoboProf deployed at Dublin City
University [4] are examples of this last generation of automatic assessment sys-
tems.

3 The E-Lab Philosophy

We developed E-Lab with the idea that we should build it using the latest web
technologies and state of the art tools that have been proven to work over the
years. The result is a possible forth generation system, where we integrate latest
technologies to produce modern, extendable, scalable and easy to use platform.
We achieve this using the experience over the years observing students working
on programming problems in introduction level courses.

3.1 Integrated problem view

Most of the time available to students trying to solve the problems in the dedi-
cated computer labs is (or should be) spent in three equally important phases. In
the first phase students should carefully read and understand the problems, the
second phase should be part in which they can refer to the related course mate-
rial actually attempting to solve the problem resulting in coding the solution in
some programming language, and in the third and final phase they should get
the feedback for the correctness of their solution.

According to this observation, the platform was designed in such a manner,
so that on a single screen students can work and accomplish all the phases
involved in solving the problems. As can be seen on figure 1, on that single
screen we have the problem text to be read, the web-based code editor to write
the solution and the actions pane, so they can run their solution and get instant
feedback in the output area. With this design we try to implement the extreme
apprenticeship method [10] which is based on a set of values and practices that
emphasize learning by doing, together with continuous feedback as the most
efficient means for learning programming.

3.2 Authentication

All users of the system are authenticated using the Central Authentication Sys-
tem (CAS) which is used by all services at the faculty. With this mechanism we
can identify students and their solutions, and later use this identity to export
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Fig. 1. The student screen trying to solve a problem.

attendance and score records or check for plagiarism, malicious code or other
abusive usages.

3.3 Problems design

The central entities in the programming exercises are the programming problems.
Each problem is designed in two phases. In the first phase we define the problem
text, name and in some problems provide starter code. This information define
only the basis of the problem, so in the second phase we need to provide sample
input and output for the problem as an example, and at least one test case, also
in form of input and output data, so the solutions of the problem can be tested.
For each problem, we can also add contextual help or hints that can be helpful
for students to solve the problem.

3.4 Automatic assessment

Having limited resources in time and the identified difficulties that tutors and in-
structors have trying to assess all of the student solutions to the given problems
makes the automatic assessment top priority in the platform. Since the platform
covers only introduction level courses in programming and algorithms, most of
the problems can be designed so they can be assessed by simple black-box test-
ing methodology. For each problem assignment the author provides a reference
solution, and using this solution the system automatically generates test cases.
Each test case consists of simple input and output text files. When the system
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tests the solution, if it’s compiled successfully, the executable is fed with the
input file and to be correct it should print out the same output as the contents
in the generated output file. One of the test cases is a sample and is visible for
the students, so they can better understand the problem. In our implementation,
each problem should have at least one test case and up to ten test cases. This
shouldn’t be taken as a general rule, be our choice to limit the number of test
cases, was to be able to provide instant feedback. If we have more test cases,
then if their execution always results in time out (the program doesn’t end in a
limited time), the user will need to wait this time out period times the number
of test cases.

4 Architecture

The overview of the system architecture can be seen on figure 2, showing its
primary components. The data repository is the most interesting component of
the system. We propose a specific way of storing the problems and all the work
from the students by using a combination of database and file system. All the
relational data and metadata of the problems such as the name, the problem set
it belongs, the text, are stored in relational database. The other part containing
the starter code, reference solution, help contents in mark-up text and all the
test cases in form of input and output text files are stored on the file system.
And finally, all of the students’ solutions are stored solely on the file system in
organized directory structure.

4.1 Problems and solutions repository

Almost all of the problems information and solutions are in form of simple text or
source code files. Very practical way of storing this kind of data is using some kind
of version control system. With this system we get features such as management
of the changes of the documents and full revision tracking capabilities. The choice
of Git, which is very fast distributed revision control system, gives the system
the reliability of the distributed repositories that doesn’t depend on single server.

4.2 The client-server

The system is a form of standard client-server web architecture. This architecture
allows the client, which is standard and web browser available on all platforms,
to run on virtually every PC in our computer lab environment. This lowers the
costs of maintenance of the computer labs, because no specific software such as
separate client software, compilers, IDEs or text editors should be installed and
maintained.

The web server is composed of two separate servers. The front-end web server
is a fast web server that serves as a fast proxy and load balancer to the applica-
tion server. The application server is Java server that uses a scalable RESTfull
architecture. The web application on this server follows the MVC architectural
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Fig. 2. The E-Lab architecture.
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pattern applied to the web architecture. The authentication of the users is done
on a central authentication server using HTTPS.

4.3 Asynchronous jobs

In our architecture as in most web based architectures, the web application
server is intended to work with very short requests. It uses a fixed thread pool
to process requests queued by the HTTP connector. To get optimum results, the
thread pool should be as small as possible. The typical optimum value for the
default pool size is the number of processors + 1.

That means that if a request is very long, such as waiting the execution of a
program that times out (for example 3 seconds), will block the thread pool and
penalize the application responsiveness. Of course, we could add more threads
to the pool, but it will result in wasted resources, and anyway the pool size will
never be infinite.

In the example when users submitting solutions that should be tested on 3
test cases and each of these solutions times out (3 seconds), then the request will
last at least 9 seconds (3 test cases x 3 seconds each). When 10 users simulta-
neously try to submit their solutions, the server will need at least 10 execution
threads. This number is feasible, but if we want to have scalable system that sup-
ports hundreds or more users submitting solutions, we need different approach.

In these cases, our web framework allows us to temporarily suspend the
request. The HTTP request will stay connected, but the request execution will
be popped out of the thread pool and tried again later. We execute our long
lasting operations such as compiling, saving and executing in an asynchronous
way. We use for execution, something called asynchronous job, and while these
jobs are executing, the HTTP request is suspended and waits for the result to be
available. When the jobs are done with the execution the HTTP request resumes
and returns the result to the user.

4.4 Sandboxed execution

The system allows students to write, run and execute any kind of program code
that will be executed on a remote server. This can harm the server in many
undesirable ways. The malicious code can contain unprivileged read and write
access, can create fork bombs, allocate all the available memory or simply con-
sume all the processing power the server has. To control or prevent these security
issues all the execution is done in a sandbox environment. In this sandbox each
execution is limited by processing time and memory, and also constrained in the
number of processes it can fork.

5 Detecting Plagiarism

Source code plagiarism is a serious problem and we must make it very clear to
students that the automated system will not be tolerating any kind of source code
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plagiarism. The large number of submissions makes it very difficult to manually
check for evidences of plagiarism in all possible combinations of solutions. We
must use some automatic system for plagiarism detection. Automatic plagiarism
detection has been the subject of many studies [2], [3] and there are many systems
available online.

In the E-Lab system we incorporate one of these systems trying to prevent
and detect plagiarism cases. We use the MOSS system developed by Alex Aiken
at UC Berkeley [1]. The Measure Of Software Similarity system makes it possible
to objectively and automatically check all problem solutions for evidence of
plagiarism or simple copying. MOSS works with programming languages like C,
C++, Java, Python and many others. The strategy in our system is to present
it very clear to the students, that their solutions will be checked for plagiarism
against all solutions submitted by other students. Some of the introduction level
problems have very short and simple solutions. We exclude these submissions
from plagiarism detection, because the nature of these problems makes it very
difficult to write conceptually different solutions.

6 Conclusion

With the development and introduction of the E-Lab system we try to address
many organizational aspects of the lab exercises from introduction level pro-
gramming courses at our faculty. We try to simplify and improve the process of
creating and managing simple programming problems. The system is focused on
the student and his work and the role of the instructors is to motivate and help
students to write working solutions for most of the problems.

The implementation of the central and reliable data repository should also
bring many advantages. It contains all students solutions and other important
information such as the time when problems were solved or time needed to
solve. All the solutions are version controlled, so we can track and analyze the
stages in solving and fixing bugs from beginner programmer perspective. All
these records, provides us with valuable information from the learning process
of the students. From this data, very easy we can extract information such as
students attendance records and final scores.

With this system, we are not trying to solve all the organizational and edu-
cational problems or entirely exclude the human factor. E-Lab is developed to
help with these problems and create modern environment that will motivate and
support students work in programming.
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Abstract. Armenia as a developing country has a very severe need to integrate and collabo-
rate with the international Geospatial community in order to build a reliable and efficient 
geospatial infrastructure. Moreover, the availability of such an infrastructure could foster 
the availability of geospatial data, could facilitate the development of a data sharing policy 
at national level, and could help to efficiently provide Armenian data to the local and inter-
national communities. The goal of the article is to introduce the proposed integrated Geo-
spatial infrastructure that is composed of a Spatial Data Infrastructure, tools, services, geo-
computational facilities and benchmarking results of some services. The infrastructure will 
be discussed in the context of hydrological modeling in Armenia. 

Keywords: SDI, geospatial data, interoperability, distributed computing, Lake Sevan, 
SWAT, hydrological model. 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 85

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



  

1 Introduction 

Geographic information systems (GIS) provide facilities to handle spatially refer-
enced data (commonly known as geospatial data) and information. GIS allow one 
to integrate and handle datasets from different distributed sources. Even when a 
GIS is available, additional technology is needed to facilitate data sharing and 
processing across various users and producers. A Spatial Data Infrastructure (SDI) 
provides such a framework. In this context the deployment of a SDI at national 
level can facilitate harmonious production, management and usage of geospatial 
data. 
 Armenia as a developing country has an essential need to join regional and in-
ternational geospatial communities to collaborate in building a reliable and effi-
cient infrastructure. Moreover, the availability of such an infrastructure could fos-
ter the availability of geospatial data and facilitate the development of a data 
sharing policy at national level. This would help to efficiently share Armenian da-
ta with the local and international communities. 
 The issue is essential for Armenia, because the country was one of the most 
industrialized republics of the Soviet Union. Its large industrial enterprises were 
integrated into a single industrial conglomerate. Large-scale industrial activities 
(e.g., mining, chemical and electrical industry, machine construction) lead to se-
vere impacts on the environment. Till now the economic policy shifted towards a 
strong support to industrial development, greatly ignoring ecological interests. 
Geographically, Armenia lays the highest position in the South Caucasus and is a 
place of origination of major water arteries: rivers Kura and Araks. All countries 
of the region sharing borders with Armenia use Kura-Araks catchments and share 
emerging environmental problems. Consequently, information regarding the eco-
logical state of shared environmental compartment of catchments is necessary for 
development of short-term and long-term plans for economic and social develop-
ment of all countries of the Southern Caucasus region, especially considering 
planned large projects for construction of oil and gas pipelines, construction of a 
Europe–Caucuses–Asia transport corridor, and other projects. Environment re-
search, awareness and conservation in Armenia are vital for the country’s future 
and for the greater area, which is a direct neighbor and partner of Europe. Thus 
one of the responses to threats is to build research capacity, the first stage of which 
is the deployment of the SDI, which will support decision-making at local and re-
gional level. 
 This paper introduces the technical concepts of an integrated SDI platform for 
Armenia, which consists of a harmonization approach for tools and services, geo-
computational facilities (see fig. 1), and benchmarking results of some services.  

86          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



  

 
Fig. 1. Structure of Suggested SDI in Armenia 

2 Integrated Spatial Data Infrastructure in Armenia 

 
2.1 Geospatial data 

There is an obvious acknowledgment of the effective use of geospatial data and 
information, and standardization is essential in this context. Standardization al-
lows data from one source to be easily used with those from another source to cre-
ate richer and more useful data. The infrastructure that best permits standardiza-
tion is the SDI that can be defined as "the relevant base collection of technologies, 
policies and institutional arrangements that facilitate the availability of and access 
to spatial data" (Nebert, 2001). The SDI can be complemented with other man-
agement tools in order to better handle and process the data. For this purpose the 
OpenGeo Suite [1] community edition used in conjunction with GeoNetwork al-
lows building a SDI based on free and open source software. These web server 
applications permit to store data in a PostgreSQL/PostGIS database, to publish da-
ta and metadata using interoperability OGC and ISO standards (e.g., Web Map 
Service, Web Feature Service, Web Coverage Service), to document and catalog 
data and services in a metadata management system (e.g. GeoNetwork), to dis-
seminate data in various formats, and finally to build webGIS applications. 
OpenGeo Suite incorporates wide database and raster format support and is de-
signed for strong interoperability. Moreover, it publishes data from any major spa-
tial data source using open standards. 
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2.2 Tools and Services 

The integrated SDI developed for Armenia is composed of several tools that facili-
tate spatial analysis. We discuss below each of those tools. 

GRASS GIS [2-3] is a free and open source GIS software used for geospatial 
data management and analysis, image processing, graphics/maps production, spa-
tial modeling, and visualization. GRASS is currently used in academic and com-
mercial settings around the world, as well as by many governmental agencies and 
environmental consulting companies. GRASS is written in a fully modular way. 
The latest stable release provides more than 400 modules for data management 
and analysis. GRASS can be run fully automated on distributed computing infra-
structures, such as on high performance computing clusters (HPC). However, it is 
not an easy job to port GRASS modules directly to HPC environment, because we 
should have good balancing of both data and task distribution, and effective solu-
tion to distribute data and tasks among single or multiple clusters environments. 
Series of experiments to predict and investigate the scalability of GRASS modules 
on the available computational platform have been carried out. 

For example, the module of the Normalized Difference Vegetation Index 
(NDVI) [4] has been implemented (see fig. 2) for the region including Lake Sevan 
[5]. Lake Sevan is the unique large water body of Armenia and has a crucial 
meaning not only in the water balance of the whole South Caucasus, but also in 
the northern regions of neighbor countries. It is the main strategic supply source of 
drinking water for Armenia and neighboring countries. 

 
Fig. 2. GRASS NDVI output for Lake Sevan 

 
The benchmarking of NDVI (see fig. 3) has been carried using four computa-

tional nodes (each 8 cores) of the Armenian National Grid Initiative (ArmNGI) 
[6]. 
 

88          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



  

 
 

Fig. 3. NDVI benchmarking using four nodes 
 

The experiments show good scalability of the NDVI module and justify the 
use of distributed computational resources for geoprocessing. For example in this 
particular case, the running time is about six times less in case of serial using. 
Some services to stakeholders via PyWPS [7] and WPS GRASS BRIDGE [8] will 
be later provided, which will use HPC resources in case of complex requests, such 
as in case of high-resolution satellite image processing. 

SWAT (Soil and Water Assessment tool) is another tool [9] that is available in 
the infrastructure. SWAT is a river basin scale model developed to quantify the 
impact of land management practices in large, complex watersheds. The im-
portance of the implementation of this tool in Armenia is crucial because there is 
no exact or accurate estimation of any land use impact on any watershed in Arme-
nia. Additionally, we have to mention the importance of getting the HRU (Hydro-
logical Response Units) properties of each sub-basin in the watershed. HRUs are 
the smaller spatial units describing watershed properties (soil type, landuse, etc). 
A calibrated SWAT model can then be used to obtain outputs on various im-
portant aspects of the watershed such as: water quality, water quantity, sediment 
concentration and more. Series of experiments have been carried out using the 
model based on ArcGIS (version 9.3.1) [10] with ArcSWAT [11]. As an initial 
implementation, corresponding HRU for Argichi river basin (part of Lake Sevan 
catchment basin) have been delineated and obtained (see fig. 4). The HRU anal-
yses full report includes land use, soils and slope distribution, and final HRU dis-
tribution. 
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Fig. 4. Delineation of HRU for Argichi river basin (red - mask border, green – sub-basin 
border, violet - HRU border) 

 
Finally, as services it is planned to implement the standards promoted by the 

Open Geospatial Consortium [12]. Some experiments have been carried out using 
WPS (Web Processing Service), which provides rules for standardizing how in-
puts and outputs (requests and responses) for geospatial processing services (such 
as polygon overlay) are encoded in the web service. The WPS standard also de-
fines how a client can request the execution of a process, and how the output from 
the process is handled. 
 

2.3 Computational and Storage Resources 

The heterogeneous computational (more than 500 cores) and storage resources of-
fered by ArmNGI and located in the leading research (National Academy of Sci-
ences, Yerevan Physics Institute) and educational (Yerevan State University, State 
Engineering University) organizations of Armenia, was used for the distributed re-
sources for SDI. For instance, spatial satellite image processing requires a large 
amount of computation time due to its complex and large processing criteria. In 
the future the integrated SDI could benefit from other VOs outside the ArmNGI, 
such as the common geocomputation infrastructure of the ENVIROGRIDS [13] 
community.  

3 Conclusion 

The suggested infrastructure is compatible with OGC international standards, and 
can help sharing Armenian data to International initiatives such as GEOSS 
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(Global Earth Observation System of Systems) and INSPIRE (Infrastructure for 
Spatial Information in the European Community). The infrastructure is scalable 
over a distributed infrastructure. The various tools to complement the SDI are now 
integrated for strengthening research capacities and promoting innovative ways of 
approaching challenges related to the ever increasing flow of environmental data 
in Armenia. These new capacities will facilitate data exchange, sharing and 
updating, and will improve the accessibility to Armenian environmental data. Due 
to new facilities, Armenian researchers will be empowered with new highly-
competitive technical skills by enhancing their national, regional and international 
networking. 
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Abstract. Error-correcting codes based on quasigroup transformations
are defined elsewhere. The speed of the decoding process is one of the
biggest problems for these codes. In order to improve the decoding speed,
we have defined a new algorithm of decoding. Now, we use two transfor-
mations of the redundant message by using different parameters, and the
candidates for the decoded messages are obtained by using intersection
of the corresponding sequences. In such a way the decoding is at least
4 times faster. Also, some other improvement of the standard decoding
process are considered where improving of the packet-error probability
(PER) and the bit-error probability (BER) are obtained.

Keywords: quasigroup, quasigroup transformation, random code, error-
correcting code, packet-error probability, bit-error probability

1 Introduction

Random codes based on quasigroups (RCBQ) are proposed in [1]. RCBQ have
several parameters and in [2] we have investigated the influence of the code
parameters to the code performances. In this paper we define some modifications
of the process of decoding in order to improve the performances of these codes.
Since the decoding speed is one of the biggest problem for these random codes
we propose a new method of decoding such that the modified decoding process is
4.5 times faster than the original one. Also, we consider some other modifications
of the decoding algorithm for decreasing the packet-error probability (PER) and
the bit-error probability (BER).

The paper is organized as follows. In Section 2 we give the definition of
quasigroup transformations and description of the RCBQ, i.e., the algorithms of
coding and decoding. In Section 3 we propose a new algorithm of decoding and
modification on the decoding rule in order to eliminate the unsuccessful decod-
ing with more candidates. In this section we present the experimental results
obtained with these modifications. In Section 4, we consider other modification
of the standard decoding process which improve the packet-error probability
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(PER) and the bit-error probability (BER). Finally, some conclusions are given
in Section 6.

2 Preliminary Definitions and Description of RCBQ

Since the RCBQ are designed using quasigroup string transformations we give
breafly some definitions of quasigroups transformations and description of the
coding and decoding algorithm of these codes.

2.1 Quasigroups and Quasigroups String Transformation

A quasigroup (Q, ∗) is a groupoid, i.e., a set Q with a binary operation ∗ :
Q2 → Q, such that for all u, v ∈ Q, there exist unique x, y ∈ Q, satisfying the
equalities u ∗ x = v and y ∗ u = v. In the sequel we assume that the set Q is a
finite set. The main body of the multiplication table of a quasigroup is a Latin
square over the set Q. Given a quasigroup (Q, ∗) a new operation \, called a
parastrophe, can be derived from the operation ∗ as follows:

x ∗ y = z ⇔ y = x\z. (1)

Then the algebra (Q, ∗, \) satisfies the identities

x\(x ∗ y) = y and x ∗ (x\y) = y, (2)

and (Q, \) is also a quasigroup.
Quasigroup string transformations are defined on a finite set Q endowed

with a quasigroup operation ∗, and they are mappings from Q+ to Q+, where
Q+ is the set of all nonempty words on Q. Here, we use two types of quasigroup
transformations as explained below. Let l ∈ Q be a fixed element, called a leader.
For every ai, bi ∈ Q, e− and d−transformations are defined as follows:

el(a1a2 . . . an) = b1b2 . . . bn ⇔ bi+1 = bi ∗ ai+1,
dl(a1a2 . . . an) = b1b2 . . . bn ⇔ bi+1 = ai\ai+1,

(3)

for each i = 0, 1, . . . , n − 1, where b0 = a0 = l. By using the identities (2), we
have that dl(el(a1a2 . . . an)) = a1a2 . . . an and el(dl(a1a2 . . . an)) = a1a2 . . . an.
This means that el and dl are permutations on Qn, mutually inverse. In the code
design compositions of el and dl are used.

Theorem 1. [3] Consider an arbitrary string α = a1a2 . . . an where ai ∈ Qi,

and let β be obtained after k applications of an e−transformation on α. If n is

an enough large integer then, for each 1 ≤ t ≤ k, the distribution of substrings

of β of length t is uniform. (We note that for t > k the distribution of substrings
of β of length t is not uniform.)

Code design uses the alphabet Q = {0, . . . , 9, a, b, c, d, e, f} of nibbles (4-bit
letters), and a quasigroup operation ∗ on Q together with its parastrophe \.
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2.2 Description of RCBQ

Let M = m1m2...mr be a block of Nblock bits, where mi is a nibble (4-bit
letter); hence, Nblock = 4r. We first add redundancy as zero bits and produce
block L = L(1)L(2)...L(s) = L1L2...Lm of N bits, where L(i) are 4-nibble words,
Li are nibbles, so m = 4s, N = 16s. After erasing the redundant zeros from
each L(i), the message L will produce the original message M . On this way we
obtain an (Nblock, N) code with rate R = Nblock/N . The codeword is produced
from L after applying the encryption algorithm given in Figure 1. For that aim,
previously, a key k = k1k2 . . . kn of length n nibbles should be chosen. The
obtained codeword of M is C = C1C2...Cm, where Ci are nibbles.

After transmission through a noise channel (for our experiments we use bi-
nary symmetric channel), the codeword C will be received as message D =
D(1)D(2)...D(s) = D1D2...Dm, where D(i) are blocks of 4 nibbles and Dj are
nibbles. The decoding process consists of four steps: (i) procedure for generating
the sets with predefined Hamming distance, (ii) inverse coding algorithm, (iii)
procedure for generating decoding candidate sets and (iv) decoding rule.

Encryption Decryption

Input: Key k = k1k2 . . . kn and Input: The pair
L = L1L2 . . . Lm (a1a2 . . . as, k1k2 . . . kn)
Output: codeword Output: The pair
C = C1C2...Cm (c1c2 . . . cs, K1K2 . . . Kn)

For j = 1 to m For i = 1 to n

X ← Lj ; Ki ← ki;
T ← 0; For j = 0 to s− 1
For i = 1 to n X, T ← aj+1;

X ← ki ∗X; temp← Kn;
T ← T ⊕X; For i = n to 2
ki ← X; X ← temp \X;

kn ← T T ← T ⊕X;
Output: Cj ← X temp← Ki−1;

Ki−1 ← X;
X ← temp \X;
Kn ← T ;
cj+1 ← X;

Output: (c1c2 . . . cs, K1K2 . . . Kn)

Fig. 1. Algorithm for encryption and decryption

The probability that ≤ t bits in D(i) are not correctly transmitted is
P (p; t) =

∑t
k=0

(
16
k

)
pk(1− p)16−k, where p is probability of bit-error in a binary

symmetric channel. Let Bmax be an integer such that 1− P (p;Bmax) ≤ qB and
Hi = {α|α ∈ Q4, H(D(i), α) ≤ Bmax}, for i = 1, 2, . . . , s, where H(D(i), α) is
the Hamming distance between D(i) and α.

The decoding candidate sets S0, S1, S2,. . . , Ss are defined iteratively. Let
S0 = (k1 . . . kn;λ), where λ is the empty sequence. Let Si−1 be defined for i ≥ 1.
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Then Si is the set of all pairs (δ, w1w2 . . . w16i) obtained by using the sets Si−1

and Hi as follows. (Here, wj are bits). For each (β,w1w2 . . . w16(i−1)) ∈ Si−1

and each element α ∈ H, we apply the inverse coding algorithm (i.e. algorithm
for decryption given in Figure 1) with input (α, β). If the output is the pair
(γ, δ) and if both sequences γ and L(i) have the redundant nibbles in the same
positions, then the pair (δ, w1w2 . . . w16(i−1)c1c2 . . . c16) ≡ (δ, w1w2 . . . w16i) is an
element of Si.

The decoding of the received codeword D is given by the following rule: If the
set Ss contains only one element (d1 . . . dn, w1 . . . w16s) then L = w1 . . . w16s. In
this case, we say that we have a successful decoding. In the case when the set Ss

contains more than one element, we say that the decoding of D is unsuccessful
(of type more-candidate-error). In the case when Sj = ∅ for some j ∈ {1, . . . , s},
the process will be stopped (null-error appears). We conclude that for some
m ≤ j, D(m) contains more than Bmax errors, resulting with Cm /∈ H.

Theorem 2. [1] The packet-error probability of these codes is q = 1− (1−qB)s.

2.3 Calculating PER and BER

In experiments with RCBQ in [2] we calculate the values of PER and BER on
the following way. If the decoding process completed successfully (the last set
Ss of candidates for decoding has only one element), the decoded message is
compared with the input message. If they differ at least one bit, then we say
that an uncorrected-error appears. Then we compute the number of incorrectly
decoded bits as Hamming distance between the input and the decoded message.

We also calculate the number of incorrectly decoded bits when the decoding
process finish with more-candidate-error or null-error. Then, that number is
calculated as follows.

When null-error appears, i.e., Si = ∅, we take all the elements from the set
Si−1 and we find their maximal common prefix substring. If this substring has
k bits and the length of the sent message is m bits (k � m), then we compare
this substring with the first k bits of the sent message. If they differ in s bits,
then the number of incorrectly decoded bits is m− k + s.

If a more-candidates-error appears we take all the elements from the set Ss

and we find their maximal common prefix substring. The number of incorrectly
decoded bits is computed as previous.

The total number of incorrectly decoded bits is the sum of all of the previously
mentioned numbers of incorrectly decoded bits.

We compute the probability of packet-error as

PER = #(incorrectly decoded packets)/#(all packets)

and the probability of bit-error as

BER = #(incorrectly decoded bits in all packets) / #(bits in all packets).
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3 A New Algorithm of Decoding

From our previous experiments with the RCBQ we concluded that the speed of
the decoding process is one of the biggest problem for these random codes. De-
pending on the chosen pattern for redundant zero nibbles, the decoding process is
slow in some iterations since the number of elements in the sets S is very large. If
we distribute the redundant zeros more uniformly, than the number of elements
in the sets S are not going to be very large, but then, many more-candidate-
errors will appear. Therefore, in the patterns we need to put more redundant
zeros at the end. In fact, finding good equilibrium for placing the redundant ze-
ros is an open problem and by experiments several enough satisfactory patterns
are discovered.

In order to improve the decoding speed, in this paper we propose a new
algorithm of decoding, called cut-decoding algorithm. In the new method, in-
stead of using a (k, n) code with rate R, we use together two (k, n/2) codes
with rate 2R, that decode a same message of k bits. First, we apply the cod-
ing algorithm, given in Figure 1, on the same redundant message L twice using
different parameters (different keys or quasigroups). In this way we obtain the
codeword of the message as concatenation of the two codewords of n/2 bits.
After transmitting through a binary symmetric channel, we divide the outgoing
message D = D(1)D(2)...D(s), where D(i) are blocks of 4 nibbles, in two mes-
sages D(1) = D(1)D(2)...D(s/2) and D(2) = D(s/2+1)D(s/2+2)...D(s) with equal
lengths and we decode them parallel with the corresponding parameters. In the
new method of decoding we make modification in the part (iii) of the decoding
process, i.e., in the procedure for generating decoding candidate sets. In the new
algorithm we generate these sets on the following way.

Step 1. Let S
(1)
0 = (k

(1)
1 . . . k

(1)
n ;λ) and S

(2)
0 = (k

(2)
1 . . . k

(2)
n ;λ) where λ is the

empty sequence, k
(1)
1 . . . k

(1)
n and k

(2)
1 . . . k

(2)
n be the initials keys used for

obtaining the two codewords.

Step 2. Let S
(1)
i−1 and S

(2)
i−1 be defined for i ≥ 1.

Step 3. Let two decoding candidate sets S
(1)
i and S

(2)
i be obtained in the both

decoding processes, on the same way as in the standard RCBQ.

Step 4. Let V1 = {w1w2 . . . w16i|(δ, w1w2 . . . w16i) ∈ S
(1)
i }, V2 = {w1w2 . . . w16i

|(δ, w1w2 . . . w16i) ∈ S
(2)
i } and V = V1 ∩ V2.

Step 5. For each (δ, w1w2 . . . w16i) ∈ S
(1)
i , if w1w2 . . . w16i /∈ V then S

(1)
i ←

S
(1)
i \{(δ, w1w2 . . . w16i)}. Also, for each (δ, w1w2 . . . w16i) ∈ S

(2)
i , if w1w2 . . . w16i /∈

V then S
(2)
i ← S

(2)
i \ {(δ, w1w2 . . . w16i)}.

(* Actually, we eliminate from S
(1)
i all elements whose second part does not

matches with the second part of an element in the S
(2)
i , and vice versa. In

the next iteration the both processes use the corresponding reduced sets S
(1)
i

and S
(2)
i . *)

Step 6. If i < s then increase i and go back to Step3.
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If, after the last iteration, the reduced sets S
(1)
s and S

(2)
s have only one

element with same second component w1 . . . wrs, then L = w1 . . . wrs. In this
case, we say that we have successful decoding. If, after the last iteration, the

reduced sets S
(1)
s and S

(2)
s have more than one element we have more-candidate-

error. If we obtain S
(1)
i = ∅, S

(2)
i �= ∅ or S

(2)
i = ∅, S

(1)
i �= ∅ in some iteration then

the decoding of the message continues only with the nonempty set S
(2)
i or S

(1)
i ,

by using the standard RCBQ decoding process. In the case when S
(1)
i = S

(2)
i = ∅

in some iteration, then the process will be stopped (null-error appears).

In experiments with the new method of decoding, we noticed a significant
reduction in the number of elements in the sets S and we achieve big improve-
ment in the speed of the decoding process. Namely, the new method of decoding
is 4.5 times faster. In the Table 1 we give one example of the average number

of elements in the sets S
(1)
i and S

(2)
i , in each iteration, before and after the re-

duction given in Step 4 of the new method of decoding. As it is expected, the
proposed reduction in Step 4 significantly decreases the number of elements in
the decoding candidate sets, that can be seen from Table 1.

Table 1. Average number of elements in the decoding candidate sets before and after
reduction

No. iteration No. elements in No. elements in No. elements in

S
(1)
i S

(2)
i

reduced sets S
(1)
i , S

(2)
i

1 10.4 9.9 1.6
2 244.2 244.2 18.2
3 178.5 181.9 8.1
4 79.7 80.5 4.4
5 693.5 695.1 34.8
6 343.9 339.5 14.2
7 140.6 139.3 6.2
8 60.8 61.5 3.4
9 1.1 1.0 1.0

The problem in the new method of decoding is that for obtaining code with
rate R we need a pattern for code with twice larger rate. But, it is hard to make
good pattern for larger rates, since the number of redundant zeros in these pat-
terns is smaller. Therefore, with the new proposed method of decoding we obtain
worse results in the number of unsuccessful decoding of type more-candidate-

error, but the number of unsuccessful decoding with null-error is smaller.

To resolve the problem of greater number of more-candidate-errors we pro-
pose one heuristic in the decoding rule for elimination of this type of errors.
Namely, from the experiments with the RCBQ we can see that when the decod-
ing process ends with more elements in the last set Ss, almost always in this set
is the correct message. So, in these cases we can randomly select a message from
the set Ss in the last iteration and it can be taken as the decoded message. If
the selected message is the correct one, then the bit-error is 0, so the BER will
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also be reduced. In the experiments we have made with this modification we got
that in around half of the cases, when the last set Ss contains more than one
element, the correct message is selected.

3.1 Experimental Results

We presented in [2] the experimental results obtained for (72,288) codes with rate
R=1/4 for different patterns of redundancy, when binary symmetric channel is
used. The best result for this codes was for the pattern: 110011001000000011001
000100000001100110010000000110010 001000000000000000, key k = 0123456789
and a quasigroup given in the same paper. For making a comparison, we have
made experiments for (72,288) codes with the new algorithm of decoding, and
we have considered 17 different patterns for (72, 144) codes of rate 1/2.

Experiments with different keys. First, we made experiments using only differ-
ent keys in the two process of coding and decoding and the same quasigroup given
in [2]. The best results we obtained for the pattern 11001110110011001110110011
0011000000 and keys k1 = 01234, k2 = 56789 (we also tried with keys of length
10 nibbles but the results were similar). The obtained results for PER and BER
with the new cut-decoding algorithm and with the standard method of decoding,
for different values of bit-error probability p of binary symmetric channel and
Bmax = 4, are given in Table 2 and presented in Figure 2 and Figure 3.

Table 2. Experimental results for packet-error and bit-error probability

p PERold PERnew

0.02 0.00125 0.00171
0.03 0.00171 0.00257
0.04 0.00594 0.00514
0.05 0.01594 0.01714
0.06 0.03594 0.02657
0.07 0.06656 0.06171
0.08 0.11313 0.10800
0.09 0.18875 0.15886

p BERold BERnew

0.02 0.00076 0.00011
0.03 0.00089 0.00083
0.04 0.00343 0.00302
0.05 0.00928 0.01134
0.06 0.02239 0.01943
0.07 0.04065 0.04243
0.08 0.06485 0.07512
0.09 0.11357 0.11621

We conclude from the results that we have approximately the same results for
the values of PER and BER with both decoding algorithms. Moreover, we note
that for p > 0.05 we have slightly better values of PER with the new algorithm
of decoding.

Experiments with different keys and different quasigroups. We have made
experiments with the new method of decoding using (72,144) codes with different
keys and different quasigroups. The results obtained using the quasigroup given
in [2] and the quasigroup, with high coefficient of period growth, given at the
end of the paper [4], are similar with the previous results obtained using same
quasigroup in the both process. Nevertheless, if we use the cyclic group of order
16 in one of the codes then the results for PER and BER are much worse.
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Fig. 3. Comparison of BER

No improvement was made if we use different keys if their length was at least
5 nibbles.

Experiments for rate 1/8. We have made experiments for (72, 576) codes
of rate 1/8 by using both methods. In this experiments we obtained better
results for values of PER and BER with the new algorithm of decoding. We also
have improvement in the speed of decoding, which is more significant if we use
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Bmax = 5 in the process of decoding. In this case, the new decoding process is
5.2 times faster than the standard decoding process.

4 A Method for Decreasing the Number of Null-errors in

the New Decoding Algorithm

In [2] we have proposed a method for decreasing the number of null-errors by
backtracking. Namely, if in the i-th iteration of the decoding process we obtain
Si = ∅, it means that in some previous step j < i we have lost the right block that
had to be processed. This happened if the number of errors during transmission
in some block is greater than Bmax. Some of these errors will be eliminated if we
cancel a few of iterations of the decoding process and we reprocess all of them
or part of them with a larger value of Bmax.

Now, we have made experiments using this idea in the new algorithm of
decoding when a null-error appear. We made experiments with returning two
or three iterations back and using Bmax + 1 or Bmax + 2 in the first of canceled
iterations (the remain iterations use the previous value of Bmax). We must note
that with this backtracking in some cases instead of null-error we obtain more-

candidate-error. We obtain the best results with two iterations back and Bmax+2
and the percentages of eliminated unsuccessful decoding with the null-error are
given in Table 3. These results are obtained by applying of this modification on
the unsuccessful decoded message (with null-error) from the experiments which
results are presented in the Table 2. We can conclude that this modification gives
good percentage of eliminated null errors.

Table 3. Percentage of eliminated unsuccessfully decoding with null-error

p Percentage of eliminated null-errors

0.03 28.57%
0.04 20.37%
0.05 24.00%
0.06 23.17%
0.07 27.23%
0.08 25.37%
0.09 22.64%

Very important for this modification is that we have only significantly small
increasing of the decoding speed. Also, by eliminating some of the null errors we
obtain better results for BER. In Table 4 we compare the values of PERnew and
BERnew from Table 2 (obtained by the new cut-decoding) without backtracking
and values of PERnew+back and BERnew+back obtained by using backtracking
(two iterations back and Bmax + 2). We conclude from the results of Table 4
that for larger values of p we have greater improvement of PER. Also, by this
modification we achieve better values of BER for all p. This happens since in
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the cases when the null error will not be eliminated by backtracking, the empty
reduced sets can occur in some higher iteration, so the bigger part of the message
will be decoded and the value of the bit-error will be smaller.

Table 4. Experimental results for PER and BER with and without backtracking

p PERnew PERnew+back

0.03 0.00257 0.00257
0.04 0.00514 0.00514
0.05 0.01714 0.01429
0.06 0.02657 0.02171
0.07 0.06171 0.04857
0.08 0.10800 0.08200
0.09 0.15886 0.12543

p BERnew BERnew+back

0.03 0.00083 0.00077
0.04 0.00302 0.00165
0.05 0.01134 0.00510
0.06 0.01943 0.00892
0.07 0.04243 0.02194
0.08 0.07512 0.03795
0.09 0.11621 0.05383

5 Conclusion

In this paper we proposed a new decoding algorithm of random codes based on
quasigroups. The main idea was to make cuts of the sets Si used in the standard
RCBQ algorithm. Our aim was to improve the decoding speed of these codes.
Several experiments were performed with different types of quasigroups, different
types of patterns and different lengths of the key. The new method gives around
4.5 times faster decoding process than the older one for (72,288) codes. Also, the
elimination of more-candidate-errors is higher.

Some other improvement of the standard decoding process are considered
where improving of the packet-error probability (PER) and the bit-error proba-
bility (BER) are obtained.

These results open the problem of using cuts of three or more of the sets Si

in order the decoding speed to be more increased.
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Abstract. This paper is an introduction to the world of deaf and hard of hearing 
people and their everyday challenges (and opportunities) with technology and 
computer interaction.  The requirements of this focus group in human-computer 
interaction and the currently available computers tools and technologies in the 
world, and especially Macedonia will be discussed. An overview of the present 
research directions and the possibilities of the visualization and 3D technology 
for this target group will be stated. 

In this paper the Sign Language Tutor – sign language interactive e-learning 
platform will be presented. It represents a collection of modules and games ded-
icated to ease the learning of the Macedonian Sign Language (MSL), but also to 
improve the mental and memory capabilities, especially of the younger part of 
our target group – the deaf children. The central part of this project is 3D simu-
lation – given a 3D model of a girl the subject should sign a chosen letter or ob-
ject. Computer games to assist with the learning are used: one is a 2D adventure 
where the hero fights monsters and collects items as rewards – sign of the col-
lected object, the other is memory where the subject should connect a card with 
a sign of the letter.  The platform is built using the Microsoft XNA technology.  

Keywords: deaf, hard of hearing, sign language, children, tutorial, human-
computer interaction 

1 Introduction 

The community of deaf and hard of hearing people is not a small community. 
According to the World Health Organization in 2004 there were over 275 million 
people globally with moderate-to-profound hearing impairment [1]. Even more, this 
group of people don’t want to be considered as a part of the community of disabled. 
According to the World Federation of Deaf “Deaf and hard of hearing people do not 
identify as having a disability or see themselves as experiencing a limitation. Instead, 
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they identify as a member of a cultural and linguistic group.”[2]. However, they live 
isolated from the rest of the world. The reason for this is the inability for 
communication with the non-hard of hearing world. Regular world has little 
knowledge of the challenges that heard of hearing or deaf people experience in 
everyday activities. For a long time it have been generally accepted that the deaf and 
hard of hearing people are unintelligent, so that’s why the offensive term “deaf and 
dumb” has been used. The terms deaf and hard of hearing are voted as an official 
designation in 1991 by the World Federation of the Deaf (WFD) [2] [3]. 

In a large study conducted by Conrad [4] it has been discovered that deaf and hard 
of hearing children attending schools using an oral approach rarely acquire sufficient 
lip-reading skills. The children with hearing loss greater than 85 dB could only com-
prehend about 25% to 28% of the words through lip-reading that they could compre-
hend through reading. The children with hearing loss less than 65 dB could only com-
prehend about 36% of the words through lip-reading that they could comprehend 
through reading. Also the studies have shown that many deaf and hard of hearing 
individuals have difficulty with reading [4][5]. This is explained by the fact that the 
words and the writings are based on the spoken language, something that the deaf are 
not truly acquainted to [6]. 

The language of the deaf and hard of hearing people is called Sign Language (SL). 
This language can be signed with usage not only of the hands, but also the head, lips 
or the torso. This is not universal language and the languages differ from country to 
country. Also the signed languages are not based on the spoken language of the re-
gion.  

In Macedonia there are around 6000 deaf people [7] and according to the National 
association of deaf and hard of hearing of Macedonia there are only 12 licensed inter-
preters of the Macedonian Sign Language (MSL) [8]. The signs of the alphabet to-
gether with the terms for mother, father and some basic colors are the only infor-
mation about MSL that can be, from recently, found online. Until 3 months ago this 
information was not available. Since then the National association upgraded their web 
page and published this information online. Unlike the bigger countries that promote 
their national sign language, there are no e-books, videos or any other type on online 
content that can help learning the MSL. This community in Macedonia is highly mar-
ginalized. Only one television channel (the national channel) offers once a day a MSL 
interpreted news and a weekly show called “The world of silence”. All the other pro-
grams and TV channels don’t offer even subtitles to their contents in Macedonian 
language. These are the reasons why we started this project. We wanted to enter this 
world and to offer the possibility of learning MSL to every citizen of our country. 

1.1 Macedonian Sign Language 

The Macedonian sign language is based on gestures and body gestures, as all the other 
sign languages. The hands are the basic communication means. The signs are per-
formed with predefined movement and location using one or both hands. Not every 
hand movement has meaning. There are additional elements that enable more efficient 
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and understandable communication like head movement, facial expression, mouth or 
body movement. 

The Macedonian sign alphabet consists of 31 signs, the same number of letters in 
Macedonian alphabet. There are two versions of the alphabet: one version is signed 
using only one hand and the other is using both hands. Figure 1 shows the MSL al-
phabet signed with two hands.  

 

Fig. 1. The Macedonian sign language alphabet signed with two hands [8] 
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2 The technology possibilities and researches 

 
The digital technology can reduce the gap between the people with physical and men-
tal disabilities and can help the communication of deaf and hard of hearing people 
with the rest of the population. In the past 10 years there have been efforts in many 
different directions to improve the quality of life of deaf and hard of hearing.  

The inclusion of this community in todays’ online world has been considered for a 
long time. General accessibility guidelines for software application are proposed long 
time ago, in 1994 by Gregg C. Vanderheiden [9]. These are the general recommenda-
tions: 

� Provide visual form of all auditory information 
� Ensure that all visual cues are noticeable 
� Offer an operation mode for noisy environments or if sound is turned off; 
� Support ShowSounds feature if it exists in the operating system 

There have been efforts to produce a general framework to support development of 
sign language Human-Computer Interaction [10] and to support sign language recog-
nition and interaction. These researches are still in the begging phase. 

2.1 Visual technologies 

The visual technology has evolved. From the previous researches we can conclude 
that the products with visual interfaces are the most recommendable for 
communication with SL. A lot of researches are exploiting this technology in different 
ways. 

One research trend is focused on improving communication using the visual tech-
nologies to translate sing language into text with devices like mobile phones, such as 
Mobile Motion Gesture Design for Deaf People [11]. Other research groups are work-
ing in the opposite direction: converting text [12] or audio into sign languages. Such 
examples are the applications that translate the audio signal into animated face so the 
deaf users can use lip-reading, like the Mobile Multimedia Application for Deaf Users 
[13] and the Lip Assistant [14]. 

Another direction of research concentrates on the learning process of the sign lan-
guages. Examples of this type of research are the System for Sign Language Tutoring 
[15] which evaluates users’ signing and gives multimodal feedback to help improve 
signing, 3D Animation Editor and Display Sign Language System for Thai Sign Lan-
guage [16] which exploits the XNA framework in order to train the general person 
and Deaf person with Thai Sign Language for ability to communicate to each other 
and SignOn - a Model for Teaching Written Language to Deaf People [17].  

An interesting approach is the idea to develop as a prototype an augmented reality 
book for deaf students [18]. 

There are also commercial products on the market like the Vcom3D Sign Smith 
product which use avatar. They offer the products: Illustrated Dictionary - for learning 
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basic American Sign Language, Studio - to make your content sign language accessi-
ble, ASL Animations - to help students to learn English words by adding animated 
GIFs and MOVs to existing classroom software programs and Signing Science Dic-
tionary - comprehensive science reference for Deaf students in grades 4-8. [19]. Fig-
ure 2 shows the signing avatar in the Illustrated Dictionary and generally shows the 
interface of this product. This product arranges the words both alphabetically and by 
category. Every word is represented by a picture, used in a sentence and signed. The 
Illustrated Dictionary includes the 500 signs most commonly included in beginning 
ASL courses. [19] 

 
Fig. 2. The Vcom3D Illustrated Dictionary [19] 

3 Sign Language Tutor 

3.1 Sign Language Tutor general information and user interfaces 

Sign Language Tutor is an interactive platform for MSL learning that is easily 
extendible. It represents a collection of games and modules that will ease the learning 
and increase mental and memory skills of the deaf and hard of hearing children. The 
central part of this project consists of 3D animations of a girl that signs the chosen 
alphabet character or some objects. Figure 3 shows our character performing signing. 
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Fig. 3. 3D animation of the girl signing 

 
The application consists of several modules: 

� 3D simulation – this module provides signing of alphabet letters and words. The 
user chooses the letter or the object and the 3D animation illustrates the chosen 
sign. The user can rotate the animation in all directions and enables different views 
to better capture the signing. This is of outmost importance, since the signs and 
words are actually expressed in 3D, usually with more than just fingers and hands. 
The animation can be paused and started again. 

� Memory – this module represent a standard memory game where the goal is to 
merge an alphabet letter with the appropriate sign. 

� Explore – this module is a 2D game where our hero goes in an adventure against 
monsters and collects objects. Each of the collected objects is an award – an ani-
mated 3D sign of that object in MSL. The game doesn’t require high many skills 
and it is adapted for children. Figure 4 shows the first level of the Explore module. 
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Fig. 4. The first level of the Explore module 

3.2 Sign Language Tutor architecture and technical details 

The Sign Language tutor is built from several software modules that are 
interconnected. This enables easier manipulation and expandability of the project.  

The following sections will briefly describe the importance and the management of 
each of the modules. 

3.3 SignLanguageTutor 

This module along with the core part is the central part of the software solution and 
depends of all the other modules. It represents a Windows Game type of project that 
work on XNA 4.0 framework. It contains the concrete implementations of the games, 
and respectively the entire user interfaces.  

The principle of work of this module is based on manipulation and management of 
the rendered views of the user interfaces. All the user screens are managed through 
the global object Screen Manager.  

3.4 SignLanguageTutorContent 

This module is responsible for the management of the resources. It represents a 
ContentProject type of project and it is used for resources compilation, storage and 
preparation for use during the execution. It is divided in parts responsible for 
management of models, backgrounds, textures, maps etc… 

The part that manages modules contains all the 3D animation models. We use Au-
todesk FBX XNA importer as a specific resource to import the 3D models. The em-
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bedded resource processor in XNA cannot be used because of the complexity of the 
3D models (existence of animations based on skeleton movement attached to the 
model). That is why we have extended the embedded resource processor in XNA. The 
extension is represented in the SignLanguageTutor.AnimationProcessor module, de-
scribed in the next section. 

3.5 SignLanguageTutor.AnimationPipeline 

This module is compiled to a dynamic link library. It contains the 
AnimationProcessor class that extends ModelProcessor. The processor contains two 
parts needed for texture processing: skeleton processing and animation processing 
part. This actions are called through the function Process that is inherited and replaced 
from the ModelProcessor.  

First we process the skeleton attached to the model. In this process we track the 
skeleton bones and then we create a hierarchy of dependent bones. This is required for 
the movement of one animation. In this phase we transformed the model into parts 
that are included in one coordinate system. After that we import the model which 
represents the skin attached to the skeleton. For better and more real appearance we 
use material and textures. Finally, we process the animation. In this phase first we 
create a search table that will enable index-based search of the bone names in the 
model. After that we create an array of matrices to save the transformations of the 
bones. We recursively process the whole module graph of the scene and extract the 
data that contains animation. For each animation we process the keyframes and we 
define grouping of the keyframe bones. In the keyframe filtering we perform linear 
interpolation. 

3.6 SignLanguageTutor.AnimationAux 

The AnimationAux is an auxiliary module that includes animation processor connec-
tion.  It contains entities for animation model storage, helpers for animation and mod-
els’ binary formats loading directly in the source code. 

3.7 SignLanguageTutor.TileEngine, LevelEditor and LevelEditorContent 

This TileEngine module is used in the 2D game Explore. It represents a framework 
that defines all the basic 2D game functionalities like movement physics, game map 
and view. This is also popularly called game engine.  

The LevelEditor and LevelEditorContent modules are in charge for game maps 
creation and storage. The map editor is also XNA Windows Game application. 

4 Current work: application testing and improvement 

At this moment we are working on getting more standard subjects in their natural 
environment in order to test the usability of the system. In Macedonia, since the 
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community of deaf and hard of hearing is much marginalized, it is very difficult to get 
to the children of this group. At this moment we are negotiating with the specialized 
institution for deaf and hard of hearing “Partenija Zografski” in order to test the sys-
tem on a referent number of children 

Our work on this project doesn’t stop here. We have few goals for the future. Our 
first goal is to enrich the dictionary with more words and phrases. Another goal is to 
create a mobile version of our application for the popular platforms like Android and 
iPhone, and make the application closer to the users: the ones who are heard of hear-
ing impairment and the ones that have no problems of this kind. We believe that it 
will enable the ordinary users to get more acquainted with the Macedonian Sign Lan-
guage. 

We would also like to explore the possibilities of automatically signing text in 
Macedonian language with usage of software patterns. For that purpose we have to 
get more acquainted to the MSL grammar. 

5 Conclusion 

We have seen that the scientists all around the world are working on the goal to 
improve the communication between the deaf and hearing people and they are trying 
to find out innovating approaches to reach their goal like signing tutorials, automatic 
convertors and avatars. In most of the develop countries the community of deaf and 
hard of hearing people are open to the society. They have material about their native 
signing language and the society pays attention to their inclusion by offering 
accessibility features. 

Unfortunately in Macedonia the situation is far from the ideal. Poor information 
about MSL can be found only on the site of the National association of deaf and hard 
of hearing and the deaf children are isolated in only few schools. Out project offers 
bigger inclusion and increases the awareness of this social group by helping the deaf 
and hearing people to learn MSL. 

The software is developed using the XNA framework which has proven to be a 
good platform for video games, offering wide spectrum of possibilities and fast export 
of the solution to any platform that supports XNA and .NET framework.  

We have followed the recommendations given by research human-computer inter-
action with deaf children [20][21] about deaf children psychology and abilities and 
we created a product that deaf children will easily use and will offer education and 
fun combined. It will help the children or their non-deaf parent to improve SL com-
munication skills. 
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Abstract. The biggest challenge in mobile computing is introducing new type 
of application that has the ability of adapting and exploiting the changing envi-
ronment.  
In this paper, a smart phone context-aware crowd-sourcing application SMART 
ADVENTURE will be presented, offering users context aware services. The 
main application contexts are location, time and phone orientation. According 
to users’ location, previous usage and current date, application generates infor-
mation about activities and possible threats. Congruent with the phone orienta-
tion, application displays different screen.   
Motivation for developing this kind of an application lies in constant trend for 
improving human health by doing different kind of open-air activities. At the 
same time, the proposed solution represents a high level tourist guide.  
The main contribution of our work is providing proof of concept of how crowd-
sourcing can influence few different domains (health, ecology, human culture). 
The proposed solution is service oriented, implemented in android environment.  

Keywords. Crowd-sourcing, collaboration, mobile applications, geo mapping 

1 Introduction 

The evolution of mobile devices and their huge potential of mobile processing and 
services made mobile computing a field with many challenges. The biggest challenge 
of all is developing a new type of software that will exploit the changing environment 
[2]. This kind of software can be treated as an entity that adapts to its location, time, 
available hosts, accessible devices and other environmental states called contexts. But 
what is the meaning of context and how can be defined? The most accurate definition 
about what the word “context” really means seems to be the following: “any infor-
mation that can be used to characterize the situation of the entities (person, place or 
object) that are considered relevant to the interaction between the user and the appli-
cation, including the application and the user itself”[1]. From this definition it can be 
said that context is the set of environmental states and settings that either determines 
an application’s behaviour or in which an application event occurs and is interesting 
to the user [3]. In other words, context is a piece of information that can be used to 
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characterize the situation of a participant in an interaction [2]. Context helps to e rich-
ness the communication in human-computer interaction and makes it possible to pro-
duce more useful computational services. The main three aspects that context has are: 
where are you, who are you with and resources nearby. But context is more than us-
er’s location; it encompasses lighting, noise level network connectivity, communica-
tion costs, communication bandwidth, and even the social situation. Software with 
this kind of features is characterized as context aware software. Thus, software is 
context aware if it uses context to provide relevant information and/or services to the 
user, where relevancy depends on the user’s task [1]. 

Many of the applications use the context for providing useful data. Modelling this 
data, than use them in the context aware application is not a simple thing. Good mod-
elling means choosing the right context model. Choosing it right, may depend of the 
architecture of the system and compatibility with the context model itself. There are 
many ways for modeling context information, but the following approaches are most 
accurate and most used by the developers. 

� Key - value model   
� Markup scheme models  
� Graphical models  
� Object oriented models  
� Ontology based models  
� Tree - like graph  

For simplifying the process of developing a context aware application an abstract 
framework is needed. The framework will provide the client with the needed data and 
also will permit registration of new distributed heterogeneous data sources.  There are 
several context frameworks available: SOCAM (Service-Oriented Context-Aware 
Middleware), CASS (Context-Awareness Sub-Structure), Hydrogen, WildCAT etc 
[4].  

In this study, context aware crowd-sourcing application for smart phones is pre-
sented. The main application contexts are location [5], time and phone orientation. 
Location aware service represents one of the most crucial needs for users that own 
some kind of a smart phone [6] [7]. Its importance lies in necessity of finding location 
based information when it influence the overall behaviour of the system and might 
increase its performance. Location aware services can be used for finding travel in-
formation, shopping, entertainment, event information and other types of filtering 
[12]. In our application, location aware service filters a list of possible activities and 
threats in accordance with user position on the map. Positing is done by GPS receiver 
integrated in the phone [8]. GPS (Global positing system) represent a spaced-based 
satellite navigational system that provides time and location information, synchronous 
or asynchronous [9]. Location information based on GPS is from crucial meaning 
because it covers the user security issue (rescued if he is in danger) and it also renders 
events and places of interest (user can find the event or the place he is interested in) 
[10]. For more accurate data, time filter is implemented. The time filter does another 
filtering, optimizing the list on activities and threats that are specific for that period of 
time. The user’s enjoyment level adjustment is done by implementing a phone orien-
tation context. Depending on how phone is being held, different screens are displayed. 
If the phone is being held horizontal a map is generated, if it is being held vertical, 
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augmented reality is displayed, giving users enhanced information about their sur-
roundings. Augmented reality (AR) represents a technology in which a user’s view of 
the real world is enhanced or augmented with additional information generated by a 
computer. It combines real and virtual object in real environment, registers (aligns) 
real and virtual objects with each other; and runs interactively, in three dimensions, 
and in real time [20] [21]. Displaying different screen is done by the acceleration 
sensors (i.e., accelerometers) [24]. The accelerometer represents a device that 
measures the acceleration of the device on the x (lateral), y (longitudinal), and z (ver-
tical) axes. Accelerometer is used in engineering, biology, industry, building and 
structural monitoring, medical applications, navigation, transport, vulcanology, con-
sumer electronics (motion input, orientation sensing, image stabilization, device in-
tegrity, and gravimetry).  In our application, the accelerometer has another function 
despite displaying the proper screen, it also detects fall. Fall detection is done by 
gathering and analyzing accelerometer data with several threshold based algorithms 
and position data to determine a fall. Activity of changing a phone orientation differs 
from activity of falling in a matter of time. Time of falling is longer than time of 
changing the phone orientation. When some falls it starts with free falling, causing 
acceleration’s amplitude to drop significantly below the 1G threshold, representing 
the actual time of falling. For fall to be complete it must stop. This causes a spike in 
the graph. Then the amplitude is crossing an upper threshold which has the minimum 
value of around 3G, suggesting the fall. Serious injuries are represented as flat line in 
the graph [25] [22].  

The proposed application can basically serve as a tourist guide [11], but it differs 
from other similar applications in terms of how it incorporates collaboration [13]. In 
our approach, users enter their one point of interest such as activity, animal or plant. 
Points of interest (POI) are entered as multimedia data by using the smart phone built 
in camera. User takes picture of his point of interest which is geo tagged (it has geo-
graphical coordinates), than enters its description in the application and makes it 
available to other users. This way, they are building a distributed collection of shara-
ble items, making the application a crowd-sourcing system (CS). CS system enlists a 
crowd of users to explicitly collaborate to build a long-lasting artifact that is benefi-
cial to the whole community. Since it enlists a crowd of users, this application face 
four key challenges: how to recruit contributors, what they can do, how to combine 
their contributions, and how to manage abuse [19]. In our approach, contributors are 
all users from all over the world that are keen on doing open air activities. With their 
contributions they can share activities specific for that region. The problem of abuse 
is solved by function that checks all words entered in description of the POI. If a vul-
gar word is detected, the POI is deleted, and never shared among users.  

Depending on the context of point of interest entered, the same application can be 
used for environment saving, preserving national treasure, reawaking ecological con-
science, visual navigation, sharing old fashion activities added by users from all over 
the world and for mobile learning (real time learning for local animal and plants).  

SMART ADVENTURE supports two working modes: online and offline. Online 
mode differs from offline mode in terms of how application is used. When used 
online, application serves more like a nature navigator. For proper online working, 
GPS and IP mobile network are needed. When used offline, application serves more 
like a brochure for a specific region. Locations are downloaded and stored locally on 
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the phone memory with the first application installation and they are updated every 
time phone is connected to IP mobile network. This application represents a link that 
connects 21 century technology benefits and the old fashion way of doing activities in 
nature.  

The main contribution of our work is to prove that by croudsorcing with geo map-
ping we can influence different domains that have few points of tangency (health, 
ecology, human culture) [15] [14] [16] [17].  

 In the second chapter we will give brief introduction of the system, giving a sys-
tem overview (components of the system and its collaboration). The third chapter 
gives details of system implementation, while the forth chapter explains proposed 
application user interface and interaction. The final, fifth chapter concludes the paper. 

2 System overview 

The general architecture of the proposed application is given on Fig.1. : It is consists 
of smart phone with internet access, GPS, mobile network (GSM/WCDMA), web 
server that incorporates user data base. 

User Web server Database server

Mobile information server

Wi Fi

Label:
Label:

 
Fig. 1. System overview 

 Smart phone connects to an internet using mobile network and GPS. Web server 
handles the request for data from the user and gives him feedback. Requested data are 
stored on data base. When user asks for data, web server connects to data base and 
filters requested data. Web server is responsible for users support (member or non 
member), by monitoring their movement providing them with safety in every mo-
ment. The help request handles the mobile network by sending SMS alert to help 
centre and to predefined number (or any predefined web service). The number (web 
service) to whom the message will be send is set by the user. The help SMS for mem-
bers is sent to both help centre and predefined number. Users without account (non 
members) can only send SMS to help centre.  

Proposed application is implemented as a prototype on android platform. For ac-
cessing application features, users have to connect to internet using mobile network 
and GPS. When user is logged in he can add POIs. If user is not logged in, system 
treats users like non members, and provides them with few application features (finds 
the user position on the map which has been cashed earlier, and seeing points of inter-
est which are saved locally on the phone). Integrated GPS in the phone sends data to 
the server, and server stores the data in its memory. If there is no internet access, mo-
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bile network or GPS, application can be used in offline mode. When it is used in of-
fline mode, it offers other features. Users can call for help and can see locations and 
points of interest that are already downloaded and stored locally on phone. In this 
manner, application is used more like a brochure for a specific region.  

Smart adventure is defined as an alternative of classical tourist guide. It can be 
used as additional source of information for certain locations. The main idea of Smart 
Adventure design is that users with smart phones can log on or register from any-
where and get additional information for the place they are current. If there is no GPS 
and IP mobile network, they can inspect downloaded regions and learn about them. 
Fig. 2. represents the use case diagram of the system. A user chooses to locate or see 
locations. Then he logs in, skips or registers in the system. If the user is a member 
(user with account) he/she can see and add a point of interest (animal, plant, and ac-
tivity), post on Facebook or Flicker, augment his surrounding or ask for help in case 
of potential danger. Otherwise if he/she is not a member he/she can just ask for help 
or see points of interest (animal, activity, plant). When adding points of interest, user 
can add a picture of the point (optional). If he/she chooses to see locations, a geo-
tagged map is generated. 

Member
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Register

Skip

Help

Choose POI
«uses»

View POI Location

POI List Help Add POI

POI Details

«uses»

«extends»

Edit Mebership

«extends»

«extends»

«extends» «extends»

Add Name

Add Description

Take Picture

«extends»

«uses»

«uses»
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*
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*

*

-End1
*

-End2
*

«uses»

 
Fig. 2. Use case of the “Smart Adventure” system 

3 Implementation details 

 
The whole system is service-oriented and implemented in android environment using 
java for service development. It was developed in eclipse ID environment Android 
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1.6 SDK, and coded in java object oriented language. The application can be used 
only by user who has smart phones with android platform. Android represent a soft-
ware stack for mobile devices that includes an operating system, middleware, and key 
applications. The Android SDK provides the tools and libraries necessary for devel-
oping applications that run on Android-powered devices [23] [24].  

The system contains one package, “Adventure”, in  which classes  are  placed. The 
package contains  two  subpackages: “Data” and “Model”. The “Data” sub-package 
contains classes that provide information about activities, animals, plants in 
accordance with their location. The “Model” sub-package contains all the classes that 
are not directly connected with the users’ views (everything that has to present 
something real or abstract which existence is not direct connected to the application.) 
Fig. 3. represents the class diagram, in which the structure of the system represented 
by the classes, their attributes, operations and relationship among them is given. The 
given class diagram  is truncated in order to reduce survey’s fussiness. In the class  
diagram only the classes which have the main importance in system structure are 
presented. 

When the application starts, the Main Activity is activated and the users can 
choose one of the offered system features. The Main class handles the user’s choice 
and starts the LiveMap Activity which communicates with the LiveOverlay class. The 
LiveMap class determines the use of location on the map, and LiveOverlay displays 
icons on the map (animals, activities, plants). Our Activity class is the model class for 
all points of interest (animal, activity, plant); it contains all information related to 
POI’s like coordinates, names, etc. This class also has a time filter that filters the 
POI’s in accordance with the current system date and time. FakeDataProvider manip-
ulates crucial data about users' points of interest (data for animals, activities, plants) in 
accordance with their location. It is used to provide fake data and enable us to test the 
application. It will later be replaced with a local database or external data source me-
diator. 

+finish():void()
#getValidActivities():List<Activity>()
#getValidActivityCount():int()
-isRouteDsiplayed():boolean()
-onCreate(Bundle):void()
+onClick(View):void()
-onCreateDialog(int):Dialog()
+onClick(DialogInterface,int):void()
+onLocationCahanged(Location):void()
+onProviderDisabeled(String):void()
+onProviderEnabled(String):void()
+onStausChanged(String,int,Bundle):void()

-mLocationMenager:LocationMenager
-map:MapView
-overlay:LiveOverlay
-lastLocation:Location
-centerNext:boolean
-activitiesList<Activity>
-type:ActivityType
-listener:LocationListener

LiveMap

+LiveOveraly()()
+addLocation(Location,ActivityType):void()
+addActivity(Activity):void()
+removeLocation(Location):void()
+draw(Canvas,MapView,boolean):void()
-metersToRadius(double,double):int()

-locations:List<Activity>
-mePaint:Paint
-animalPaint:Paint
-activityPaint:Paint
-mapProjection:Projection

LiveOverlay

+onCreate(Bundle):void()
+onClick(View):void()

Main

+getInstance():FakeDataProvider()
+spavwLocation(double,double):Location()
+getLocations():ListActivity()
+getLocationByType(ActivityType...types):List<Activity>()

-instance:fakeDataProvider
-locations:List<Activity>

DataProvider

+Activity(Location, ActivityType)()
+Activity(Location,ActivityType,double,String)()
+getPoint():GeoPoint()
+getType():ActivityType()
+getLocation():Location()
+getRadius()double()
+getPoint(Location):GeoPoint()

-location:Location
-type:ActivityType
-radius:double
-name:String
-longitude : decimal
-latitude : decimal

ArcehologialLocaliteties

1

1

1

1

1

1...*

1 1...*

 
Fig. 3.Class diagram of the “Smart Adventure” system 
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4 User interface 

Fig .4., Fig. 5., Fig. 6. and Fig. 7. represent the most important features of the appli-
cation user interface.  

Users, after they have skipped, registered or logged in the system, have to choose 
one of the offered application features (animal, activity, help, and plant) Fig. 4. The 
menu is organizes in this way for easy accessing. After choosing one of them, map 
opens and the user location is mark in it with bright blue colour dot Fig. 5. The list is 
generated by clicking the POI button positioned in the bottom. From the list user can 
choose one of the poi’s and sees all the details Fig. 7. and its radius of coverage Fig. 
6. represented by the big red circle. If the user is in any potential danger he just has to 
click and hold about five seconds (five second pres) the help button. The five second 
press is to prevent sending of false alarm. The position of the help button is set in the 
left and right corner for easy access for both left hander and right hander users.  

For better understanding of application usage, we have chosen a concrete location, 
and for that location we have chosen a concrete animal – grass snake. 

 
Fig. 4. Smart Adventure menu 

 
Fig. 5. User located on map 
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Fig. 5. represents a located user in the nature and positioned on the map. User 
position is marked with bright blue dot. On this picture user is located in Skopje area, 
Kozle estate. 

 
Fig. 6. Grass snake coverage 

In Kozle estate (Skopje, Macedonia) grass snakes are the animals that user can 
come across. Grass snakes coverage is marked with big red circle Fig. 6. 

 
Fig. 7. Description of grass snake 

The description of the grass snake is given in Fig. 7. In the description are given 
detail information about the snake including a picture of it, so the user can recognized 
it very easy when he’ll come across it. 

5 Conclusion 

In this study an Android application for smart-phones was presented.  
The application is object oriented and it embeds crowd-sourcing and geo-

mapping.  It is context aware and main application contexts are location, time and 
phone orientation. For modeling the context data, the application uses an abstract 
framework which provides the client with the needed data and also permits registra-
tion of new distributed heterogeneous data sources. The issue of abuse control that 
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every crowd-sourcing has, was solved by service that checks users input and decides 
its correctness.  
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Abstract. Similar document retrieval is the problem of finding docu-
ments that are most similar to a given query document. In this work,
we present a retrieval based on clustering of the documents that ap-
proximates the nearest neighbor search. It is done by determining the
clusters that are most similar to the query document and restricting the
search to the documents in these clusters. Cluster representation has an
important role in the effectiveness of the search procedure, since the in-
clusion of a cluster in the restricted search space depends on whether its
representation matches the query document. We analyse three cluster
representations and their role in the performance of the proposed search
procedure.

Keywords: similar document retrieval, text clustering, nearest neigh-
bor search

1 Introduction

In this work, we address the problem of finding documents that are most similar
to an input query document. Applications with this type of retrieval include:
finding news articles that are similar to a given article, finding resumes that are
similar to a given resume, finding patents that are similar to a specified patent,
etc.

Here we present an overview of our retrieval system. We represent documents
in high-dimensional vector space and employ the well-known nearest neighbor al-
gorithm to find similar documents. For large document sets, we use the clustered
search described in the next section to speed up the nearest neighbor search.

We group documents into units called clusters, and restrict the search within
a claster. For example, we consider news article from the daily newspaper “Dnevnik”
and look for similar documents in the daily newspaper “Vecer” collection.

The document internally is represented as a set of weighted keywords, com-
puted by TF-IDF method. These keywords represent the most important words
in the document. This set of weighted keywords is called feature vector of the
document. The feature vector contains only the most important words that cap-
ture the essence of the document. The feature vectors are normalized to enable
cosine similarity computations.
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A search procedure is initiated when an input document D and a target
collection C are presented. The first step in the search process is to retrieve the
feature vector v of D. The next step is to compare the feature vector with the
feature vectors of the other documents in the target collection C. The final step
is to return the match results. The matching is based on the inner product or
cosine similarity between feature vectors.

The straightforward nearest-neighbor based matching scheme compares the
input vector with the feature vectors of all the documents in the collection. This
can cause unacceptably slow searches for large collections, since it takes Θ(n)
time, where n is the number of documents. Hence, we adopt a clustered search
in which the documents in the collection are clustered in a pre-processing step,
and the clusters are used in a retrieval phase to identify a subset of documents to
be matched with the vector v. This scheme is a constant-time retrieval scheme,
which is bounded by a parameter that specifies the maximum number of docu-
ments that can be compared with the input vector.

The subset of documents that is used in the retrieval scheme is identified as
follows:

1. Compute the centroid of each cluster, where a centroid is a feature vector of
unit length. The terms in the centroid are derived from the feature vectors
of the documents in the cluster. Section 3 presents three ways of computing
the centroid.

2. Select the clusters whose centroids are closest to v,
3. Consider only those documents that belong to the selected clusters. For

example, if a collection has 100K documents and 300 clusters with roughly
300 documents in each cluster, we can select the top 20 clusters that best
match v, and compare with these 20∗300 = 6K documents only, as opposed
to the entire set of 100K documents. The assumption is that the best matches
from these 6K documents will be a good approximation to the matches
obtained by examining the entire collection.

A key component of the clustered search is the centroid of each cluster. The
choice of terms in the centroid is absolutely critical to obtaining good matches.
The arithmetic mean of a cluster is the most popular and well-studied method
of computing the centroid. In this paper, we propose two centroid computations
that differ from the arithmetic mean in the way in which weights are assigned
to individual terms in the centroid. Other representations for cluster centroids
have been explored in [2], [3] and [4].

We use a goal-oriented evaluation method in which the goodness of a cluster
centroid is based on the performance of the procedure employing this centroid
approximates the nearest neighbor search over all documents in the target col-
lection. Thus, centroid A is considered to outperform centroid B, if the same
retrieval scheme employing A results in a closer approximation to the nearest
neighbor search than while employing B. The evaluation is not based on the
traditional measures of cluster goodness, like intra-cluster distance, inter-cluster
distance and shape of the clusters. Instead it is based on the outcome of the
similarity search that employs each of the representations.

124          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



The following sections discuss the clustered search in detail, how centroids
are computed, our experiments and test results.

2 Clustered Search

The goal of the clustered search is to employ clustering as a means of reducing
or pruning the search space. Instead of comparing with all the documents in the
collection, the scheme allows a subset of the documents to be selected that have
a high likelihood of matching the input document. There are two phases in this
scheme: (a) a pre-processing phase in which the documents in a collection are
clustered, and the centroids of the clusters are computed, and (b) a retrieval
phase, in which the cluster centroids are used to retrieve similar documents.

2.1 Preprocessing

The well-known k-means clustering method [4], [5], [6] is used to cluster the
documents in a collection. The number of clusters k is set to

√
n, where n is

the number of documents in the collection. Initially, k documents are selected
at random, and assigned to clusters numbered 1 through k. The feature vectors
of these documents constitute the centroids of these clusters. The remaining
n− k documents are considered sequentially. Each document is assigned to the
cluster whose centroid is closest to the input document (i.e., has the highest
inner product similarity with this document). When all the documents have been
examined and assigned to their closest clusters, the centroid of each cluster is
recomputed (see Section 3.1). After re-computing the cluster centroids, the next
iteration through all the documents is started. In this iteration, if a document is
found to be closer to a cluster that is different from its current cluster, then it is
removed from the current cluster and reassigned to the new cluster. Experiments
suggested that 4 to 6 passes or iterations suffice to obtain good clusters.

2.2 Retrieval Phase

In the retrieval phase, a document D is received as input to the similar doc-
ument search, and its feature vector v is matched with the centroids of the k
clusters that were computed in the pre-processing phase. The clusters are sorted
in descending order of similarity with the input vector v. The sorted list is tra-
versed, and when a cluster is considered, all the documents that belong to it
are compared with the input vector. The documents with the highest similarity
seen thus far are accumulated in a results list. The traversal is stopped when
the number of documents compared equals or exceeds a parameter, known as
max.comparisons. For example, max.comparisons can be set to 5000 to indi-
cate that no more than this number of documents should be compared with the
input vector. This allows the similarity search to be completed in fixed time.
Suppose the 10 clusters that are closest to the input document contain a total
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of 5000 documents altogether, then the search is restricted to these top 10 clus-
ters. The traversal of the sorted list of clusters is stopped after the documents
in the 10-th cluster are examined. The results list of matched documents is then
presented as the output of the similar document search.

3 Cluster Centroid Schemes

In this section, we describe how cluster centroids are computed. This centroid
is used in both phases of the clustered search. In the pre-processing phase, it is
used to assign documents to clusters, and in the retrieval phase, it is used to
select clusters for further examination. The centroid is represented as a feature
vector also, just like the documents in the collection. The question is: how to
select the terms that constitute the centroid and how to compute their weights?
The sections below present three different schemes for addressing this question.

3.1 Arithmetic Mean

The arithmetic mean of a cluster represents the average (or center of gravity) of
all the documents in the cluster.

Consider a cluster with 1000 documents, each containing 25 terms in their
feature vectors. Suppose that the number of unique terms over the entire space
of 25 * 1000 terms is 5000. The arithmetic mean includes all 5000 terms, and
the weight of a term is the average weight over all documents in the cluster. For
example, if the term finance appears in 5 of the 1000 documents in this cluster,
with weights 0.2, 0.3, 0.4, 0.1 and 0.8 respectively, the weight of this term in the
centroid is (0.2 + 0.3 + 0.4 + 0.1 + 0.8) / 1000, which is 0.0018.

For large document collections characterized by high dimensional sparse vec-
tors, the arithmetic mean has the following disadvantage: if a term is found only
in a small fraction of the documents in a cluster, the weight of this term in
the arithmetic mean is drastically reduced. The next two schemes overcome this
limitation.

3.2 Maximum Weight

In this representation, the weight of a term in the cluster centroid is defined
as the maximum weight of this term, over all occurrences of this term in the
cluster. In the above example, for the term finance, the weight of this term in
the centroid is 0.8. Thus, if a term has a high weight in any document in the
cluster, its weight in the centroid is also high. This heuristic overcomes the weight
reduction problem caused by averaging, but has the opposite effect of boosting
weights, even if there is insufficient evidence to warrant the boosting. The next
scheme addresses this problem.
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3.3 Penalty Weight

In this scheme, if a term occurs infrequently in a cluster, it is penalized, but the
reduction is not as steep as in the arithmetic mean. The weight of a term in the
centroid is given by

maxw ∗ pm

where maxw is the maximum weight of this term over all occurrences of this
term in the cluster, p is a number < 1.0 and m is the number of documents in
the cluster that did not contain this term. In the above example, the maximum
weight of the term finance is 0.8; m is 1000− 5 = 995; if p is 0.9999, the weight
of this term in the centroid is 0.8 ∗ 0.9999995, which is 0.7242.

The centroids obtained from all three methods are truncated to include the
200 terms with the highest weights. This is the so-called limited feature represen-
tation of the centroid. The truncation is performed to reduce the time spent in
comparing the input document with the cluster centroids (see [4] for a discussion
on truncating features during clustering). The number 200 was obtained after
experimentation that indicated that increasing this number beyond 200 does not
result in improved search performance.

4 Experiments

The primary objective of the tests was the comparison of the restricted search
involving a subset of the documents with the baseline search involving the entire
collection. Experiments were conducted by utilizing the three cluster represen-
tations described above.

4.1 Data Set

We used a document collection consisting of 1 million news articles. These articles
were crawled from the archives of all newspapers and TV stations in Macedonia.
The archives were from the period 1998− 2010.

4.2 Pre-Processing

We compute the feature vectors of all the documents, and cluster them. The
feature vector length for documents is fixed at 25. The arithmetic mean centroid
representation is used during the clustering.

4.3 Baseline Search

A set of 1000 input documents is selected at random from the collection. For
each input document, the following steps are performed:
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1. Similar documents are retrieved from the collection by performing a base-
line search (or nearest neighbor search) through all the documents in the
collection.

2. The results are sorted in decreasing order of similarity.

3. The top 20 results are recorded. Since we restrict our evaluation to the 20
documents that are most similar to the input document, it suffices to store
these results only.

Let

F = {Df1 , Df2 , Df3 , ..., Dfi , ..., Dfm}
be the result set for a given input document. The top 3 matches for this

document is given by

F (top 3) = {Df1 , Df2 , Df3}
.

In general, we can define F (top x), where x is the number of results be-
ing considered. The tables shown in the next section present results related to
F (top 3), F (top 10) and F (top 20).

4.4 Clustered Search

We fix a cluster representation, for example, the Maximum Weight representa-
tion for the cluster centroid. The centroids of all the clusters are recomputed
using this scheme. The clustered search described in Section 2.1 is performed
for the same set of 1000 documents that was used in the baseline search. While
performing the search, the parameter max. comparisons is used (for example,
10,000), to truncate the search (see Section 2.1 for more details).

For this cluster representation and value of max. comparisons, the results list
for a given document is

C = {Dc1 , Dc2 , Dc3 , ..., Dci , ..., Dcm}
Similar to the baseline search we have

C(top 3) = {Dc1 , Dc2 , Dc3}
to include the 3 documents that are most similar to the input document.

We define a precision that determines the degree to which the clustered
search results agreed with the baseline search. In other words, precisionmeasures
the extent to which the clustered search mimics the baseline search. Since the
clustered search makes fewer comparisons than the baseline search, it is expected
that the results will degrade. The precision measures this degree of degradation.
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4.5 Precision

The precision is defined as the intersection of the results from the baseline search
and the clustered search, for a given input document, a cluster representation, a
value of max. comparisons (mxCmp), and a topx level, where x can be 3, 10, 20
etc. The level restricts the results sets to include the first 3, 10 or 20 documents
in the sorted results list.

Precision(mxCmp, topx) =
|F (topx) ∩ C(topx)|

|F (topx)| × 100 %

The precision for a single document is averaged over all the input documents
(in our case, 1000).

The tests are performed for all three cluster representations, for 3 different
comparison bounds: 10,000 (1%), 30,000 (3%) and 100,000 (10% of the docu-
ments in the collection).

The precision averaged over the input documents for the top 3, top 10 and
top 20 results levels are computed.

5 Results and Discussion

Table 1 shows the results of the test conducted using the arithmetic mean as
the cluster representative for clustered search. The entry in the first row, first
column, with a value of 74.7 indicates that on average, 74.7% of the top 3 results
from the baseline search were among the top 3 results in the clustered search,
when the number of comparisons allowed is 10,000.

Table 1. Average precision for arithmetic mean centroid representation

MaxCmp Top 3 Top 10 Top 20

10,000 74.7 75.1 75.2

30,000 83.1 82.9 82.4

100,000 92.5 92.3 91.8

As expected, the results show that the precision increases as the number
of documents compared increase. Also a noticeable characteristic is that the
precision is fairly constant over the number of documents in the retrieved set
i.e., precision calculated for the top 3, top 10 and top 20 documents considered.

Table 2 shows the results of the test conducted on the data set using the
maximum weight centroid representation scheme described in section 3.2.

The results of maximum weight centroid representation show that the precision
is higher than for the arithmetic mean centroid representation (Table 1). This
indicates that the clustered search using maximum weight centroid representa-
tion is more effective in approximating the nearest neighbor search. However,
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Table 2. Average precision for maximum weight centroid representation

MaxCmp Top 3 Top 10 Top 20

10,000 89.1 85.4 82.2

30,000 92.3 88.7 87.7

100,000 97.9 96.1 95.3

one observation can be made. The average precision rates decreases as the size
of the retrieved document set increases. The precision for top 20 is lower than
for the top 3 retrieved documents considered for calculation of the precision.

Table 3 show the test results for the penalty weight centroid representation
described in section 3.3.

Table 3. Average precision for penalty weight centroid representation

MaxCmp Top 3 Top 10 Top 20

10,000 92.5 87.0 85.2

30,000 96.9 94.3 91.7

100,000 99.2 98.1 97.9

Let us consider the following questions:

1. When can a document appear in the results list for baseline search only, and
2. Can the relative order of results be different for baseline and clustered

searches?

The first situation can happen in one of two cases: (a) The document D was
included in a cluster C, and the centroid of this cluster did not match the input
document, or (b) The centroid matched, but the inner product value was so
low, that by the time this cluster was considered, the max. comparisons value
was exhausted. Recall that in the clustered search, the clusters are traversed in
sorted order and the traversal ends when the allowed number of comparisons is
exhausted.

The second situation cannot happen since the same inner product measure
is used in both types of searches, to match the input document with a document
from a target collection.

6 Conclusions

We have studied three different cluster representations and their impact on simi-
lar documents search. The results indicate that the alternatives to the arithmetic
mean centroid representation presented in this paper are very effective in ap-
proximating nearest neighbor search, even when the number of documents being
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examined is less than 1% of the total. The reduction in the average precision for
higher retrieval set sizes (top 10, top 20) as compared to values for top 3 needs
to be explored further.

References

1. Witten I.H., Moffat. A. and Bell T.C., Managing Gigabytes - Compression and
Indexing of Documents and Images (1999)

2. Bhatia S.K., Sanjiv K. and Deogun J.S., Cluster Characterization in Information
Retrieval. ACM-SAC Indiana USA, 721-727. (1993)

3. Croft, W.Bruce. On the Implementation of some Models of Document Retrieval.
ACM SIGIR, 71-77 (1977)

4. Jain, A.K., Murty, M.N. and Flynn. P.J. Data Clustering: A Review. ACM Com-
puting Surverys (CSUR), Vol 31, No. 3, 264 - 323 (1999)

5. Duda R., Hart P., Stork D. G., Pattern Recognition, Wiley-Interscience; 2 edition;
New York. (2000)

6. Thordoridis S., Koutroumbas K., Pattern Recognition, Academic Press. (2008)

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 131

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 

132          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



Linked Data-Based Social Bookmarking and 
Recommender System 

Vladimir Apostolski1 , Ljupco Jovanoski1 , Dimitar Trajanov1 

1Faculty of Computer Science and Engineering - Karpoš II bb, PO Box 574, 1000 Skopje, 
Macedonia 

{vladimir.apostolski, ljupco.jovanoski, 
dimitar.trajanov}@gmail.com 

Abstract. Social Bookmarking services have spread over the last few years. 
People often use tagging to organize and share their bookmarks. But this pro-
cess can also be overloading the users and recommender systems are a popular 
approach to address this issue. Our goal was to explore the potential of services 
for semantic annotation and entity extraction to assist tagging and generate rec-
ommendations in social bookmarking communities. For that purpose, we have 
built a prototype of a Linked Data-based recommender and social bookmarking 
system. The system uses Zemanta to generate semantic tags and later the tags 
are the basis upon which recommendations are calculated. After that, a set of 
people used the application, gave feedback and evaluated the recommendations 
the system generated. In addition, we give a proposal of how tag connections to 
Linked Data entities expressed with MOAT ontology represent boost reusability 
and interoperability of gathered information 

Keywords: Social bookmarking, semantic web, semantic annotation, web ser-
vices, data, information, sharing, entity extraction, Linked Data, collaboration 

1 Introduction 

Social bookmarking is a concept that has gained in popularity in the last few years. 
Due to the rapid expansion of the Web, and share web resources they found relevant. 
But the popular social bookmarking services easily became overflowed with book-
marks, making it difficult to navigate through them. A partial solution was adding 
meta-data to the stored web resources, known as tagging.  

Tags represent a flexible and popular way to describe and share  web resources in 
communities on the Web. They are simple to use and can connect resources across 
different categories. Despite that, due to tags’ increasing number, users are prone to 
information overload and counterproductive effects. These characteristics make rec-
ommender systems a candidate for filtering and discovering relevant content in social 
bookmarking environments. But problems in social tagging systems are also yielded 
to recommender systems that use tags in order to make recommendations. 

As denoted in [1][2], collaborative tagging systems have downsides such as defin-
ing vocabulary, multiple tags with same meaning, misspelling and ambiguity. 
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There are efforts to correlate tags between different social online communities, but 
with limited success because of the lack of meaning of the provided tags [3][4]. 

Consequently, these tag correlations are difficult to provide personalized recom-
mendations based on the meaning of the tags. Furthermore, in [5] Alag states that the 
collective set of terms or tags in an application defines the vocabulary for the applica-
tion. When this same vocabulary is used to describe both the user and the items, we 
can compute the similarity of items with other items and the similarity of the item to 
the user’s metadata to find content that’s relevant to the user. 

The goal is to propose a way of implementing a semantic tag-based recommender 
system in social bookmarking communities that will not suffer from the issues of 
social tagging with reusable vocabularies. This paper covers three aspects: (1) How 
can services for semantic annotation assist tagging in social bookmarking communi-
ties, (2) how can the semantic tags generated by these services be used to make rele-
vant recommendations to the users and (3) how linking semantic tags with Linked 
Data concepts can improve interoperability and reusability of gathered information. 

1.1 Related work 

There are related systems that include work on recommender systems like the work of  
Marinhoet al. [6] who find that tags can be used in order to make recommendations 
for users and web pages. Song [7] shares the same aspect towards recommendation 
types, but applies machine learning techniques to automate the process. Algorithms 
like SocialRank [8] are proposed to overcome inefficiencies caused by typical prob-
lems in social tagging systems. It ranks the recommendations based on the inferred 
semantic distance of the query to the tags weighted by the similarity of the querying 
user and the user who created the tags. In [9], data mining approach is used to merge 
tags in hierarchical clusters, hence dealing with tag redundancy. But these approaches 
lack the reusability of tags among different communities. 

On the other hand, Semantic Web technologies are also proposed as candidates for 
recommender systems that could overcome tagging problems and make data reusable. 
The semantic recommender systems, are described in [10]. Their anatomy is de-
scribed by Dell'Aglio [11], as well as their major drawback: modeling, building and 
maintenance of the knowledge base. She also emphasizes the usage of the Linked 
Open Data cloud to partially solve the problem of maintenance and data interoperabil-
ity. Authors of ConTag [12], claim that services for semantic annotation and entity 
extraction can provide relevant tag recommendations for documents, solving the tag-
ging problems. It uses services like Yahoo Term Extraction service to extract entities 
,WordNet and  custom DefTag service to bind them with meanings and align them to 
an ontology. Other such services that extract Linked Data entities are reported to be 
applied in a variety of applications. For example, OpenCalais1, has been used in Tell 
Me More, an application that given an input text, mines the web for similar stories to 
extract entities [13]. Also OpenCalais is reported to make alerts to Semantic Me-

                                                           
1 http://opencalais.com 
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diaWiki administrators when certain entities occur in RSS feeds [14]. Zemanta2 is 
reported to be used in a social bookmarking platform with semantic tags, bound to 
Wikipedia articles, called Faviki [15][16]. NERD is an API that unifies results from 
various entity extracting services in one ontology and classifies the content according 
to it [17]. Its authors also make a feature comparison matrix for existing services and 
also adopt the idea to link extracted entities to Linked Data concepts [18]. Similarly, 
Halb and team [19] focus on the business potential of linking entities to Linked Data 
cloud in enriching content for general news articles. Moreover, TagMe! [20] is an 
application that attempts to assign DbPedia URIs to tags on Flickr images, so that 
external information could be extracted. All this research outlines the potential and 
need for connecting entities to Linked Data concepts. 

1.2 Our Contributions 

Having the related work in mind, we built a prototype of Linked Data-based social 
bookmarking and recommender application that integrates Zemanta, using the re-
trieved entities as (semantic) tag recommendations basis. This way we addressed both 
traditional tagging problems, as well as data reusability. Among the reasons we took 
this approach of using semantic annotation services for social bookmarking are: au-
tomated entity extraction and disambiguation, reduced amount of tedious work from 
user perspective, reusability and tag data openness in a lightweight manner. We esti-
mated the extent to which these semantic tags can be used to provide relevant person-
alized recommendations to the users for bookmarking pages, help them discover users 
with similar bookmarking habits as well. The system is built under two assumptions: 
(1) services for semantic annotation and entity extraction are treated as black box; (2) 
Bookmarked pages are articles from different topics or user generated content in Eng-
lish. The recommendations are content-based. We conducted an experiment with real 
users to evaluate the recommendations by providing positive or negative feedback. 

Tagging issues like synonyms, misspellings and defining contextual meaning were 
addressed by the services for semantic annotation and entity extraction behind the 
scenes. Tags’ meanings were expressed with resources from popular sources like 
DbPedia and Freebase. Tags were saved for each bookmarked web page and they 
were treated as “similarity” factor between them. We built term vectors for each 
bookmark (vector of tags and their associated weights) and calculated cosine similari-
ty, which is determined by the dot product of term vectors. 

We also explored how Zemanta can be used to give relevant recommendations for 
external resources i.e. web pages that are not bookmarked by any user yet (external 
recommendations). We chose Zemanta based on researches and conclusions of other 
authors; for example Faviki, NERD’s and other comparisons [21][22][23]. 

 

                                                           
2 http://zemanta.com 
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Also we found that a benefit of using service-generated semantic tags that point to 
Linked Data entities, not only ease  traditional tagging problems, but opens space  for 
other semantic applications to leverage that data. That makes data re-usable and in-
teroperable with other systems. To illustrate this, we used ontology for semantic tags 
to express the relationships between the tags, users and bookmarked web pages with 
the Linked Data cloud. 

 

Fig. 1. System architecture Overview 

2 System Overview 

2.1 Architecture 

The architecture of the system is given on Fig. 1. The main stored concepts are tags, 
bookmarks and users. For each user, it is known which pages are bookmarked, along 
with the tags used.   There are three engines in the system: bookmarking, recom-
mender and semantic engine. The bookmarking engine enables users to create, store 
and tag bookmarks. The recommender engine provides recommendations. The book-
marking engine retrieves tag recommendations provided by the recommender engine. 
For that purpose, the recommender engine interacts with Zemanta, the service for 
entity extraction. For other recommendation types, it uses the stored data in the sys-
tem. The semantic engine transforms data to machine-readable format. It establishes 
the connections to the Linked Data cloud. 

Bookmarking Engine.  
Users interact with the bookmarking engine when they want to bookmark a web page 
via a bookmarklet. When a web page is selected for bookmarking by the user, the 
bookmarking engine asks the recommender engine to suggest tags to the user. After 
the user chooses the tags to describe the web page she wants to bookmark, the book-
marking engine stores the bookmarked web page along with the associated tags. 
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Recommender Engine.  
In our system, there are three types of recommendations: for tags, bookmarks and 
users. Tag recommendations are suggested tags when the user wants to bookmark a 
page. Bookmark recommendations help users discover web pages that might interest 
them and user recommendations refer to suggesting other users with similar interests. 
We will show how each recommendation type is generated in the following subsec-
tions: 

Recommendations of Tags.  
When the user wants to bookmark a web page, tag recommendations are automatical-
ly generated. A HTTP request is made to the bookmarking web page and its HTML 
response is passed to the service for semantic annotation and entity extraction. The 
semantic annotation and entity extraction service (Zemanta) processes the request and 
the returned results are parsed. Entities returned are treated as tags with description, 
meaning, relative importance towards the submitted URL (in range [0,1]).We use this 
weight to calculate term vectors in recommendations for bookmarks and users. In 
cases where the user inputs a tag, its relative weight is set to 1, because we consider 
that tag to be specifically relevant for the user. 

Recommendations of Bookmarks.  
Bookmark recommendations represent a feature to offer additional web pages for 
bookmarking to a given user. They can be internal or external. Internal bookmark 
recommendations refer to web pages that are already present in the system (meaning 
another user already bookmarked the same page). Internal bookmark recommenda-
tions can be personalized and non-personalized. Personalized internal recommenda-
tions are calculated based on the cosine similarity of the term vectors of the book-
marks and the term vector of the logged-in user. The term vector of the bookmark 
consists of the weight (W) of each tag that it is tagged with. Each tag represents a 
dimension in the vector. We adapted the method proposed in [24] to our model. The 
term vectors for bookmarks are represented in Table 1. m is the number of bookmarks 
and n is the number of tags in the system. Weight values assigned are the relative 
importance values while originally the author uses the number of times a tag is used 
for a given bookmark. 

Table 1. Calculation of term vectors for bookmarks based on tag weights. 

 Tag1 Tag2 Tag3 … Tagn 
Bookmark1 W11/M1 W12/M1 W13/M1 … W1n/M1 
Bookamrk2 W21/M2 W22/M2 W23/M2 … W2n/M2 
… … … … … … 
Bookmarkm Wm1/Mm Wm2/Mm Wm3/Mm … Wmn/Mm 

 
A normalization magnitude is calculated for each vectori in range  � ∈  [1, �]: 

�� =  √∑ 	�

��


�  (1) 
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Then, all weights are normalized to a vector with magnitude equal to 1. After that, 
we compute the term vector for the currently logged-in user as in Table 2: 

Table 2. Computing Term vector for the user that is logged in 

 Tag1 Tag2 Tag3 … Tagn 
User W1/M W2/M W3/M … Wn/M 

Each of the weights (W1…Wn) represent the number of times that user has used that 
tag when bookmarking a page. 
We calculate the normalization magnitude: 

� =  √∑ 	�
��

��  (2) 

In order to generate the recommendations, we calculate the dot products (P1..Pm) 
between each bookmark term vector and the user term vector Table 3: 

Table 3. Calculated dot products (P1..Pm)  between term vectors for bookmarks and  term 
vector for the current user 

 Bookmark1 Bookmark2 Bookmark3 … Bookmarkm 

User P1 P2 P3 … Pm 

Recommendations are sorted in descending order by the dot product Pi where 
� ∈  [1, �] . Of course, pages that are already bookmarked by the user are filtered out 
and do not belong to the recommendations. 

Non-personalized internal recommendations occur when the user inspects the de-
tails of a given bookmarked page. The process is the same except that the dot product 
is calculated between term vectors for bookmarks. 

When the user is inspecting the details of the bookmark, recommendations for sim-
ilar bookmarks (ordered by the dot product values) appear to the user. Of course, the 
similarity between the bookmark itself is 1 and is not included in the list of recom-
mendations. 

External recommendations refer to web pages that are not already present in the 
system. They represent a way to introduce new bookmarks in the system. External 
recommendations leverage Zemanta’s suggest3 method to get web pages that are not 
bookmarked yet, but might be of interest to the users. When analyzing content, this 
method returns related articles which it aggregates from various sources. 

Recommendations of People.  
To extend the social aspects of the application, it recommends  other users who could 
have similar interests. Like for the bookmarks, the calculation of these recommenda-
tions consists of constructing term vectors for all users, normalizing them and then 
calculating the dot product between them. In this case, the weight for each tag repre-
sents the number of times a user has used that tag.  
                                                           
3http://developer.zemanta.com/docs/suggest/ 
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Semantic Engine.  
As outlined in the introductory part of this paper, one of the problems with tags in 
online communities is the ambiguity and  difficulty of their re-usability and interoper-
ability of tag data with other systems or communities. This piece of the application 
covers those aspects.  In order to make the tags and bookmarks externally accessible, 
we used the MOAT ontology4. The MOAT ontology is chosen because it is easily 
extendable to bridge the gap between tagging and Linked Data, according to Passant 
and Laublet [25] and this is the lastly developed ontology and suitable for modeling 
tags, meanings and concepts [26]. 

The semantic engine of our system exposes data in OWL 2 XML format with the 
MOAT ontology to enable external interaction with the data. It is available via URL 
endpoint. 

Disambiguated tags have at least one meaning accompanied with URI to Linked 
Data cloud. 

The service for semantic annotation and entity extraction we used includes entity 
URIs from sources like: DBpedia, Freebase, LinkedIMDB, MusicBrainz etc. We can 
dereference the URIs of the semantic tags to pull data from other applications (for 
example extracting information from Wikipedia). From that, one can tell what entities 
is a web page about, rather than raw unstructured text tags. 

Due to openness, external applications can extract tag data that is present in our 
system. For example, external application can query for web pages tagged with Paris, 
defined as resource with the following URI:   http://dbpedia.org/resource/Paris . Since 
this is a global URI, both applications can identify the exact resource they refer to, 
rendering the data interoperable between them. This also opens space for data transla-
tion engines like Mosto and LDIF  to leverage the data with other vocabularies [27]. 

3 Evaluation and Results 

A set of 41 users was asked to bookmark the sites they find relevant for a period of 7 
days. The users were free to bookmark any content that is an article, user-generated 
content that contains text and that is written in English. The assumption is also that all 
users behave as instructed. The point is for each user to give to rate the recommenda-
tions that are provided.  Every time the user logs in, he is asked by the system to rate 
the recommendations he got with positive or negative mark. That applied to all types 
of recommendations. We considered each giving of a mark to be one feedback. After 
that we collected the results and got the following facts: 

 

 
 

                                                           
4http://moat-project.org/ontology 
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Table 4. Facts gathered from the evaluation of the recommendations 

Total number of users 41 
Number of bookmarked pages 97 
Total number of tags 951 
Tags connected to Linked Data entities 859 
User-generated tags 69 
Total Feedbacks 171 
Positive feedback for non-personalized internal bookmark recommenda-
tions 

82% 

Positive feedback for personalized internal bookmark recommendations 84% 
Positive feedback for external bookmark recommendations 78% 
Positive feedback for recommendations for users 81% 

Based on the facts given in Table 4, we can report that users gladly accept the service-
generated tags (7% of the tags are user-generated). That indicates that existing tags 
were either reused or accepted the tags that the service generated. Because of this, 
common tagging problems like ambiguities are less likely to occur. Regarding the 
semantics of the tags and their interconnectivity with the Linked Data cloud, we no-
tice that approximately 90% of the tags are accompanied by DbPedia and/or Freebase 
resources. This clearly shows that the tags and other data can be reused in other appli-
cations and vice versa – external information can be added to the existing application. 
Also, rules for addressing synonyms in the set of tags can be applied. For example, 
tags linked to the same Linked Data resources but with different labels should be 
treated as equivalent. 

Regarding the feedback provided from the users: the average acceptance rate of 
83% shows that semantic tags are a solid base for calculating recommendations for 
bookmarking pages. Results also show that the web service for entity extraction and 
semantic annotation helped the users discover relevant content in 78% of the cases, 
which is significant. Also users consider recommendations for similar users to be 
relevant in 81% of the cases, so that is a strong indicator of quality. 
Based on the conducted evaluation, one can summarize that web services for entity 
extraction are mature enough to be used in recommender systems for social book-
marking. 

4 Conclusion 

In this paper, we showed how semantic tags generated by web services for entity ex-
traction can improve tagging in social bookmarking environments. In addition, we 
proved the potential of those tags for making relevant recommendations to the users. 
Lastly, we propose means of leveraging connections of tags to popular Linked Data 
hubs, such as DbPedia. 

The results we got lead us to the conclusion that : (1) services for semantic annota-
tion and entity extraction generate relevant tag suggestions. (2) Recommendations 
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based on that tags users also find relevant. (3) Using ontologies like MOAT to repre-
sent URIs to popular vocabularies like DbPedia can help overcoming tagging prob-
lems like disambiguity and reusability in different systems. 

Future work may include leveraging the semantic tags for collaborative-filtering 
approaches when generating recommendations. Furthermore, we could explore the 
possible benefits of combining results from multiple web services like in the NERD 
platform. Also our team is thinking towards addressing common problems in recom-
mender systems like the cold-start problem by using the links to the Linked Data 
cloud. 
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Abstract. Information technology is increasingly used in healthcare with the 
goal to improve and enhance medical services and to reduce costs. One of the 
areas with greatest needs having available information at the right moment and 
with high accuracy is healthcare. With the widespread use of electronic health 
record (EHR), building a secure EHR sharing environment has attracted a lot of 
attention in both healthcare industry and academic community. Cloud 
computing paradigm is one of the popular health IT infrastructure for 
facilitating EHR sharing and EHR integration. Healthcare clouds offer new 
possibilities, such as easy and ubiquitous access to medical data, and 
opportunities for new business models. However, they also bear new risks and 
raise challenges with respect to security and privacy aspects. Ensuring the 
security and privacy is a major factor in the cloud computing environment.  

In this paper, we will present current state of the art research in this field. We 
focused of several shortcomings of current healthcare solutions and standards, 
particularly for platform security, privacy aspect and requirements which is a 
crucial aspect for the overall security of healthcare IT systems.  

 
Keywords: cloud computing, electronic health record (EHR), privacy, security 

1 Introduction  

Using of information technology in the healthcare (healthcare IT) has become 
increasingly important in many countries in the recent years. There are continuing 
efforts on national and international standardization for interoperability and data 
exchange. Cloud computing aims to incorporate the evolutionary development of 
many existing computing approaches and technologies such as distributed services, 
applications, information and infrastructure consisting of pools of computers, 
networks, information and storage resources [17]. It is still an evolving paradigm but 
has shown tremendous potential to enhance collaboration, agility, scale, and 
availability although its definitions, issues, underlying technologies, risks, and values 
need to be refined. Cloud computing has been defined by the US National Institute of 
Standards and Technology (NIST) defines cloud as follows: 
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 “Cloud computing is a model for enabling convenient, on-demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. This cloud model promotes 
availability and is composed of five essential characteristics, three delivery models, 
and four deployment models.” [14].  

In traditional IT environments, clients connect to multiple servers located on company 
premises. Clients need to connect to each of the servers separately. In Cloud 
Computing clients connect to the Cloud. The Cloud contains all of the applications 
and infrastructure and appears as a single entity. Cloud Computing allows for 
dynamically reconfigurable resources to cater for changes in demand for load, 
allowing a more efficient use of the resources. Virtualization in Cloud Computing 
allows distributing computing power to cater for load fluctuations. Standard web 
protocols provide access to Cloud Computing and control is centrally managed in 
various data centers. 

In the healthcare field, cloud computing offers great potential for quick access to 
healthcare information. IT infrastructure in the healthcare is very complex and for this 
reason United States Congress has taken additional measures to protect the patient’s 
private data under HIPAA (Health Insurance Portability and Accountability Act). 
Cloud computing can help patients to gain access to their medical data from anywhere 
in the world via the Internet. The healthcare domain needs increased security and 
privacy levels. In order to achieve this requirements cloud computing technology has 
to be more carefully managed. The matter is less technical and more ethical and legal. 
On the international basis the ISO (Technical Committee 215) [24] and the Health 
Level 7 consortium (HL7) [25] define standards for e-health infrastructures. 

In this paper, we will present current state of the art research in this field. We 
present an overview of the security and privacy issues in the healthcare cloud and 
requirements for implementation of cloud computing in healthcare. The paper is 
organized as follows: In Section 2, we present an overview of abstract model of 
healthcare cloud. Section 3, gives some aspect of the security and privacy issues in 
the healthcare cloud. Also, in this section we present the requirements for building a 
healthcare cloud. In section 4, we give a systematic overview of the threats in the 
privacy and security sensitive context of healthcare clouds. Section 5 discusses cloud 
computing as a solution supporting healthcare information systems, and Section 6 
concludes the suggested solution. 

2 Model of the Healthcare Cloud: Overview 

By NIST, cloud computing model consists of five characteristics, three delivery 
models, and four deployment models [3]. The five key characteristics of cloud 
computing are: location-independent resource pooling, on-demand self-service, rapid 
elasticity, broad network access, and measured service [26]. The author of the [3], [5] 
and [14] describe each of these characteristics and models. These five characteristics 
represent the first layer in the cloud environment architecture (see figure 1).  
According to the different types of services offered, cloud computing can be 
considered to consist of three layers: IaaS- Infrastructure as a Service is the lowest 
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layer that provides basic infrastructure support service, PaaS – the Platform as a 
Service layer is the middle layer, which offers platform oriented services, besides 
providing the environment for hosting user’s applications and SaaS - Software as a 
Service is the topmost layer which features a complete application offered as service 
on demand [5]. 

Hybrid cloud

Private cloud

Community cloud

Public cloudDevelopment 
models

Service 
models

Infrastructures 
as Service (IaaS)

Platform as a 
Service (PaaS)

Software as a 
Service (SaaS)

Characteristics Elasticity
On-demand services

Wide access to the network
Pooling resources
Measured services

Essential features
Service oriented

Geographical distribution
Low cost software

Elasticity into computation
Virtualization Homogeneity

Scalability

General features

 

Fig. 1. Element and characteristics of the cloud 

IaaS model provides the capability for consumers to provision processing, storage, 
networks, and other fundamental computing resources, in which consumer is able to 
deploy and run arbitrary software, including operating systems and applications. IaaS 
refers to the sharing of hardware resources for executing services, typically using 
Virtualization technology. With IaaS approach, potentially multiple users use 
available resources.  The consumer does not manage or control the underlying cloud 
infrastructure but has control over operating systems, storage, deployed applications, 
and possibly limited control of select networking components. In the IaaS cloud 
model, the healthcare application developers hold full responsibility for protecting 
patients’ security and privacy. 
PaaS offers an integrated set of software that provides everything that a software 
developer needs to build an application- an online environment for quick development 
of web applications using browser-based development tools. PaaS model aims to 
protect data, which is especially important in case of storage as a service. The data 
needs to be encrypted when hosted on a platform for security reasons. The consumer 
does not manage or control the underlying cloud infrastructure including network, 
servers, operating systems, or storage, but has control over the deployed applications 
and possibly application hosting environment configurations. In this type of cloud 
service model, two levels of protection for security and privacy are required.  
SaaS– business applications hosted and delivered as a service via the web. These 
kinds of applications do not require installation of additional computer programs, the 
most popular being the e-mail in a web browser. This layer provides capability for 
consumers to use the provider’s applications running on a cloud infrastructure. It 
eliminates the need to install and run the application on the customer’s local 
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computer, thus alleviating the customer’s burden for software maintenance. The 
consumer does not manage or control the underlying cloud infrastructure including 
network, servers, operating systems, storage, or even individual application 
capabilities. In this type of cloud service model, the security and privacy protection is 
provided as an integral part of the SaaS to the healthcare consumers. 
Cloud computing is offered in four different forms: Private clouds– are owned by a 
single organization and are being used only in that organization; Community clouds – 
belonging to several organizations and allowing access only to those concerned for 
certain actions; Public clouds – are held by a company selling cloud services to the 
general public; Hybrid clouds – a composition of two or more types of clouds 
(private, public or community) that remain unique entities but are linked by standard 
technologies that enable portability of applications [3], [17]. 

Zhang and Liu [5] define the concept of Personal Health Record (PHR), 
Electronic Health Record (EHR), and Electronic Medical Record (EMR) in the 
healthcare cloud computing. The terms of EHRs and EMRs are used alternately in 
both: healthcare industry and the press or health science literature. Both EMRs and 
EHRs are critical to the grand vision of healthcare digitization for improving safety, 
quality and efficiency of patient care and reducing healthcare delivery costs [5]. 
Furthermore in this paper we use the following terms:  
� Health professional: person who delivers health care services, e.g., physician, 

dentist, pharmacists, etc. 
� Health care provider: organization that provides services of health professionals, 

e.g., doctor's practice or hospital. 
The terms of EHRs and EMRs are used alternately in both: healthcare industry and 
the press or health science literature. Both EMRs and EHRs are critical to the grand 
vision of healthcare digitization for improving safety, quality and efficiency of patient 
care and reducing healthcare delivery costs. 
� EMR is the legal record of what happened to the patient during their encounter at a 

Care Delivery Organization (CDO) across inpatient and outpatient environments 
and is owned by the CDO. EMR is created, used and maintained by healthcare 
practitioners to document, monitor, and manage health care delivery within a CDO.  

� EHR- database of medical data objects and health-related data managed by health 
professionals. EHR is a subset of EMR record maintained by each CDO and is 
created and owned by the patient. 

� Personal Health Record (PHR): database of medical data objects and health-related 
data managed by a patient. 

It is very important to ensure the availability of medical data to all the locations a 
patient is present in. Several examples and developments are already available in 
literature and presented in the following. 

In [1], a model is presented as an integrated EMR sharing medical data between 
medical units. The application is developed on a cloud platform that keeps the EMR 
system on the form of SaaS and can be used by Government, Hospitals, Doctors, 
Patients, Pharmacies and Health Insurance Organizations, through the Internet. This 
system allows access to national data sharing; the data center is common to all units. 
Communication between the data center and the healthcare organizations is done via 
HL7 messages. All patient data are stored and accessed in the same location over the 
Internet from any healthcare organizations. 
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In the paper [2], [4] are presented two examples of using cloud computing in Indian 
healthcare based on SaaS types of cloud computing. First presents the architecture and 
implementation of cloud computing system in India healthcare system and discusses 
its strengths and weaknesses. The author of the [7], [12] presents the utilization of 
telemedicine and wireless sensor network and devices in the cloud computing 
environment. 
Hans at all in [9] discuss the general problems of e-health systems and provide a 
technical solution for the protection of privacy-sensitive data, which has not been 
appropriately addressed yet for end-user systems (simple model of e-health cloud and 
advanced e-health cloud Infrastructure). They describe an abstract model of e-health 
clouds, which comprehends the common entities of healthcare infrastructures. 

3 Problems of Healthcare Clouds 

In this section, we give an overview of the threats in the privacy context and security 
aspect of e-healthcare clouds. The processing of healthcare data of patients has 
technical, but also legal problems that one has to deal with them. It seems unlikely 
that any technical means could completely prevent cloud providers from abusing 
customer data in all cases, so we need a combination of technical and nontechnical 
means to achieve this. We focus a little on the technical aspects but more on the legal 
aspects. 
Löhr at all [9] have developed the concept of technical aspect of the privacy context 
and security aspect in the e-health cloud computing. The key segments that affect the 
technical aspects of security and privacy in healthcare clouds are: data storage and 
processing (data centers where store data, client platforms and mobile storage 
devices), management of e-health Infrastructure (cryptographic key management, 
management of certificates and hardware/software component), usability and user 
experience. Most of these problems can be overcome by the providers of cloud 
computing services, maintenances of the e-healthcare infrastructure and users 
themselves.  
The legal aspects refer to the privacy legislation and regulations in the countries 
where use cloud computing. Policies on the creation of privacy legislation in the 
European Union (EU) and the United States (US) are differing. Privacy in the US is 
dispersed among various different sector specific laws and these sectors include the 
health care sector for the HIPAA. The EU has a different approach concerning 
legislation. The EU approach to legislation favors participation among businesses and 
governments as opposed to the US self-regulation approach. The EU set the privacy 
regulations up to the front as opposed to relying on industry self-regulation.  

Research on the various security issues surrounding healthcare information 
systems has been developed over the last few years. ISO/TS 18308 standard gives the 
definitions of security and privacy issue for EHR. The Working Group 4 of 
International Medical Informatics Association (IMIA) was set up to investigate the 
issues of data protection and security within the healthcare environment. Its work to 
date has mainly concentrated on security in EHR networked systems and common 
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security solutions for communicating patient data [5]. Choice of the International 
Classification of Diseases, 10th revision (ICD-10) and ICD-10-CM, for the standard of 
codification in the EMR system are very important in the healthcare information 
system [1]. For the data exchange between the entities involved in the healthcare 
cloud computing, it is necessary to use of HL7 standard which is widely being 
adopted by health care institutions in several nation-wide. Countries that wish to 
allow use of cloud computing in healthcare information systems, in their laws, have to 
provide appropriate provisions to include the previously mentioned standards and 
some new that relate to the security and privacy of data. 

4 Healthcare Cloud Privacy and Security Concept 

Security and privacy in the healthcare cloud computing are more than just user 
privileges and password enforcement. Cloud computing platforms are multi domain 
environments in which each domain can use different security, privacy, policies and 
procedures, and trust requirements and potentially employ various mechanisms, 
interfaces, and semantics, secure data-backup strategy, third-party certification. Such 
domains could represent individually enabled services or other infrastructural or 
application components. In healthcare cloud, security should be the top priority from 
day one.  In healthcare cloud applications, some of the security and privacy issue and 
requirements are orthogonal to the concrete cloud service model or cloud deployment 
model used. In this section, we briefly present these issue and requirements. Security 
in Cloud Computing consists of established security solutions such as encryption, 
access management, firewalls and intrusion detection. In internal Clouds computing 
the IT department has the ability to install all available security solutions it sees fit but 
in external Cloud Computing the security depends on the Cloud Service Provider 
(CSP). Some CSPs do not provide flexibility in the choice of security solutions, while 
others allow the implementation of client security requirements. 
      The emergence of cloud computing is a recent development. The security issues in 
Cloud Computing [14] are organized into several general categories: trust, 
architecture, identity management, software isolation, data protection, and 
availability. Cloud computing has grown out of an amalgamation of technologies, 
including service oriented architecture, virtualization, Web 2.0, and utility computing, 
many of the security issues involved can be viewed as known problems cast in a new 
setting. Jansen [14] describes all of the security issue in detail. Security of the cloud 
infrastructure relies on trusted computing and cryptography.  
Some countries in the world [9], like Austria, the German electronic Health Card 
(eHC) system under development, or the Taiwan Electronic Medical Record Template 
(TMT), took some activities of the e-healthcare security. In Germany each insured 
person will get a smartcard that not only contains administrative information (name, 
health insurance company), but also can be used to access and store medical data like 
electronic prescriptions, emergency information like blood group, medication history, 
and electronic health records. The smartcard contains cryptographic keys and 
functions to identify the patient and to encrypt sensitive data. Recalling the definition 
of EHR, PHR, EMR, securing issue from the previous paragraph and the possibilities 
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of the eHC, we can define the minimum requirements for cloud computing security 
concept. 
       The concept of Cloud Computing brings many uncertainties with respect to 
compliance with privacy regulations. There are no clear answers on which privacy 
regulation requirements apply to Cloud Computing. CSPs must assure their customers 
and provide a high degree of transparency into their operations and privacy assurance. 
Privacy-protection mechanisms must be embedded in all security solutions. In a 
related issue, it’s becoming important to know who created a piece of data, who 
modified it and how, and so on. Ensuring privacy and security of health information, 
including information in EHR, PHR and EMR is a key component to building the 
trust required to realize the potential benefits of health information exchange in cloud 
computing. CSPs must provide some Service Level Agreements (SLA) issues and 
requirements if it wants to offer services of cloud computing.  
       The migration into a cloud computing environment is in many ways an exercise 
in risk management. The risks must be carefully balanced against the available 
safeguards and expected benefits, with the understanding that accountability for 
security remains with the organization. Both qualitative and quantitative factors apply 
in an analysis. Too many controls can be inefficient and ineffective, if the benefits 
outweigh the costs and associated risks. An appropriate balance between the strength 
of controls and the relative risk associated with particular programs and operations 
must be ensured. 

5 Cloud Computing as a Solution Supporting Healthcare 
Information System  

In the healthcare field, cloud computing offers great potential for quick access to 
medical information and healthcare information. Healthcare IT infrastructure is very 
complex and for this reason organization has taken additional measures to protect the 
patient’s private data. Cloud computing can support different healthcare information 
systems by sharing information stored in diverse locations. All the medical data 
(EMR, EHR, PHR) are stored in a private cloud and all the participants in the 
healthcare can access medical patient data when is needed according to their 
privileges of access. In this case, the medical act is performed quickly, and the typing 
errors reduced, all of this driving to higher quality. This is one of example of using 
cloud computing in healthcare. 
The authors of [2], [4] give description of some examples of using cloud computer 
technology in the Indian healthcare sector. In the healthcare area exist many examples 
of using cloud computing technology, some of them related of using wireless network 
technology [7] and so-called "Health ATM" [12] based on Google CSPs. All of these 
examples use some type of cloud computing model or hybrid of them. 

The huge benefit of using cloud computing in healthcare, is the possibility of all 
stakeholder can find data from anywhere and from any place. The costs of the IT 
infrastructure will be cheaper because the healthcare units will only rent the 
infrastructure to store healthcare data as it need and will no longer need the latest 
equipment for the applications used, managed or maintained. They need only 
computers or devices with access to Internet. In emphasizing the cost and 
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performance benefits of the cloud computing in healthcare, some fundamental 
security problems have been left unresolved. Determining the security of complex 
computer systems is also a long-standing security problem that overshadows large 
scale computing in general. Attaining the high assurance qualities in implementations 
has been an elusive goal of computer security researchers and practitioners, and is 
also a work in progress for cloud computing. Few research papers have systematically 
studied the impact of cloud computing on healthcare IT in terms of its opportunities 
and challenges. Table 1 shows some of opportunities and challenges from the 
viewpoint of management, technology, security, and privacy. 

Table 1. Cloud computing opportunity and challenges 

Aspects Opportunities Challenges 
 
Technology Infrastructure scalability and flexibility 

Reduction of IT maintenance 
Advantage for green computing 

 
Bugs in large-scale distributed 
cloud systems 
Unpredictable performance 
Data transfer bottlenecks 
Resource exhaustion issues 

Management Computing resources available on 
demand 
Lower cost of new IT infrastructure 
Payment of use as needed 

Organizational inertia 
 
Lack of trust by health care 
professionals 
Loss of governance 
Provider’s compliance 

Privacy Development of guidelines and 
technologies 
Protect customer’s data and privacy 
from provider’s commitments 
Fostering of regulations by government 
for data and privacy protection 

Privacy issues 
 
Data jurisdiction issues 

Security Increasing data security at replication 
of data in multiple locations 
Strengthening resilience- dynamically 
scaled defensive resources  
More resources available for data 
protection 

Privilege abuse 
Poor encryption key 
management 
Public management interface 
issues 
Failure separation  

 
Security of the cloud infrastructure relies on trusted computing and cryptography. 

Healthcare data must be protected in a manner consistent with policies, whether in the 
organization’s computing center or the cloud. No standard service contract exists that 
covers the ranges of cloud services available and the needs of different organizations. 

6 Conclusion 

Using the cloud computing technology in a healthcare may considerably improve the 
access to information, which can be done be much easier. The scalability, that is the 
key of the cloud computing, can offer more resources needed for certain operation at 
any time. The collaboration between healthcare units is an opportunity offered by 
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cloud computing for healthcare staff. With this technology can be checked the 
availability of a physician, a medical specialist, a product or a service at different 
times and in different cases. 
     Security and privacy issues of cloud computing are delaying its fast adoption, but 
it has become very popular and we needed to provide security mechanisms to ensure 
its secure adoption. While security and privacy services in the cloud computing can 
be fine-tuned and delivered in new ways and by new types of service providers, there 
need to be frameworks that efficiently deliver cloud-based security services and 
provide a desirable solution to customers based on their requirements.  
Although the use of cloud computing has rapidly increased, cloud computing security 
is still considered the major issue in the cloud computing environment, especially 
when it comes to medical data. Customers do not want to lose their private 
information as a result of malicious insiders in the cloud. In addition, the loss of 
service availability has caused many problems for a large number of customers 
recently. Implementation of the privacy and security standards that are currently 
under development within the cloud community, including business associate 
contracts that specify auditable, enforceable performance metrics and sharing of 
liabilities, should allow such a system to achieve compliance with federal privacy and 
security regulations. There are still many challenges to fostering the new model of 
cloud computing in healthcare.  

Cloud computing is a new model of computing that promises to provide more 
flexibility, less expense, and more efficiency in IT services to end users. It offers 
potential opportunities for improving EHR adoption, health care services, and 
research. When a healthcare organization considers moving its service into the cloud, 
it needs strategic planning to examine environmental factors such as staffing, budget, 
technologies, organizational culture, and government regulations that may affect it, 
assess its capabilities to achieve the goal, and identify strategies designed to move 
forward. Cloud computing presents a compelling opportunity for consumers of IT and 
producers of information services. 
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Abstract. Coorporate networks are running diffrent applications which support 
the execution of business processes. These networks have to provide proper 
level of Quality of Service (QoS) according to the requirements of an entire 
business process. Still, this can not be established using traditional QoS 
mechanisams which do not take into the account the requirements of the 
bussiness side. This paper presents two different approaches for classification 
and provisioning of novel QoS schemes which integrate with the emerging 
business processes and dynamic requirements from the infrastructure. Each 
approach focuses on different parts of the system where context-aware in-
telligence can be applied to meet the QoS needs, for better Quality of 
Experience (QoE) for the end-user. The advantages and disadvantages of each 
approach are presented through results gathered from an environment which 
runs several business applications, where QoS is applied. 

Keywords: QoS, QoE, Context-aware, Infrastructure, Middleware, Classifica-
tion, Provisioning. 

1 Introduction 

Modern network infrastructures are rapidly changing their behavior and outlook. 
Different media - data, video, and voice are already widely consolidated into a con-
verged network creating single, standard based, modular infrastructure that gives or-
ganizations more efficiency and simplified management. The convergence of the 
network infrastructure has not only changed the network models, but it has also af-
fected the way the network supports services and applications. The challenges for the 
future development in the field of network management include the need to make the 
network application aware, for the optimization and cross-layers security, which 
should result in more efficient delivery of business applications to the end-users. 
Business processes relay on different applications running within the network 
infrastructure, so different approaches must be evaluated and adopted for successfully 
reaching business objectives with positive expirience for the end-user. The large 
amount of data within the converged network may introduce bottlenecks at certain 
part of the infrastructure, so appropriate measures must be taken in advance, to avoid 
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the problems that may occur and provide stable, efficient, cost-effective solutions. 
QoS is mechanism, usually defined as a set of requirements that need to be met by the 
infrastructure while transporting a data stream from the source to the destination. The 
traditional QoS mechanism deal with the technical behavior of the protocols, services 
and the application within the network, so upgrade of QoS approaches based on 
context-base recognition must be defined, evaluated and tested, to ideally give 
solution that is not application dependent and can meet the end-user requirements.  

In our mothodology, the traditional QoS mechanisms serve as a base, which is 
built on, by adding context-aware QoS-drivers and Middlewares into the 
infrastructure. Still, we must realize that the end-users are not interested in the 
provisioning and control mechanisms that are implemented in the infrastructure. They 
expect proper implementations that will deliver best services which will support their 
bussines processes. In the last years, Quality of Experience (QoE) [17] has emerged 
as a full scale evaluation of systems‘ performance in terms of end-user expectations. 
Therefore, beside the techincal setup, we investigate the relations among QoS 
variables that may impact the degree of end-users' satisfaction and perceived quality. 

The main contribution of this paper is the presentation of two different approaches 
for classifications and provisioning, that can give added value to the existing QoS 
mechanism and built context-aware QoS, which can meet the business needs at the 
end and provide positive QoE. These approaches focus on different points of the 
infrastructure and based on preliminary tests within proper environment, generate 
results that produce concepts and guidelines how the QoS schemes should develop in 
the future. Furthermore, application and services are accessed by different kind of 
device like desktops, laptops, ip phones etc, so the context-aware QoS should provide 
different aspects for each one. Focusing on the users‘ point of view, the two 
approaches are evaluated in a form of end-users‘ perceived QoS, referred as QoE.  

In section 2, the system infrastructure and the different approaches for context-
aware QoS are presented; analyses and related work are given in section 3, while 
section 4 concludes the paper. 

2 Different Approaches for Classification and Provisioning 

In this paper, the context of the business process, as an input to a context-aware 
classification and provisioning, is researched through two different approaches in the 
same system infrastructure in order to provide results and determine the correct 
concept for development. We focus on different parts of the system where context-
aware intelligence can be applied, try to improve the performance based on the 
bussines needes and evaluate the system’s performance and subjective end-users 
indicators in terms of QoE. The system infrastructure is consisted of a live 
environment with several switches, routers and client devices, application and 
database servers. It represents a wired local and wide area network, which has 
congestion at certain points, during specific time periods during business hours. This 
system was used to test the behaivor of the proposed approaches for classification and 
provisioning,. We focused on achieving transparency to already implemented QoS 
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mechanisms in the network, by adding an additional layer for context-awareness. A 
good system infrastructure, where different scenarios can be tested, has to be defined 
with several traffic classifications which should be provisioned accordingly, to 
provide consistent and predictable performance.  

Different production environments can have different protocols, services and ap-
plications running inside. So the number of classes of the traffic that should be taken 
into the consideration, which should have good representation of the actual situation, 
can vary from two-three to nine-ten different classes.  

Having all this in consideration, we have chosen to classify the traffic evaluated in 
our system infrastructure in six different classes, as shown on Figure 1. 

 
Fig. 1. Traffic classification in the system infrastructure 

In our opinion, the number and the nature of the chosen classes, is sufficient to 
cover broad range of production infrastructures in different corporate organizations. 

The system runs different business applications for everyday operations, so it can 
provide accurate results based on the business needs. For example, on of them is the 
business application for "on-line auction of state bills”, which is implemented on the 
application level. This application requires strict priority and mission critical 
provisioning for half an hour twice a week, while online auctions are in place, and 
should have bulk provisioning for the rest of the business hours while reports and 
statistics are being retrieved. After business hours this application should have best 
effort provisioning. Besides this time-based context behavior, this example was tested 
for specific tasks and steps within the application. Some tasks and steps are more 
important and mission critical, so they should be treated accordingly. The proposed 
approaches for classification and provisioning should generate results for the behavior 
of the context-aware QoS, and possibile provide efficiency and excellent user 
experience. 
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2.1 Context-aware Approach with QoS Middleware 

This approach is designed to implement transparency for the existing QoS mecha-
nisms in place and introduce additional QoS Middleware layer [2] positioned on the 
application servers or gateways into the infrastructure [3], [4]. The network infrastruc-
ture and the transport layer are already configured according to the predefined policy 
for provisioning of different classes through the slow links, so this layer will 
introduce a business intelligence and classify the traffic depending on the business 
needs.  

The design of the Context-aware approach with QoS Middleware is shown on Fig-
ure 2 

 
Fig. 2. QoS Middleware within the application server 

This layer is placed on the application servers in the infrastructure and is config-
ured to reflect the business needs [8], [10]. Since IP is chosen as a network protocol in 
our research, which is the most common protocol these days, within the Middleware 
packets are marked using the DSCP field in the IP header [1]. Depending of the busi-
ness logic at specific moment, the Middleware application marks (colors) the packets 
accordingly. For the “on-line auction of state bills” example, the built in intelligence 
into this layer, was programmed to classify the data differently for predetermined time 
periods during the work day, so the packet leave the application server already classi-
fied. It also reacts at specific steps and tasks where possible. 

 In this way, the networking infrastructure and its’ predefined policy for provision-
ing, follows the desired classification and handles the business application as need, 
introducing a context-aware infrastructure and QoS in the places of the network 
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where needed. The different types of traffic depending of the classification are col-
ored to our needs using the DSCP field. Table 1 shows the markings we have chosen 
for the six different classes presented in our scenario [1]. 

Table 1. Classification and markings for different types of traffic. 

 Traffic class DSCP Layer 3 CoS Layer 2 
1. Voice, Video, Streaming 46 5 
2. Mission-critical 26 3 
3. Transactional 22, 20 2 
4. Bulk 12, 14 1 
5. Best effort 0 0 
6. Scavenger data 2 0 

 
Most of the standardized equipment is able to recognize the markings and 

provision the traffic accordingly [12]. For the ISO/OSI reference model Layer 2 
devices, traffic is being marked at Layer 2 by copying the DSCP markings [1] (that 
come from the Middleware) when they enter the device, so they can follow the QoS 
policy at this layer too.  

For this approach, the existing QoS policy was altered to embrace the new QoS 
Middleware, so the overall policy can now reflect the business needs by possible 
providing an incresed level of  QoE. 

The results of this approach have shown that the whole infrastructure can change 
and meet the business needs. The Middleware positioned on the application servers 
[3], [4], [11], [14] is a place where most of the development should be done, since the 
overall QoS policy is now stored in the Middleware database. In our environment this 
layer was able to deal with the applications that were passing through the application 
servers and provide adequate treatment. Diffrent devices present in the environment 
like the IP phones, multimedia streaming servers, mark the traffic accordingly, are 
part of the overall QoS policy and have their place in the Middleware database only 
for informational purposes, since their traffic classification is still static.  

The results have shown that the infrastructure was behaving to our expectation and 
was providing results for context classification and provisioning. The Middleware 
layer needs to be further developed to be more integrated into the business application 
and provide even deeper understanding of the application itself when needed. The 
Middleware was able to follow the predefined behavior of the applications and also 
produce results that are aligned to the dynamic requirements of the users while using 
the application by situation analysis. These preliminary results give positive impulse 
for developing this approach into a larger concept for context-aware QoS 
classification and provisioning of the traffic through the overall infrastructure. 

2.2 Context-aware QoS Approach within the Infrastructure Equipment 

The second approach we suggest is to implement context-awareness within the 
infrastructure equipment itself. The system infrastructure in our environment has 
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sophisticated networking routers on the bottleneck points of the network, which are 
designed and configured to have collaboration with the application layer of the traffic 
that passes through. Following this design, the infrastructure itself has application 
recognition Middleware, which can be programmed to the business needs and tested 
for results. 

The already predefined policy for classification and provisioning used in our 
previous approach was reflected in this approach too, so the results can be evaluated 
and compared. The application for “on-line auction of state bills” was also tested in 
this approach and the infrastructure was programmed to follow the mentioned 
business needs. The application recognition layer of the infrastructure was configured 
to be context-aware and to classify and provision different protocols and applications.  

The design for this approach is shown on Figure 3. 

 
Fig. 3. Application recognition within the transport infrastructure 

With this approach the packets are not marked using the DSCP field in the IP 
header, because the context-aware intelligence and the provisioning devices (routers) 
are in fact the same infrastructure [9]. In this way, the decisions could be made direct-
ly on the device itself by assessing the business needs and provision the traffic ac-
cordingly. 

When the intelligence is implemented within the infrastructure, the capabilities of 
the devices to recognized different types of traffic can be used in advance, when the 
QoS classification and provisioning mechanisms are being planned. Therefore, in this 
approach we have designed two phases scenario which included: 

� Discovery phase, which was running for one week, while the routers were gather-
ing information and building statistics for the traffic in the infrastructure;  
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� Classification and provisioning phase, which used the gathered information of the 
previous phase, so we can configure the devices to classify the traffic according to 
the behavior of the network. 

 Most of the vendors that offer networking infrastructure devices that support ap-
plication recognition and intelligent integration with the infrastructure, are able to 
recognize large amount of standardized protocols, services and applications, with low 
impact of devices’ resources. The discovery phase produced information about the 
traffic based on this intelligence. It also produced information that the devices could 
not automatically understand which came from the non standardized business applica-
tion. So within this approach, through configuration of the devices, additional filters 
are implemented to produce additional layer, which can recognize the desired applica-
tion and meet the user requirements at the end [13]. The previously mentioned six 
different classes are easily implemented within this approach too.  

The results of this approach have shown that the infrastructure itself can be tailored 
to meet the business needs. The tested applications showed that the system was posi-
tioned to their QoS requirements and could be considered as a concept that can be 
treated as a context-aware QoS approach. The additional devices present in the re-
searched environment like the IP phones, multimedia streaming servers were easily 
integrated and covered with the overall QoS policy through this approach. 

On the other hand, this approach was showing less flexibility and scalability than 
the previous approach. Its capability to take into account the dynamic requirements of 
the business process and ideally permit application-independent usage was limited 
and was showing difficulty for rapid development. The results have shown that this 
approach can match most of the protocols, services and applications and can be aware 
of their behavior, but mostly in a predetermined way. For example, it could follow the 
time-base behavior of the application which was predefined in advance, but showed 
little inside understanding of certain tasks and steps within the business process itself. 
The implemented filters within the infrastructure, which have produced the additional 
context-aware layer, were difficult to program to meet the complete requirements as 
mentioned. 

Still this scenario have shown that this concept has room for development and can 
produce better results in the future to provide fully and easily managed context-aware 
QoS system. 

3 Analysis and Related Work 

Efficient access to the information which should be available for the relevant recipi-
ents is decisive competitive success factor. The business processes are prioritized as a 
result of the business assessment in the organization, so the infrastructure must be 
aligned to meet the business objective.  

By covering different approaches, we have tried to give relevant results that can 
develop concepts for QoS context-awareness with a novel QoS schemes.  

The first approach was better in providing results for context classification and 
provisioning than the second approach. By focusing on the application Middleware 
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layer directly, we were able to create intelligence that builds an overall QoS policy in 
direct link with the business assessment processes. Even more, this approach may 
eventually produce full concept for solutions that will ideally create application-
independent system that focuses only on business requirements. 

The second approach provided interesting results as well. By positioning the intel-
ligence in the infrastructure layer, which provided a discovery phase of the underlying 
traffic, we were able to gather more information about the actual network itself. This 
information was used when the QoS policy was created for better alignment towards 
the business processes. Still it lacked the dynamic behavior of the previous approach. 

To provide quantitative measures for each approach from the end-users’ point of 
view, we have tested the behavior of the “on-line auction of state bills” application 
and gathered statistical data for the experience of 39 different users. Graded by hu-
mans, and therefore, somewhat subjective, the range of QoE score was from 1 to 5, 
where 1 is unsatisfactory and 5 is excellent. The infrastructure equipment reported 
high network utilization (close to 100% of the available bandwidth), while the users 
were evaluating the behavior of the application. These end-users expressed their QoE 
while evaluating the application on two different aspects: 

� Predefined time-based behavior of the application; 
� Random steps and tasks with critical importance within the application. 

The summary of the surveys’ response data is presented in Table 2 (predefined 
time-based behavior) and Table 3 (random steps and tasks) represented as mean, 
standard deviation, skew and kurtosis.  

Table 2. QoE grades from both approaches for the tested predefined time-based behavior of the 
application. 

 Mean Standard  
Deviation 

Skew Kurtosis 

First approach 4.64 0.639 -1.598 1.445 
Second approach 4.08 0.906 -0.658 -0.399 

 

Table 3. QoE grades from both approaches for the tested random steps and tasks of the 
application. 

 Mean Standard  
Deviation 

Skew Kurtosis 

First approach 4.28 0.741 -0.505 -0.978 
Second approach 3.53 0.810 0.076 -0.362 

 
From statistical point of view the results in both tables illustrates the normality of 

the surveys’ data. Since absolute values of skew > 3.0 are described as “extremely” 
skewed and kurtosis absolute values > 8.0 suggest a problem [16], surveys’ data pre-
sented in the study provide relevant information.  
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The presented results illustrate how the end-users’ QoE was influenced while clas-
sification and provisioning was implemented within the system following both ap-
proaches. In this paper, we didn’t focus on the technical behavior of the system, since 
the subjective QoE of the end-users provides relevant information from the business 
point of view. The end-users were not aware of the technical setup, so the produced 
results could provide information about the relation between the actual QoS imple-
mentation and the end-users’ QoE. The data show that the first approach provided 
higher level of positive QoE (higher mean scores) for the end-users when the applica-
tion was tested during the predefined time-based behavior and for the random steps 
and tasks. The end-users reported that the second approach also provided high level of 
positive QoE for the predefined time-based behavior of the application, but didn’t 
perform adequately while random steps and tasks were tested within the application. 

In our opinion, this research has shown that a combined approach can be designed, 
and if planed well, it can produce even better result for the context-aware QoS.  

 The system infrastructure in our scenarios represents a wired local and wide area 
network. Additional results can be achieved by extended the scenarios and introduc-
ing Wireless Mesh Networks [6] or Mobile Networks [7] in both approaches. Differ-
ent authors have already explored support for discovering context, based on the needs 
of various mobile applications/agents, acquiring contexts from various sources, and 
deliver the acquired context data to mobile applications/agents. 

Furthermore, existing Wireless or Mobile Middleware [5] can be incorporated in 
the infrastructure as added layer for context-aware intelligence in the system, which 
can give additional relevant information to broaden the concepts that have been ex-
plored in our work. 

4 Conclusion 

In this paper we have presented two different approaches for context-aware QoS 
which are providing positive QoE for the end-users. Each approach was tested with 
the real business case scenario and preliminary results were obtained. The advantages 
and the disadvantages of each approach are explained through presentation of the 
results. The paper follows user oriented approach, by focusing on positive end-users’ 
experience, a key driver of technology acceptance, adoption and usage behavior. 

 In our future work, we plan to continue focusing on QoE of the end-user in dif-
ferent production system [15], while using these approaches and provide additional 
results. We will provide some quantitative measures that can specify if a specific 
system can reach the business objective while further researching both approaches. 
This future work will focus on development of neuro-fuzzy model, which can be used 
to identify the causal relationship between input parameters of both objective (tech-
nical) and subjective (end-user oriented) nature, towards resulting QoE measurement. 
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Abstract. The launch of 3G networks in Macedonia opened up a new revenue 
opportunity in mobile broadband offerings. Although the importance of 3G 
mobile value-added services (MVAS), it is surprising that Macedonia’s society 
show little interest towards them. Based on extant literature, the factors which 
are observed as more influential in the 3G MVAS adoption, together with the 
factors derived from previously proposed models on technology adoption, such 
as technology acceptance model and Innovation Diffusion Theory (TAM, IDT), 
constitute the research model of this study.The results reveal that the total effect 
of the factors that influence the behavioral intention of Macedonian consumers 
to use 3G MVAS is ranked as follows: Compatibility, Perceived Enjoyment, 
Self – Efficacy, Perceived Cost, Perceived Ease of Use, Perceived Usefulness 
and Attitude. The results give telecom service providers in Macedonia an 
insight on the behavioral intention criteria of their customers, suggesting them 
to focus on educating their consumers about the offered services, foster the 
expansion of their 3G network coverage and also introduce new versatile and 
entertaining services which are easy to use in order to attract new customers 
and also to retain the old ones.  

Keywords: 3G, mobile, value-added, services, Macedonia  

1 Introduction 

Mobile phones have become ubiquitous in our society and an integral part of people’s 
everyday life. The advances in the mobile technology have increased the number of 
people using mobile services [1]. The growing number of mobile users and the 
decline in conventional voice service tariffs have gradually reduced average revenue 
per user (ARPU), thus decreasing the service providers profits [2]. In a 3G market, the 
major revenue source for telecommunications operators will originate from packet-
based value-added services provided by independent value-added service providers, 
rather than traditional voice telephony [3]. Thus, imposing the mobile service 
providers to introduce various 3G MVAS, such as Mp3 ring tone download service, 
MMS, video news, photo download, mobile Java-based games, mobile TV etc. which 
have become a new opportunity for providers to create revenue. However, ARPU 
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could be substantially elevated when consumers are willing to use 3G MVAS and 
utilize them [2].  

The annual report of AEC [4] in Macedonia reveals that the number of the mobile 
users is increasing, and until the 4th quarter of 2009 the penetration of mobile 
subscribers is 95%. Regarding the 3G services, in spite of the considerable 
investments by the service providers to take advantage offered by the new 
technologies, people in Macedonia show little interest towards adopting these 
services. According to the agency for electronic communication in Macedonia the 
penetration of the 3G users is about 15 % [4].  Given the difference between rapid 
growth rates in the adoption of mobile technologies and associated services in some 
countries and the relatively slow growth rates in others, such as Macedonia, is the first 
reason that makes the research worthwhile to conduct. The second reason is that 3G 
mobile services adoption and acceptance have been at the forefront of several 
research projects in different geographical and social context [5-7], however the use 
and the adoption intentions of the Macedonian users have not been investigated.  

To take an extended perspective for examining consumers behavior [8], this study 
integrates Technology Acceptance Model [9], IDT [8, 10] and other significant 
external factors.  

The results from this study give service providers in Macedonia an insight on the 
behavioral intention criteria of their customers regarding the offered 3G services, how 
to tailor particular services, understand the customers’ needs and measures that 
telecom service providers should take to handle the adoption of these services. 

2 Theoretical Framework and Hypothesis Development 

Since the mid-1970s several theoretical models have been proposed [11] which are 
developed gradually and built up on each other [12].  

TAM is intended to provide a conceptual model featuring a theoretic foundation 
and parsimony, to explain and predict the behavioral intention and practical behaviors 
of information technology (IT) users, based on the acceptance and use of IT [8]. On 
the other hand, IDT is also a theory associated with research on technology 
innovation, which tries to explain the innovation decision process, the determining 
factors of rate of adoption, and different categories of adopters. In addition to these 
theoretical models, there are some studies that have focused specifically on the users’ 
intention to adopt mobile services [2, 7, 13-20].  

To enhance the prediction of consumers’ behavioral intention towards using of 3G 
MVAS in Macedonia while maintaining the model simplicity at the same time, four 
constructs from TAM and IDT are selected, such as: perceived ease of use, perceived 
usefulness, attitude and compatibility. Five other constructs, which are not found in 
traditional TAM and IDT model and are selected based on an extant literature review, 
are the following: self-efficacy, service availability, perceived cost, perceived 
enjoyment, and social influence. (see Fig.1) 
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Fig. 1.     Research framework 

2.1 Perceived Usefulness, Perceived Ease of Use, Attitude and 
Compatibility   

Perceived usefulness, first explored in the TAM, is found to be a crucial construct 
affecting the acceptance of the innovations. From the review of the existing literature 
is derived that perceived usefulness has a significant positive effect on user attitude 
[2, 15, 20]. On the other hand, higher perceived ease of use leads to higher perceived 
usefulness and it has a significant positive effect on user attitude [2]. Moreover, 
attitude is found to be determinant factor in individuals use intention and adoption of 
3G MVAS [16] and having significantly positive effects on behavioral intention  [2]. 
Compatibility, which has been selected from the IDT, is best described where an 
innovation is more likely to be adopted when it supports an individual’s lifestyle, 
needs, job responsibilities and values [21]. Compatibility has been found to have a 
strong effect on users’ attitudes and their behavioral intention [8].  
 
The hypotheses are as follows: 
H1: Perceived usefulness is positively related to behavioral intention of 3G MVAS 
H2: Perceived usefulness has a positive influence on attitude of 3G MVAS 
H3: Perceived ease of use has a positive influence on perceived usefulness of 3G 
MVAS. 
H4: Perceived ease of use has a positive influence on attitude of 3G MVAS 
H5: Attitude is positively related to behavioral intention of 3G MVAS. 
H6: Compatibility is positively related to attitude of 3G MVAS 
H7: Compatibility is positively related to behavioral intention of 3G MVAS 

2.2 Self Efficacy, Service Availability, Perceived Cost, Perceived 
Enjoyment and Social Influence 

In the context of this study, the more confident an individual is in his/her technical 
skills or the greater the experience he/she has with a cell phone, the more likely that 
3G MVAS would be adopted [22]. On the other hand, service availability is defined 
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as the extent to which an information appliance is perceived as being able to provide 
pervasive and timely connections [13]. Regarding cost, many scholars considered it as 
an important factor affecting user’s behavioral intention [2, 7, 13, 15, 18], to adopt 3G 
mobile services. The greater the cost the less likely would be the intention to adopt 
the technology. Perceived enjoyment, on the other hand, was proven to be an 
important antecedent of usage intentions and had a significant effect on mobile 
services [15, 23], while social influence has been found to have significant influence 
on the behavioral intention to use 3G mobile phones. 
 
Thus, the following hypotheses are developed: 
H 8: Self efficacy is positively related to perceived ease of use of 3G MVAS 
H9: Service availability significantly affects perceived usefulness of 3G MVAS 
H10: Perceived cost is negatively related to attitude of 3G MVAS 
H11: Perceived cost is negatively related to behavioral intention of 3G MVAS 
H12: Perceived enjoyment positively affects the perceived usefulness of 3G MVAS 
H13: Social influence positively affects the behavioral intention of 3G MVAS 

3 Research Methodology 

This research adopts the positivist paradigm as it involves hypothesis testing through 
data collection and statistical analysis [24].  The quantitative approach was found to 
be most suitable for the purpose of this study, as the main objective of this study is to 
investigate the behavioral intention towards using 3G MVAS by individuals in 
Macedonia, by applying survey as a research strategy. 

3.1 Sample, Questionnaire and Data Collection 

The population of interest in this study is, all the individuals in Macedonia who own a 
3G enabled mobile device. Because of the time constraints, and the fact of the 
respondents’ availability in the specified places, the sampling frame is limited to the 
cities in western Macedonia Gostivar, Tetovo, including the capital Skopje, thus 
convenience sampling method best fits in this study. Beside the criticisms about this 
sampling technique, that the sample may not represent the whole population, as a non 
probabilistic sampling method does not mean that the sample is not a representative of 
the population, although it is very hard to represent the whole population well [25]. A 
sample of 500 respondents is used to gather the empirical data. 

The questionnaire consists of two sections: the first section gathers the 
demographic information of the respondents, while the second section is about the 
respondents’ perception about the 3G mobile services. The data collection is 
conducted with more focus on young people, mainly in universities; various mobile 
phone shops as well as prepaid phone reload shops, located in these cities. From the 
500 distributed questionnaires, 361 valid responses were collected. 
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3.2 Validity and Reliability 

Regarding the validity of this study, all the measures for constructs in this research are 
obtained from instruments which were already used and validated in existing and 
related literature [25], and it has been approved with the help of the research advisor 
and supervisor by which one type of validity - content validity is achieved. Moreover, 
to ensure validity of the study, factorial validity, as a favored technique in Information 
Systems [26], a subtype of construct validity is examined using factor analytic 
techniques. 

Since the questionnaire used in this research contains constructs with multiple 
items the internal consistency reliability has been applied for each construct 
independently and also for all the items by using the Cronbach’s alpha value, which 
range from 0.780 to 0.936 and the value for all the items in this study is equal to 0.877 
that means it is internally consistent and acceptable. (see Table 2). 

4 Data Analysis 

The research model and the proposed hypotheses in this study are evaluated by the 
structural equation model. For the reliability coefficients, variance analysis, 
explanatory factor analysis, SPSS version 18 was used. Confirmatory factor analysis 
was conducted by LISREL version 8.80. 

4.1 Demographic Characteristics 

The demographic results reveal 76.5% of the respondents are male are and 23.5 % 
female. In terms of age most of the respondents from 19-23 years, which constitute 
64.5 % of the total respondents.. For the educational background, most of the 
respondents have a bachelor degree constituting 67.9 % of the total number of the 
respondents, 21.9 % have finished secondary school, 8.6 % of the respondents have a 
master degree and the rest have doctorate 1.7 % and none of the respondents’ is with a 
primary school. Among the 361 valid responses, only 32 respondents were reported to 
have used 3G MVAS. Out of 32, 27 users reported that they used 3G MVAS for more 
than 1 hour in a month, 3 users used the services for 30 min – 1 hour, and 2 users used 
the services for less than 10 min in a month. Moreover, among 32 users, 17 of them 
spent more than 600 denars on 3G MVAS each month, 7 respondents spent 300 to 
600 denars, and 8 respondents have stated that they spent 100 to 300 denars on 3G 
MVAS each month.  

4.2 Factor Analysis 

The results’ from the factor analysis reveal that partial correlations among variables 
are all greater than 0.5 and the factor model is appropriate whereby all the 
relationships are significant (p < 0.05).  Moreover, convergent validity is adequate 
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when constructs have an Average Variance Extracted (AVE) of at least 0.5 [27] as 
shown in Table 2. Having the AVE values greater than the variance shared between a 
particular construct and other constructs in the model [28], the results reveal a 
satisfactory discriminate validity. 

Table 1. Descriptive statistics of items 

 KMO 
> 0.5 

Bartlett's Test of 
Sphericity 
p < 0.005 

Total Variance 
Explained 

Cronobach alpha 
> 0.7 

Average 
Variance Extracted 

> 0.5 

PU 0.797 0.000 72 % 0.870 0.788 
PEU 0.683 0.000 73 % 0.808 0.777 
A 0.690 0.000 69 % 0.780 0.743 
C 0.755 0.000 88 % 0.933 0.907 
SE 0.730 0.000 80 % 0.875 0.840 
SA 0.739 0.000 80 % 0.854 0.843 
PC 0.680 0.000 74 % 0.823 0.783 
PE 0.716 0.000 87% 0.927 0.903 
SI 0.703 0.000 72 % 0.810 0.770 
BI 0.756 0.000 88 % 0.936 0.910 

4.3 Hypothesis Testing 

In the confirmatory factor model, the researcher imposes substantively 
motivated constraints that determine which pairs of common factors are correlated, 
which observed variables are affected by which common factors, which observed 
variables are affected by a unique factor, and  which pairs of unique factors are 
correlated [29]. Therefore the estimated path coefficients of the structural model were 
studied to evaluate the hypotheses presented in Fig 1. The hypothesis results are 
summarized in Table 3. 

Table 3. Hypothesis results 

Hypothesis Effect T-value Results 

H1 PU � BI 2.50 Accepted 
H2 PU � A 1.35 Rejected 
H3 PEU � PU 3.26 Accepted 
H4 PEU �A 0.38 Rejected 
H5 A � BI 2.13 Accepted 
H6 C � A 0.06 Rejected 
H7 C � BI 12.41 Accepted 
H8 SE � PEU 6.65 Accepted 
H9 SA � PU 1.23 Rejected 
H10 PC � A 4.09 Accepted 
H11 PC � BI 1.71 Rejected 
H12 PE � PU 11.46 Accepted 
H13 SI � BI 0.08 Rejected 
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4.4 Goodness of Fit 

Confirmatory factor analysis (CFA) is used to assess the structural model fit. Table 4 
shows the common model-fit indices, recommended values and results of the test of 
structural model fitness, indicate a good model fit. 

Table 4. Fit indices for structural model 

Fit Indices Recommended Value Result 
Chi-square/Degree of Freedom (χ� / df) <3 2.288 
Goodness of-Fit Index (GFI) >0.8 0.86 
Adjusted Goodness of Fit Index (AGFI)  >0.8 0.83 
Root Mean Square Error of Approximation (RMSEA) <0.08 0.060 
Root Mean Square Residual (RMR) <0.08 0.08 
Normed Fit Index (NFI) >0.9 0.92 
Comparative Fit Index (CFI) >0.9 0.95 

5 Discussion  

The results show that Perceived Usefulness (H1), consistent with prior studies [30], in 
this study is found to be significant determinant to predict the Behavioral Intention of 
3G MVAS. Thus, in order for users to use the 3G MVAS, they must feel that these 
services are useful to them, such as increasing their efficiency in their life and work, 
increasing their mobility and providing them with better internet surfing. Hence, 
telecom service providers should focus on informing and educating their users about 
the usefulness of the offered 3G MVAS in order to retain and also attract new 
consumers. The relationship between Perceived Usefulness and Attitude (H2) is not 
significant. The outcome of these results in this study could be ascribed to the fact 
that a small number of respondents use the actual offered 3G MVAS, or the range and 
the availability of the services offered by the telecom service providers in Macedonia.  

The results reveal that Perceived Ease of Use has a significantly positive effect on 
Perceived Usefulness (H3). These results imply that telecom service providers need to 
consider the ease of use of services when identifying the 3G MVAS that can offer 
practical values to consumers and also telecom service providers should focus on 
developing customized user interfaces that are easy to use. On the other hand, the 
relationship between Perceived Ease of Use and Attitude (H4) is not found 
significant.  

Next, the results indicate that Attitude (H5) significantly affects Behavioral 
Intention of 3G MVAS. As there are Attitude’s antecedents or factors that influence 
the consumers’ attitudes, therefore telecom service providers should take into 
consideration all the recommendations presented for each factor in order for the 
Macedonian consumers to have positive attitudes towards behavioral intention of 3G 
MVAS.  

Compatibility is found to have an insignificant effect on users’ Attitude (H6), but 
on the other hand it shows a high effect on Behavioral Intention (H7), implying that 
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telecom service providers have to emphasize how their offered services fit with the 
targeted group’s lifestyle.  

Self-Efficacy in this study  is found to have a significant influence on Perceived 
Ease of Use (H8), which is consistent with previous studies [19]. These results from 
the third highest ranked factor, Self-Efficacy, are attributed to the fact that 
respondents educational level is high, consistent with the theoretical argument [9] and 
[31] that an individual with high expertise might rate a system as easier to use than an 
individual with lower expertise. This implies that telecom service providers should 
focus on developing customized user interfaces that are easy to use in order to attract 
new consumers.  

The relationship between Service Availability and Perceived Usefulness is found 
to be insignificant (H9), which contradicts to  findings that Service Availability to 
have a strong effect on Perceived Usefulness [13]. Consistent with the results of a 
prior study [2], (H10) Perceived Cost is found to have a significant influence on 
Attitudes, but contradicting to their results regarding the relationship between 
Perceived Cost and Behavior Intention (H11), which is in this study is found to be 
insignificant. The result from this relationship are consistent with prior [20] findings, 
that the results might indicate that the users are more concerned with what 3G can 
offer rather than its costs. However, in this study the results from Perceived Cost are 
attributed to the fact that Macedonian consumers perceive that the tariff of these 
services is still high. Therefore, telecom service providers are recommended to adopt 
promotions to reduce the threshold of service tariff in order to promote 3G MVAS. If 
the service tariff cannot be reduced, then service providers should develop more 
valuable and special services, so that consumers can enjoy the benefits or 
effectiveness of 3G MVAS at a lower cost. 

Regarding Perceived Enjoyment, the results in this study indicate that this 
construct has a significant influence on Perceived Usefulness (H12) which in turn had 
a significant influence on Behavioral Intention of 3G MVAS. These findings suggest 
that users of 3G mobile services need to be provided with more diverse and 
entertaining ways, which can greatly contribute to the efficiency and convenience of 
communicating. Social influence, in this study, exhibits insignificant correlation on 
Behavioral Intention of 3G MVAS (H13), which contradicts with prior findings [20] 
and [32]. The outcome of these results in this study could be explained by the 
statement that the relationship between social influence and behavioral intention 
exhibited different results for different service categories, in some, the relationship 
was significant and in others it was insignificant  [13]. This implies that the service 
category of mobile services can be an important boundary condition in explaining 
consumers’ behavioral intention.  

6 Conclusion 

The results of this study reveal that the total effect of the factors that influence the 
behavioral intention of Macedonian consumers to use 3G MVAS,  is ranked as 
follows: Compatibility, Perceived Enjoyment, Self – Efficacy, Perceived Cost, 
Perceived Ease of Use, Perceived Usefulness and Attitude. Thus implying that 
telecom service providers in Macedonia should consider the above mentioned 
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recommendations, such as focus on educating their consumers about the offered 
services, foster the expansion of their 3G network coverage and also introduce new 
versatile and entertaining 3G MVAS which are easy to use, in order to attract new 
customers and also to retain the old ones. Moreover, as a theoretical contribution, 
contrary to many technology adoption models in the past studies [2, 7, 9, 13, 15, 19], 
the model used in this study shows that both perceived usefulness and perceived ease 
of use have an insignificant effect on attitude, rather, only perceived usefulness shows 
to be significantly related to behavioral intention directly, which is in line with the 
extended technology acceptance model [30]. 

Since the respondents that constitute the main user group of 3G MVAS are 
relatively young, future studies should include users who are older. Further, the model 
used in this study measures perceptions and intentions at a single point in time, and 
the 3G telecom service market in Macedonia is still under development, implying for 
a longitudinal study, and also an in-depth investigation is also required in order to 
acquire more objective arguments when consumers have a higher level of 
involvement in 3G. Future research should also consider the demographic 
characteristics of the respondents, and may also consider other external factors such 
as culture [20], which allows the researchers to conduct a multi-country comparison 
study. 
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Abstract. The Crypto-community is always in search of new strong 
crypto-primitives to handle the present security threats and for providing 
efficient secure digital communication. One of the main goals of the 
cryptographer is to make an encryption scheme computationally fast with 
optimized use of memory and high cryptographic complexity. In this 
direction n-quasigroups (n = 2, 3) are considered as a class of new strong 
crypto-primitives. In this paper we propose an improved version of  3-
quasigroup based encryption scheme given by Petrescu. Here we only 
consider reducible 3-quasigroup as the seed. It is randomly generated 
based on a secret key. The process of deriving different 3-ary operations 
for construction of reducible 3-quasigroups is described together with 
some related issues. We also present experimental results on 4-order 
reducible 3-quasigroups which are generated to find the different cases 
suitable for cryptographic applications. 
 
Keywords: Quasigroup, quasi algebra, reducible 3-quasigroup, isotopy, 
order of quasigroup, encryption, decryption, stream cipher 

1. Introduction 

Stream ciphers [7], [11], [12] play an important role in secure digital communication. 
This category of encryption schemes is fast in implementation and can be used in 
applications with less computational resources. Stream ciphers form a class of 
symmetric key cryptographic algorithms. Here the crypto primitives are mainly the 
Pseudo-Random Bit Generators (PRBG) based on nonlinear combinations of different 
Linear Feedback Shift Registers (LFSR). Sequences based on LFSRs [7] have been 
widely used in the design of stream ciphers in the past  decades. Today, one of the main 
research areas is to explore and identify new crypto primitives which are optimised both 
in terms of security & efficiency. In this direction, present research shows that algebraic 
structures based on quasigroups or n-quasigroups [4], [5], [6], [8] are suitable crypto 
primitives for stream ciphers and other cryptographic applications. Quasigroups [1] 
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have applications in coding theory also.  Different transformations of quasigroups play 
an important role in ensuring security of the crypto algorithms based on these structures. 
Isotopy is one of the widely used transformation which is used to generate large number 
of quasigroups [3] and increase the security of the scheme.  

Quasigroup based encryption scheme working as a stream cipher was first proposed 
by Koscielny [2] in 1996. Design and analysis of different encryption schemes for 
stream ciphers based on quasigroups have motivated researchers to generalize it for 3-
quasigroups. These schemes have been able to exponentially increase the number of 3-
quasigroups due to isotopic operations. Petrescu [8] has given a 3-quasigroup based 
encryption scheme for stream ciphers. The author considers the 3-quasigroup which acts 
as publicly known  seed. In this paper, we have improved 3-quasigroup based 
encryption scheme given in [7] by randomly generating the quasigroup based on a key 
and then deriving the reducible 3-quasigroup (which plays the role of the seed for the 
encryption scheme). Section 2 contains the definitions and brief descriptions of the 
fundamental concepts related to this paper and Petrescu’s encryption scheme. In Section 
3 the process to randomly generate a quasigroup based on the key [10] is given. The 
process to derive reducible 3-quasigroups is discussed in Section 4. In Section 5 
description of the improved version of the 3-quasigroup based encryption scheme is 
given. We have reported observations and inferences based on experimental results in 
Section 6 and conclusions are drawn in Section 7.    

2. Preliminaries 

In this section we present fundamental definitions related to this work and provide brief 
description of Petrescu’s encryption scheme [9]. 
 
Definition 1. A Quasigroup   〈 �,∘ 〉  is a groupoid consisting of elements of  � w.r.t. a 
binary operation ''�  such that ∀�, � ∈ �  there exist unique 
, � ∈ � for which it 
satisfies the identities � ∘ 
 = �  &  � ∘ � = �   This means that every row and every column of the Cayley’s table is a permutation 
of �. The cardinality of � is called the order of the quasigroup. For every finite 
quasigroup of order �, given by the Cayley table, it can be equivalently associated with 
the combinatorial design viz. a � × �  Latin square.  
 
Definition 2.  An  algebraic quasigroup  (�,∘,⁄,∖)  is an algebra with 3 binary 
operations which satisfy the following identities: 
       (
 ⁄ �) ∘ � = 
 = (
 ∘ �) ⁄ �  &  
 ∘ (
 ∖ �) = � = 
 ∖ (
 ∘ �) 
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Definition 1 & 2 are same when  � is finite and hence both of them are called 
quasigroup. By quasigroup we mean the binary quasigroup denoted by 2-quasigroup.  
An algebraic quasigroup can be represented in general as follows: 〈 �, �, ��, ��〉 is an algebra where �,  ��, �� are three binary operations satisfying the 
following identities:  �(��(
�, 
�), 
�) = 
� = �� (�(
�, 
�), 
�) & � �
� ,��(
�, 
�)� =  
� = �� �
� ,�(
�, 
�)� 
 
Definition 3. A Ternary quasigroup (3-quasigroup) is a finite  algebra 〈 �, �, ��,��,   ��〉 consisting of the elements of �  and 4 ternary operations satisfying the 
following identities: 
                  �(�� (
�, 
�, 
�), 
� , 
�) = 
� = �����
�, 
� ,
��, 
�, 
�� 
                   �(
�, ��(
�, 
�, 
�), 
�)  = 
� = ��(
�, �(
�, 
�, 
�), 
�) 

                   
��
�, 
�, ��(
�, 
�, 
�)� = 
� = ���
�, 
�, �(
�, 
�, 
�)� 

If the 3-quasigroup is derived from the quasigroup then it is called the reducible 3-
quasigrouop. We can generalise this definition to n-quasigroup. 
 
Definition 4. Isotopy of 3-quasigroup is defined as follows: 
Let 〈�� , �〉 & 〈��, �〉 be two 3-quasigroups.  ��  is  isotopic  to �� if there are four 
bijections  �,   ��,  ��, �� : �� → �� such that  ���(
�, 
�, 
�)� = ����(
�),   ��(
�),   ��(
�)�. The 
ordered quadruple  (�,   ��,  ��, �� ) is called an isotopism or isotopy.  
 

Next, we briefly describe Peterscu’s [9] 3-quasigroup based encryption scheme 
for stream ciphers. Let  〈 �, �, ��, ��,   ��〉 be a publicly known 3-quasigroup which is 
used as seed and isotopic carrier. Let � = �� × {1, 2, 3} be the key space. The key is 
represented as � = ���� … ��� and it determines another isotopic quasigroup operation � on � as follows: ��
�, 
�,
�� = �� �������(
�), ����(
�), ����(
�)��, where �� =�!" are permutations on � based �������� of  � and �#�$�%�� of �  are Initial Value 
(IV) for Encryption / Decryption ( '*/+* ). Every key � uniquely determines the '*/+* 
s.t.  +*�'*(�)� = �. 
Let � = ���� … and the encryption function '*(�) =-�-� … is defined as follows: 
 � = 1 � = 2 � = 3 -� = �(��, �#, �$) -� = ����, �%,��� �.0 4 > 2 -� = ����, -���, -���� 

-� = �(�#, ��, �$) -� = ���%, ��,��� �.0 4 > 2 -� = ��-���, ��, -���� 

-� = �(�#, �$, ��) -� = ���%,��,, ��� �.0 4 > 2 -� = ��-���, -���,��� 
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The Decryption function +*(-�, -�, … ) = ���� … is defined as follows: 
 

            � = 1               � = 2 � = 3 �� = ��(-�, �#, �$) �� = ���-�, �%,��� �.0 4 > 2 �� = ���-�, -���, -���� 

�� = ��(�#, -�, �$) �� = ����%, -�,��� �.0 4 > 2 �� = ���-���, -�, -���� 

�� = ��(�#, �$, ��) �� = ����%,��,, ��� �.0 4 > 2 �� = ���-���, -���,��� 
 
In the next section, we describe the process to generate a quasigroup randomly based on 
a secret key [5]. 

3.   Randomly Generated Quasigroup based on a Key 

We present two methods to generate any m-order quasigroup based on a key.   
Method I - Let  � = {1,2, … , �}  be a set of � elements.  To randomly generate the 
quasigroup of order �, the required key length is  2� .  So the key space is as follows: 
 � = 5�� … ��6| �� ∈ �, 1 ≤ 4 ≤ 2�  8. Let the key be � = �� … ��6.  First, we take 
the basic quasigroup 〈�, �〉 and represented by the matrix �9 whose 1st row is the 
identity permutation of � and other � − 1 rows are derived by left shift of one 
character of the previous row  

�9 = ; 1  2  3  ⋯ �2  3  ⋯ �  1⋮� 1 ⋯ � − 1@ 

Now, by applying the following row swapping process based on  �� ⋯ �6 of the key � we derive the matrix �9A . Here we take 
 �.B � ≡ � �� �|
 
                              DE�F = �9 
           �.0  4 = 1: � 
            0� = �4 + ����.B � 

            0� = �H6� I ∗ 4 + 1 + ��� �.B �  

   KL�F   0�  �MB 0� .� DE�F  
                            �9A = DE�F                           

Similarly, as above based on �6N� ⋯ ��6of the key � the computation is carried out 
on �9A by swapping the column  � times. This process will generate a quasigroup 〈�, O〉 which we called the Initial Quasigroup and represented by the matrix  �P.  
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If the order of the quasigroup � > 16 then it requires a key of more than 128 bits in 
length. In this case for practical reasons we can follow the 2nd Method which is given 
below for any � = 2R > 16. 
 
Method II – Let  � = {1,2, … , �} �E Dhe set of � = 2R > 16 elements. The key space 
consists of       � = 5�� … ��$| �� ∈ �, 1 ≤ 4 ≤ 2�8. Let the key = �� … ��$ . First, take �� ⋯ ��   of 
the key  � as the  seed of a PRBG to generate 2 ∗ 8M bits. Then we take M  bits at a time 
and convert it to the decimal value ��T ∈ �.  So we derive a new key �T = ��T ⋯ ��$T  .. 
Based on the key �T we calculate two row values as follows: 
        �.0  4 = 1: 16 
     �.0 � = 1: 100 
       0� = �4 + ����.B � 

     0� = �H6� I ∗ 4 + 1 + ��� �.B � 

           KL�F   0�  �MB 0� .� �9 to derive  �9A 
Similarly, based on �W  ⋯ ��$ of the key � we generate another key �TT  and 

calculate two column values as above and swap the columns of �9A to generate the 
Initial Quasigroup 〈�, O〉.  Example of generating initial quasigroup of order 4 based on 
a key by using Method I is given below: 
 
Example:  Let the order of |�| = 4 and let the key � = �� ⋯ �� = 4 1 3 1 2 1 4 3 

Here , H6� I = 2  and  

�9 = ;1 2 3 42  3 4 13 4 1 24 1 2 3@ 

After swapping the rows for 4 times as described in Method I  

�9A = ;1 2 3 43 4 1 22 3 4 14 1 2 3@ 

Now we apply the column swapping as described in Method I and finally derive the 
Initial Quasigroup 

�P = ;3 1 4 21 3 2 44 2 1 32 4 3 1@ 

In the next section we explain the process to derive the 3-quasigroup from the Initial 
Quasigroup.  
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4.  Generation of Reducible 3-quasigroup based on a Key 

Based on a key we generate the Initial quasigroup 〈�, O〉 ≡ 〈�, O, O�,O�〉. Now by using 
these 2-ary operations O, O�,O� on � we define 3-ary operations �, ��,��,�� on �. There 
are many ways we can define 3-ary operation � from O, O�  �MB O� by using their non-
associative & non-commutative properties. So, for each initial quasigroup generated 
based on a key the following ternary operations are defined and are arranged in the 
lexicographical order as follows: 
1.  �(
�, 
�, 
�) = O(O(
�, 
�), 
�)  2.   �(
�, 
�, 
�) = O�
�, O(
�, 
�)� 3.   �(
�, 
�, 
�) = O�(O�(
�, 
�), 
�)       4.   �(
�, 
�, 
�) = O��
�, O�(
�, 
�)� 5.   �(
�, 
�, 
�) = O�(O�(
�, 
�), 
�)       6.   �(
�, 
�, 
�) = O��
�, O�(
�, 
�)� 
7.   �(
�, 
�, 
�) = O(
�, O�(
�, 
�), )  8.   �(
�, 
�, 
�) = O(O�(
�, 
�), 
�) 
9.   �(
�, 
�, 
�) = O�(O(
�, 
�), 
�)     10.  �(
�, 
�, 
�) = O�(O�(
�, 
�), 
�) 
11.  �(
�, 
�, 
�) = O�(O�(
�, 
�), 
�)   12.  �(
�, 
�, 
�) = O��
�, O�(
�, 
�)� 
We derive different 3-ary operations on the set � and then for each 3-ary operation � 
we derive ��, ��, ��   by using the identities of O,  O�, O� so that 

321 ,,,, ����A  is a 

3-quasigroup. Hence from an Initial Quasigroup we can generate a large number of 3-
quasigroups which plays the role of the seed for the encryption scheme. Here we 
present an example of generation of a reducible 3-quasigroup. 
 
Example:  Let the Initial Quasigroup generated from a key be represented by a matrix 
as follows: 

Z = ;4 1 3 23 2 1 42 3 4 11 4 2 3@ 

It represents a Latin square which is the inner body of the Caley’s table and hence it 
defines O. Now we define two matrices which represent  O�, O� of the Initial Quasigroup 〈�, O, O�,O�〉 as follows: 

             Z� = ;4 1 2 33 2 4 12 3 1 41 4 3 2@              Z� = ;2 4 3 13 2 1 44 1 2 31 3 4 2@ 

Define � = O(O(
�, 
�), 
�) and consequently �� = O�(O�(
�, 
�), 
�), �� =O�(
�, O�(
�, 
�), ) and �� = O�(O(
�, 
�), 
�) . Then 
321 ,,,, ����A  is a  

reducible 3-quasigroup. In the next section we present our modified 3-quasigroup based 
encryption scheme for stream cipher. 
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5. Improved Version of 3-quasigroup based Encryption Scheme                                                         
The quasigroup based encryption scheme given by Peterscu [9] considered that the seed 
quasigroup is known to public. So it is to be sent to the receiver which increases the 
communication overhead. In this case only the key which control the isotopy, Initial 
Value (IV) and Encryption ('*) / Decryption (+*) functions are unknown. The key 
complexity in this case is  |�|� ∗ {1, 2, 3} . This is not sufficient for providing security 
under practical scenario with respect to the present computational power (assumed to 
be) available to the attacker. We have modified this scheme to improve its 
cryptographic strength. 
Let � = �� × �� where the first part of the key space  �� is as described in Section 3 & �� = [��  ⋯ ��� | �� ∈ � , � ∈ {1, 2, 3}\.  So for � ≤ 16, we take �� = �� ⋯ ��6 &  �� = �� ⋯ �� �   and for � > 16 & � = 2R    where   M ∈ ]N   we     take �� =�� ⋯ ��$  &  �� = �� ⋯ �� �  . So the key is represented as � = ����. 

Now based on the key �� the random initial quasigroup is generated as described in 
Section 3. Also, the list of 12 different 3-ary operation �  is assumed to be known. Now, 
based on the key ��we get order as ∑ �_�6_`� �.B 12  or ∑ �_�$_`� �.B 12  where we 
denote  �.B 12 ≡ 12 �� 12| 
 . So we fix � by the key ��. By using the initial 
quasigroup and � we generate the reducible 3-quasigroup which is taken as the seed 3-
quasigroup for the Encryption scheme. For each element ∈ �, let �! denotes the 
permutation of  �.  We define the isotopy of  〈�, �, ��, �� , ��〉 as follows: 
The permutation �� = �a"  , 1 ≤ 4 ≤ 4 is defined by  �� �� �� �� of  �� as given below:     �� = �a" = �����, ��N�, 
� ; 1 ≤ 
 ≤ |�| and 4 + 1 = 4 + 1 �.B 4   �� 4 + 1 > 4 

So (�� ,  �� ,   �� ,  ��) is an isotopy of 3-quasigroup 〈�, �, ��, �� , ��〉. So, by 
applying the isotopy on the seed 3-quasigroup we generate the new isotopic 3-
quasigroup < �, �, ��, ��, �� >  as follows: 

         �(
�, 
�, 
�) = �� �������(
�), ����(
�), ����(
�)�� 

                     ��(
�, 
�, 
�) = �� ��������(
�), ����(
�), ����(
�)�� 

                   ��(
�, 
�, 
�) = �� ��������(
�), ����(
�), ����(
�)�� 

                   ��(
�, 
�, 
�) = �� ��������(
�), ����(
�), ����(
�)�� 

 
Now  � = 1 , 2, .0 3 .�  �� uniquely determines the �'* , +*�  as (� , ��),  (� , ��) 

or (� , ��)  respectively (as defined in Section 2) where  �# �$ �% �� of  �� play the role 
of IV for the  encryption scheme. 

The key complexity of our scheme for  3-quasigroups of order 4 is 2�� × {1,2,3} 
where as in earlier case it is only 2�$ × {1,2,3}.However due to order 4 total number of 
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3-quasigroups is ≪  2�� For practical purposes,  3-quasigroups of order 256 = 2�  are 
commonly used. In our proposed modified scheme the key complexity is (2�)�$ ∗(2�)� × {1 , 2, 3} ≈ 2�W# instead of  2$#.For such cases number of 3-quasigroups is  ≫ 2�W#. This key complexity is considered secure even in today’s computational 
scenario. The block diagram of the modified scheme is given in the Appendix. 

In the following section we present observations and some inferences from the 
experimental results. 

6.  Observations & Experimental Results 

We have carried out experiments on the algorithm based on different reducible 3-
quasigroup seed and different type of inputs under different keys. Here we discuss some 
important observations and inference from these experiments. Experimental results of 
different cases of a seed are given below: 
 
Experiment 

We take the quasigroup 〈�, O〉 ≡ 〈�, O, O�,O�〉 of order 4 where � �4,3,2,1�A  and 
the binary operation  O  represented by matrix 

� �3 2 4 1 1; 4 32 4; 1 2 3  2; 3 1 4�P  which is a Latin Square of order 4 and 
hence derive Z� , Z�  which represented O�,O�. We define 3-ary operation as � =O(O(
�, 
�), 
�) and hence calculate 321 ,, ���  to derive the 3-quasigroup 

321 ,,,,, ����� AA � , which is a reduced 3-quasigroup to be considered as a 

seed for the algorithm. 
 
Case 1 
 
(a ) Binary operation representation P: [4  1  3  2 ; 3  2  1  4 ; 2  3   4 1;1  4  2  3] 

      2nd part of the  KEY 	 
2k : [ 2  4  1  3  3  4  2  1  1 ] 
      Message: [1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1] 
      P1 = [ 4   1   2   3 ;  3   2   4  1;  2   3   1   4 ; 1   4   3   2 ] 
      P2 = [ 2   4   3   1 ;  3   2   1  4 ; 4   1   2   3 ;  1   3   4   2 ] 
     Cipher: 
        1     4     4     2     3     2     4     3     4     1   1    3     1     2     2     1     4       
        4     2     3     2     4     3     4     1     1     3   1    2     2 
 
 (b) Binary Operation – same P as in Case1 (a)  
      2nd part of the  KEY 	 
2k :  [1  1  1  1  2  2  2  2  1] 
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      Message: message:[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1] 
      Cipher: 
          4     4     4     4     4     4     4     4     4     4     4    4     4     4     4     4     4     4       
          4     4     4     4     4     4     4     4     4     4     4     4    
 
 (c ) Binary Operation – same P as in Case1 (a)  

     2nd part of the  KEY 	 
2k : [3   4   3   4   4   4   3   3  1] 
     Message:[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1] 
    Cipher: 
       3     2     3     3     2     3     3     2     3     3   2     3     3     2     3     3     2     3      
       3     2     3     3     2     3     3     2     3     3     2     3 
 
(d)  Binary Operation – same P as in Case1 (a)  
      2nd part of the  KEY 	 
2k : [3   4   3   4   4   4   3   3  1] 
      Message: [3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3] 
     Cipher:   
        1     3     2     1     2     3     1     4     4     1  3     2     1     2     3     1     4     4          
        1     3     2     1     2     3     1     4     4     1 
 

From these experimental results it is inferred that there exists  2k  which can make 
the crypts almost flatten (statistically uniform frequency distribution) even if the 

message is a sequence of a single element of the set. It also shows that there exists  2k  
which returns the output of a sequence of single element only (which is undesirable). 
These features are depicted in (a) & (b) respectively. In (a) the frequency of occurrence 
of the element ‘1’ i.e. freq(1) = 8, freq(2) = 8, freq(3) = 6, freq(4) = 8 and in (b) freq(1) 
= freq(2) = freq(3) = 0 , freq(4) = 30. 

It has been also inferred from observations of different experimental results that 
crypts of some messages are almost flat whereas for some messages crypts are not flat 
under the same key.  In this case (c) & (d) support the fact. In (c) freq(1) = 0,  freq(2) = 
10, freq(3) = 20  & freq(4) = 0 and in (d) freq(1) = 10 , freq(2) = 6 , freq(3) = 6 , freq(4) 
= 6. 
 
Case2 
 
(a ) Binary Operation – same P as in Case1 (a)  

       2nd part of the KEY 	 
2k :  [1  1  1  1  2  2  2  2  1] 
       Message: [1 2 3 2 2 1 1 1 3 3 2 2 3 4 4 4 3 2 1 2 3 4  3 2 1 2 3 4] 
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       Cipher: 
         4     2     2     2     2     4     2     1     4     1  2     4     3     1     1     4     1     2      
         2     2     1     2     3     3     4     3     3     3 
 
(b) Binary Operation – same P as in Case1 (a)  
      2nd part of the KEY 	 
2k :  [1  1  1  1  3 3 3 3  1] 
      Message: [1 2 3 2 2 1 1 1 3 3 2 2 3 4 4 4 3 2 1 2 3 4  3 2 1 2 3 4] 
      Cipher: 
          4     2     2     2     2     4     2     1     4     1  2     4     3     1     1     4     1     2       
          2     2     1     2     3     3     4     3     3     3 
 

It has been inferred from the experiments that there are equivalent keys in the set of 
keys for this scheme. In this case (a) & (b) shows that crypts of any message under two 
different keys are same. 
Sometimes it may happen that crypts of some particular message under two different 
keys are same. The presence of equivalent keys reduce the key space and hence the key 
complexity. 
 
Case 3 
 
Binary Operation – same P as in Case1 (a)  
2nd part of the  KEY 	 
2k :  [1  4  3  2  2  2  2  2  1] 
Message: [2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2] 
Cipher: 
       2     2     2     2     2     2     2     2     2     2   2     2     2     2     2     2     2     2        
       2     2     2     2     2     2     2     2     2     2     2 
 

It shows that there exist keys which returns the message even by using sophisticated 
operations on a 3-quasigroup. This is a cryptographic weakness. These are weak keys 
which should not be considered as a part of the key space and should not be used for 
encryption. 

7. Conclusions 

In this paper we have proposed a modified 3-quasigroup based stream cipher. The 
scheme is designed to increase the key complexity exponentially so that it may be used 
for present day practical applications.  The first part of the key randomly generates the 
initial quasigroup. It selects different parameters for generation of the seed 3- 
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quasigroup and in a way acts as a different algorithm for encryption. Since the choice of 
3-quasigroups is large even for small order and it also increases exponentially, we 
include this structure and use it to customize the algorithm based on the key used for 
encryption. In this paper, we have considered only reducible 3-quasigroups. Extension 
of this scheme for selecting suitable randomly generated 3-quasigroup based on the key 
is in progress. This would help to improve the cryptographic strength of our scheme. 
We have carried out large number of experiments on different order quasigroups and 
specifically on 4 order reducible 3-quasigroups for ease of visualization. Theoretical 
research based on observed results is also in progress which would help us to derive 
different suitable cases for cryptographic applications. Our future work in this direction 
also includes automatic property testing of large quasigroups generated using this 
process and thorough security analysis of this scheme.    
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Abstract. Memory access is the bottleneck of all computations. CPU
cache is introduced to speed up accessing reused and local data. Matrix
multiplication is the most common representative of many linear alge-
bra algorithms which performance directly depends of the cache. Many
cache parameters exist and impact the overall computing performance
such as cache type, line, size, level, associativity, and replacement pol-
icy. Therefore an optimal architecture to execute certain compute and
memory intensive algorithm is desirable in most applications.

We have developed MMCacheSim simulator to predict matrix multipli-
cation performance on particular existing or non-existing multiprocessor.
MMCacheSim simulates the execution time and number of cache misses
that matrix multiplication algorithm performs with particular matrix
size and element size executing on processor with different cache size,
line, level associativity, and replacement policy.

Keywords: CPU Cache, Multiprocessor, HPC, Simulation

1 Introduction

Basic computer system is built on the Von Neumann concept (or Eckert-Mauchly
as recently recognized) with CPU, main memory and bus. The problem of match-
ing the speed of the instruction execution with the speed of fetching and storing
the data / instruction degrades the overall performance of the computer system.
Modern multiprocessors use multilayer cache memory system [9] to balance the
gap between CPU and main memory and to speedup data access. The cache size
is one of the most important cache parameters since larger caches reduce miss
rates, but unfortunately, require greater data access times.

The matrix multiplication algorithm provides similar performance (speed)
in the same cache region [14]. n-way set associative caches produce huge per-
formance drawbacks for cache intensive algorithms regardless of cache size [7].
Cache line speeds up the time locality, i.e. if sometimes a particular memory
location is referenced, then it is likely that near or even the same location will
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be referenced again in the near future. The decision which cache line to be re-
placed if all the cache lines are fulfilled in the particular set depends on cache
replacement policy.

All these cache parameters impact the algorithm overall performance and
it is difficult to select the cache with optimal parameters for particular algo-
rithm. Even more, the same algorithm behaves differently for different input size
data. Applications provide better performance when they are executed on flex-
ible cache with reconfigurability [17]. Using a proper simulators to predict the
algorithm performance can save time and wasted money for unnecessary hard-
ware. They can be used to measure the performance of new proposed schemes [1].
The authors in [2] propose techniques to predict the performance impact using
hybrid analytical models. The authors in [19] propose a technique to overcome
inter-thread cache conflict misses on shared cache and develop a highly config-
urable multi-core cache contention MCCCSim simulator that reproduces parallel
instruction execution. A predictive model is proposed in [18] to allow fast and
accurate estimation of system performance degradation also due to shared cache
contention in parallel execution. The authors in [5] propose a statistical cache
model Statstack that models a fully associative cache with LRU replacement
policy and compared the results with the traditional cache simulator.

In this paper we present a trace driven simulation based MMCacheSim sim-
ulator that takes a list of memory addresses that represent the calls to main
memory and tracks the changes in the cache. An overview of several existing
cache simulators is presented in Section 2. The rest of the paper is organized as
follows: In Section 3 we describe the MMCAcheSim architecture and design. Sec-
tion 4 describes the real and simulated experiment environments and Section 5
presents the results of the simulation and experiments. Section 6 is devoted to
conclusion and future work.

2 Related Work

This section presents different purpose cache simulators that we found in the
literature. Dinero IV is the cache simulator that simulates a memory hierarchy
with various caches [4]. A DEW strategy [8] speeds up the simulation of multiple
combinations of cache parameters. It simulates only FIFO replacement policy.
The authors in [6] define a fully parameterizable models applicable to n-way
associative caches, but only for LRU replacement policy. Our MMCacheSim
simulates both FIFO and LRU cache replacement policies for all cache levels.

The authors in [10] propose a CMP$im simulator based on the Pin binary
instrumentation tool. It is a better simulator offering multi core support and
data gathering for all levels of the cache. However, the capturing the results is
more complex than our MMCacheSim. HC-Sim is also based on Pin that generate
traces during runtime and simulates multiple cache configurations in one run [2].
An on-line cache simulation using a retargetable application specific instruction
set simulator is provided in [13]. CMPSched$im evaluates the interaction of
operating system and chip multiprocessor architectures [11].

186          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



Simulators can be also used in the teaching process. Hardware courses in
software oriented curriculum require a lot of effort, both from instructors and
students [16]. The authors in [15] using visual simulators achieved significant
improvements in grade distribution and computer science student interest in
hardware. Visual EduMIPS64 helps teachers to better present the specific topics
of computer architecture and also help students to learn easier [12].

In this paper we present our MMCacheSim simulator and analyze if a success-
ful prediction of cache performance can be achieved by simulating the execution
of an algorithm and measuring the number of misses on different levels of CPU
cache. We build a model that can be easily configured to represent different
types of cache architectures with different replacement policies. A series of ex-
periments were performed for execution of dense matrix multiplication algorithm
varying matrix sizes on real world implementations and simulation with same
parameters for the CPU cache architecture.

3 MMCacheSim Simulator

This section presents the MMCacheSimulator architecture, design and class dia-
gram, and briefly describes its inputs and outputs. The MMCacheSim simulator
is implemented as a set of Java classes, each for different CPU cache parameter:

– Cache Line - Represents a single cache line. It is initialized with the size of
the cache line, the size of the elements saved inside it, and the address of the
first element saved inside. Contains methods for writing new elements in the
cache line and checking if an element is in the cache line;

– Cache Set - Represents a collection of cache lines available for both LRU and
FIFO implementations as cache replacement policies. It is initialized with the
associativity and line size. Contains methods for writing an address inside
the cache and with it replacing the obsolete one according to the chosen
replacing policy, checking whether an address is inside the given set;

– L1, L2, L3 Cache Levels - The actual cache memory, also available as LRU
and FIFO implementations initialized with the size, associativity and the
cache line size. Contains the cache sets, the data about misses and hits
made on that particular level and methods for reading from and writing to
the level;

– Processor Core - As a real processor core would have access to the cache.
Several cores may share same cache structures. The simulated model of a
core is initialized with instances of cache levels, by giving different cores the
same instance of a cache level we simulate sharing. A cache core has only
method to read a data element. If the element is not found in the cache levels
a cache miss is recorded;

Figure 1 depicts the class diagram of the LRUCore class. The CPU Core is
the class that contains the three Cache Levels. It contains the fields to measure
the number of cache misses and hits on each level for the memory calls that go
through particular core. The Cache Levels classes also contain fields about the
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number of hits and misses they generated. Since a cache can be shared among
several CPU cores (mostly L3 cache), Cache Level also posses the information
about cache misses and hits per particular CPU core.

Fig. 1. MMCacheSim class diagram of a LRU Core

readData(memoryAddress) is the only method that is used during the sim-
ulation which goes through the Cache Levels searching if the required memory
address is present in some of them going from the lowest to the highest. A sam-
ple code for inclusive caches is given in Appendix. This method also contains
the logic that specifies the cache inclusivity. The readFromLx methods (where x
denotes the cache level) in the Cache Level classes return a Boolean indicating
whether the element is already stored in that Cache Level.

Figure 2 depicts the class diagram of the particular level LRUCache class.
The other two classes CacheSetLRU and CacheLine contains the necessary in-
formation about particular cache level associativity.

The MMCacheSim simulates execution of the simple dense matrix multipli-
cation algorithm. The simulation does not take into account the time required
for arithmetic operations and memory writes because we are looking for the
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Fig. 2. MMCacheSim class diagram of the particular level LRUCache Class

effect that the cache produces when the same data is accessed multiple times
and the speedup that can be gained when parallelizing the execution. The input
for MMCacheSim is number of cores, cache levels, shared / dedicated cache per
core, cache line, cache size, and cache replacement policy for each cache as input
parameters. It returns the average clock cycles for cache hit per each cache level
and cache miss for last level cache. It also measures the total clock cycles.

4 Experiment Environment

The experiments are performed on the real multiprocessors with totally differ-
ent cache architectures. The first multiprocessor consists of 2 chips Intel(tm)
Xeon(tm) CPU X5680 @ 3.33GHz and 24GB RAM. Each chip has 6 cores, each
with 32 KB 8-way set associative L1 data cache dedicated per core and 256 KB
8-way set associative L2 cache dedicated per core. All 6 cores share 12 MB 16-
way set associative L3 cache. The second server has one chip AMD Phenom(tm)
9950 Quad-Core Processor @ 2.6 GHz and 8 GB RAM. The multiprocessor has
4 cores, each with 64 KB 2-way set associative L1 data cache dedicated per core,
and 512 KB 16-way set associative L2 cache dedicated per core. All 4 cores share
2 MB 32-way set associative L3 cache.

5 The Results of the Experiments

The first performed test is to determine the number of CPU cycles needed to
access different levels of the cache in the simulated architectures. The same
experimental tests are executed on both servers.

Figure 3 depicts the comparison of the simulation of matrix multiplication
on a cache with FIFO replacement policy and cache parameters as Intel CPU.
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The vertical axis represents the average number of memory accessesMA to each
element of a matrix calculated as defined in (1). The values for total memory
access cycles from the simulator are calculated as defined in [9]. The results prove
the accuracy even for performance drawbacks due to cache associativity.

Fig. 3. Comparison CPU cycles for memory access for MMCacheSim simulation and
sequential execution on Xeon server with FIFO replacement policy

MA =
TotalMemoryAccessCycles

N3
(1)

We run the simulation with LRU replacement policy for Phenom(tm) as it
is AMD CPU and Opteron has LRU / PLRU replacement policy [3]. Figure 4
depicts the comparison of the number of CPU cycles used for memory access
for Phenom server, LRU replacement policy, sequential execution. Because this
simulation did not fit the experimental results we made two other simulations
changing the replacement policy, since it was the only variable in the process.
The simulation does not match neither for FIFO replacement policy as depicted
in Figure 5.

The final experiment was to simulate with a new replacement policy Bit-
Pseudo-LRU. Each cache line is associated with a MRU bit (most recently used)
in this cache replacement policy. When the line is read the MRU bit is set to 1.
When all lines in a cache set have their MRU bits set to 1, they are reset to 0. If
some cache line should be replaced then the cache line in a set with the largest
index that has a MRU bit 0 is replaced. Figure 6 depicts that the simulation
is much closer to the experimental values. The simulation is still stepping away
as the sizes of the matrices exceed the size of the cache memory. A possible
explanation to the differences are: the authors in [3] show that the L3 cache
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Fig. 4. Comparison of CPU cycles used for memory access for sequential execution on
Phenom CPU and MMCacheSim simulation with LRU cache replacement policy

Fig. 5. Comparison of CPU cycles used for memory access for sequential execution on
Phenom CPU and MMCacheSim simulation with FIFO replacement policy
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at the Opteron processors uses some kind of pseudo-LRU cache replacement
policy. The way of choosing the line inside the set seems to be different than
the proposed Bit-PLRU policy. This is a logical explanation of the differences
between simulated and experimental results, with the assumption that the cache
replacement policy described in [3] is used in Phenom processors too. However
this shows the ability to use the simulator not just to find favorable configurations
for a certain algorithm but to research the configuration of a computer system
when data for it are not available.

Fig. 6. Comparison of CPU cycles used for memory access for sequential execution on
Phenom CPU and simulate with Bit-PLRU replacement policy

6 Conclusion and Future Work

Our MMCacheSim simulator simulates both FIFO and LRU cache replacement
policies and the authors are working on implementation of other policies. All
levels of cache hierarchy can be simulated. It is platform independent since the
cache parameters are input parameters in the simulator.

This paper presents the simple implementation of our MMCacheSim simula-
tor with its’ features to simulate not only Matrix Multiplication algorithm exe-
cution, but any algorithm by giving a trace of memory accesses. MMCacheSim
allows to change:

– The hierarchy between cache levels, to be shared between cores or dedicated;
– The inclusivity between different cache levels;
– The size of the cache memory, the associativity, cache line sizes
– Replacement policy, with ability to have different cache replacement policies

per different cache levels.
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The main contribution of MMCacheSim is to determine the most appropriate
CPU cache architecture to achieve the best performance.

We will continue to improve MMCacheSim in order to decrease the time
required for the results of simulation. Also we plan to implement additional
utility classes to automate the process of building the required configurations to
make the computer architecture teaching and learning process most appropriate.
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Appendix: Sample Code for readData(memoryAddress)

i f ( l 1 c a che . readFromL1 ( addressInMemory ) ) {
cache h i t sL1++;

}
else {

cache missesL1++;
i f ( l 2 c a che . readFromL2 ( addressInMemory ) ) {

cache h i t sL2++;
}
else {

cache missesL2++;
i f ( l 3 c a che . readFromL3 ( addressInMemory ) ) {

cache h i t sL3++;
}
else {

cache missesL3++;
L3 cache . writeToL3 ( addressInMemory ,

e l emen t s i z e ) ;
}
l 2 c a ch e . writeToL2 ( addressInMemory ,

e l emen t s i z e ) ;
}
l 1 c a ch e . writeToL1 ( addressInMemory , e l emen t s i z e ) ;

}
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Abstract. A model for gathering oral answers as part of testing the 
speaker skills (i.e. command of language, native or foreign) is 
presented, as well as the software used in the experimentation.  
The research presented here is a result of more than six (6) months’ 
work with TESOL experts, based on 60 test subjects who gave 240 
answers.  
 

Keywords: Natural language processing, audio signals, voice analysis. 

1 Introduction 

Reliability and validity are critical language test qualities used to minimize 
measurement error and construct-irrelevant variance (Messick, 1991). However, these 
two qualities are not sufficient to ensure successful test application and usefulness. 
Practicality is another language test quality which may is sometimes overlooked even 
though it contributes to the test effectiveness and usefulness. While the other test 
qualities are associated with test score uses, practicality is a quality associated with 
the ways the test will be implemented and administered in a particular educational 
context (Bachman and Palmer, 1996).  In particular, the test will be practical if it is 
designed to maximize the use of available resources, which may be material, human, 
or temporal.  

Practicality becomes an issue when it comes to oral language testing and 
assessment. Administration of traditional, direct, interview-based oral tests can be 
unreliable and very time-consuming, so many teachers and institutions try to avoid 
including a speaking part in their language tests. For instance, the foreign language 
part of the Macedonian Matura Exam, like many other national and institutional 
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exams around the world, has only a reading and a writing section because the 
administration of an oral test is considered impractical. 

Language testing companies and some educational institutions have developed 
semi-direct oral language tests which considerably reduce the oral test administration 
and rating time. For example, the oral section on the TOEFL iBT test is computer-
administrated to allow for a more objective response elicitation and skill-integration 
(TOEFL). Purdue’s Oral English Proficiency Test (OEPT) is another semi-direct, 
computer-based test that was developed to ensure a fair and reliable measurement of 
international teaching assistant oral proficiency (Ginther, Dimova, & Yang, 2010). 
The test format allowed for a dramatic reduction of administration time, i.e. for over 
75%.  

Despite the existence of computer-based oral tests, the computer testing format is 
not used widely in language classrooms and language teaching institutions because of 
software unavailability and because of existing software inapplicability for the 
particular testing/assessment needs of each educational context. 

1.1 The Motivation and Problem Approach 

In this paper, we will present the software developed for an oral language test 
administration at a Macedonian university. A four-item oral language test was 
designed to measure English oral proficiency among undergraduate and post-graduate 
students. The software development had four main goals: (1) administering the test to 
many students at the same time, (2) voice recording of test responses, (3) obtaining 
.wav files with test responses for subsequent rating, and (4) creating a test-response 
database.  

We did not use existing sound recording software (e.g., Microsoft Office Sound 
Recorder or Garage Band on the Macintosh systems) because of several reasons. 
First, the use of the mentioned software would require training students how to use 
them. Second, a test administrator would have to assist each student with creation, 
naming, and storing the sound files. Third, the ready-made software could not limit 
the recording time to two minutes as required by the test response specifications. 

2. Technical Description of the System in Relation to the 
Language Testing Procedure 

As mentioned earlier, the main purpose of the software was to record student 
responses during an English oral language test. However, special attention needs to be 
paid to the interface design because the interface should allow students to navigate 
through the test easily following simple and straightforward instructions. At this time, 
the test item rubrics were given to students in a paper-based format while the 
recording was completed electronically. In the future, we plan to include the rubrics in 
the software interface. The following are the procedural test administration steps. 
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1. Students were given a booklet with information about the test, the recording 
procedures, and the test items. They were also given headsets with a 
microphone. 

2. Students read the instructions to familiarize themselves with the ways they can 
navigate through the software interface. 

3. Students read the item prompts, prepare their responses, and they click on the 
START button to record their response to the particular item. The program gives 
them only 120 seconds for the response. The system automatically cuts off the 
recording if it exceeds the allotted time. Students can stop the recording clicking 
on the STOP button if they finish the response time before the expiration of the 
120 seconds. 

4. The students repeat step 3 for all four questions.  
5. The saved sound files were named using the student’s ID numbers to ensure 

blind-rating. All four sound files and a text file with timing information were 
saved in a special folder for easy retrieval. 

 
 
 
 
 
 

Fig. 1. The test activities – sequence of events 

Participants - Participants were 60 undergraduate and post-graduate students at a 
Macedonian university (F=42; M=18). Twenty-eight of the students were low 
proficiency, and 32 2343 considered high proficiency. They participated in the study 
voluntarily.  

2.2 The Interface  

To avoid construct-irrelevant variance in measurement based on students’ interaction 
with the interface, the interface must be simple and easy to navigate. In other words, 
students should be able to find the buttons and see the timing easily, which would 
minimize their anxiety level associated with the technology. 

The first version of the interface was intended to test software’s functionality 
meaning testing the background processes of the application (recording procedure, 
saving the recording, timer control, logging activities, etc.) . (Fig.2) 

 

Q1 Q2 Q3 Q4 

A1 A2 A3 A4 

B E 
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Fig. 2. The first version of the testing interface – everything is visible 

After the functionality was ensured, it was decided that the interface should be 
remodeled according to requirements mentioned in the introductory part of this 
article. [list the previously mentioned requirements] 

After the successful piloting of the new version of the interface, the following 
solution in Figure 3 was adopted. Figure 3a represents what the student initially sees 
on the screen, and Figure 3b represents what they see while answering the questions. 

 

    
Fig. 3. (a) The initial state of the application (b) Answering question no. 2 – 41 sec elapsed 

The system should also have some configuration parameters, considering that this was 
a pilot so there were parts of the software dedicated to that purpose as well. (Fig.4 – 
left picture) 

Not knowing the full potentials of this kind of testing, the log file was created so 
that the quality of testing process can also be analyzed.  (Fig.4 – right picture) 
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Fig. 4. Configuration interface and the log file– the user (testing subject) should not see this 

After finishing the testing cycle (in this case, four answers), the candidate exits the 
program. As a result, four wave files are stored in a testing computer. (Fig. 5) 

Names of the result files were designed so that the system can group them within a 
common folder, so that they could be retrieve for rating more easily.  

 

 
Fig. 5. Stored answers - (testing subject should not see this either) 

Considering that there were a lot of testing locations (the test was administered on 
different machines in groups of various sizes), a cloud approach was used to gather 
the resources for storage and analysis.  This allowed for an easier access to the data by 
the team members. 

2.3 Software Behind Commands  

The work started using ready-made Delphi procedures. [5]. Afterwards, the interface 
was programmed in the usual manner using appropriate components for organization 
of content on the form (Panels, Page controls), entering text (Edit fields), measuring 
time (Timers),  signaling (Panels), keeping the log of activities (Memo), controlling 
the input of question numbers and testing group (SpinEdit), activating processes 
(Buttons), following progress of the test (Gauge), etc.  
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Fig. 6. The interface – designing phase 

The initial recording parameters (8,1,8000, 8000) gave small sound files, but were 
found to require enhancement. So, later (before the main experiment started) on the 
request of the research supervisor, they were changed to (16,2,16000,16000). That 
resulted in much bigger files (4 to 5 times), easier to listen.  

2.4 Testing Results  

Although the recordings were, in general, of good quality, they can be grouped as 
normal, noisy, silent and (some of them were even) blank.  

Some of it is the result of using common computer labs and standard issue head-
phones with microphones, but also (the low quality of) some of them can be 
accredited to in-experience (and stress) of the students as well as simple lack of 
experience with this kind of testing.  
The last probably accounts for frequent breaks or low voice.  

 

  
Fig. 7. Sound recordings of two answers (short one and a long one) 
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For listening and enhancing (where needed) the NCH Wavepad software was used, 
and it performed quite good. [7]. Figure 7 represent sound signatures of our 
recordings.  

3 Conclusion and Future Work 

The system had an excellent performance considering that it was used by many 
students in groups between 4 and 15 students, on various computers configurations or 
versions of Windows (XP, Vista, Win 7).  

For the next series of tests, one of the improvements should be to represent the 
item rubrics on screen, so that the testing process can be completed without the use of 
booklets. In addition, this would allow for easier navigation from one item to another. 

The screen should also present some type of feedback that the recording is on 
(some sinusoid wave) which will reassure the student and the test administrator that 
the speech is being recorded properly. This could also minimize the stress rather than 
draw unnecessary attention.  

Recording of the answers, on the other hand, should be automated on a larger 
scale, meaning that the recording must be stored on server in a designated folder, or in 
a database.  

Finally, the optimal protocol for communication between this software (a desktop 
application) and the web server (the cloud) should be devised, in order to enable 
following the progress of the testing process on the local machine from the beginning 
to end. In that way, the test administrator can follow candidate’s progress and 
intervene if necessary.  
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Abstract. This paper describes the use of a highly structured document collec-
tion in XML (IMDb) for simulating retrieval of non-overlapped XML multime-
dia objects. In our experiments conducted in Data Centric Ad Hoc Task, we in-
spect two types of dynamically formed units of retrieval, combining them with 
different models for searching and ranking. Our purpose is to find the combina-
tion that leads to most effective retrieval of XML multimedia objects from very 
complex documents. We concluded that retrieval is more effective using the Di-
richlet Smoothing as Language Model rather than the Pivoted Cosine as Vector 
Space Model. Also, better scores are achieved using the textual content of the 
whole document because it supplies more terms and better identification of the 
multimedia object compared to the textual content contained in smaller docu-
ment’s parts as the root’s first level descendants. 

Keywords: XML, INEX, IMDb, Data Centric Track, Ad Hoc Task, relevant, 
retrieval  

1 Introduction 

Documents of interest in our research are logically structured documents with the 
standardized eXtensible Mark-up Language (XML)1 as a wide accepted standard of 
World Wide Web Consortium (W3C)2. The structure of the document is represented 
like a tree, based on opened and closed tags. Each pair of an opened and closed tag is 
known as an XML element. If the XML element contains an attribute that refers to an 
external multimedia object, it is called XML multimedia element. The term multime-
dia object is usually connected to images, videos and audios. The textual content of 
the XML multimedia element in an XML structured document collection can be used 
to describe the multimedia object. Also, the textual content of its ancestors going up 

                                                           
1http://www.w3.org/XML/, Accessed April 2012 
2http://www.w3.org/, Accessed April 2011 
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to the root, and its descendants going down to the leaves, at different levels of granu-
larity, give wider description of that multimedia object. Therefore, if the relevance of 
the retrieved multimedia objects is based on the textual content, the retrieval of XML 
multimedia elements is the same as the retrieval of pure textual XML elements [12], 
[19], [23]. An interesting and challenging aspect of our research is to investigate how 
the complex logical structure of the documents influences the XML multimedia object 
retrieval. Regardless of the structure, we constructed the results using two strategies 
of grouping enclosing elements of the multimedia element from a single document, 
without overlapping. In order to discover the most effective method of retrieval from 
a strongly XML structured document collection, we experimented with two models 
for searching and ranking.            

This paper is organized as follows. In Section 2, we present related work. In Sec-
tion 3, we describe the document collection, and our approach for indexing and re-
trieval. In Section 4, we show the experiments we carried out, the results and the 
evaluation of our approach. The conclusion and future work are presented in Section 
5.  

2 Related Work 

There are different aspects of multimedia object retrieval. The textual content from an 
XML structured document or its parts have the main role in determining the relevant 
multimedia objects. In [9], experiments were conducted on a small data set in order to 
investigate how element hierarchy influences multimedia object retrieval effective-
ness. They showed that elements higher in the document’s hierarchical structure are 
more effective in determining relevant documents containing the multimedia objects, 
whereas elements lower in the structure are better in identification of relevant multi-
media objects. This research was continued in [10], where the logically structured 
regions at different levels of granularity were more effective in retrieval multimedia 
objects than the whole document as representation. Also, it was shown that the lower 
level regions lead to bigger precision, whereas higher level regions contain more 
terms and lead to improved recall. In [11] XPath3 and XLink4 were used to explore 
how the hierarchical and linking structural information combined with the content 
information works in the retrieval of multimedia objects in digital libraries. The paper 
[22] presents and compares the effectiveness of two context based methods for mul-
timedia object retrieval. The first one is based on an implicit use of textual and struc-
tural context of multimedia objects, whereas the second one is based on an explicit 
use of both sources. They have experimented in order to show which sources of evi-
dence: children nodes, brothers or ancestors offer the best multimedia object represen-
tation. In [7] a mixture of evidence from a content-oriented XML retrieval system is 
investigated. Content-based image retrieval (CBIR) system using a linear combination 
of evidence is presented. The authors showed that CBIR with text search leads to 
better retrieval performance. The paper [18] proposed a general framework for index-
                                                           
3http://www.w3schools.com/xpath/default.asp, Accessed April 2011 
4http://www.w3schools.com/xlink/xlink_intro.asp, Accessed April 2011 
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ing images with associated text. Their experiments showed that the both textual and 
visual information contribute for significantly better results, than using visual only or 
textual only information. The research in integrating text retrieval and image retrieval 
in XML Document Searching was implemented in [21]. They used different search 
engines, and the results generated by the two search engines were merged together 
and were evaluated as one result set. The [6] presents a model for retrieval of images 
from a large World Wide Web based collection. Rather than considering complex 
visual recognition algorithms, their model is based on combining evidence of the text 
content and hypertext structure of the Web. A lot of researches were conducted in [3] 
and [4] in direction to find the effective way for text retrieval from a big and highly 
XML structured document collection. But also, it is interesting to explore and find 
how the complex document structure affects multimedia object retrieval effectiveness. 
However, in our case XML elements were used for simulating multimedia object 
retrieval.     

3 Document Collection, Indexing and Ranking 

Our research was conducted in Ad Hoc Data Centric Task5, where a ranked list of 
results is returned. The term result is related to an answer to a query, defined as a set 
of elements that are "collectively relevant" to the query. We used the newly created 
IMDb document collection, based on the www.imdb.com web site. The collection has 
4418102 XML documents, very rich logical structure and contains the following ob-
jects: movies and persons (actors, directors, producers, and etc.) [3]. The XML docu-
ment structure, shown in Fig. 1, is generated according to the appropriate complex 
DTD [3]. Each XML document refers exactly to one movie or to one person. There 
are 30 queries in the CO and CAS version, in the standard INEX format, shown in 
Fig. 1, but only 28 of them are assessed and used in the process of searching.  

 
Fig. 1. XML document (left), INEX topic (right) 

                                                           
5 http://www.inex.otago.ac.nz/tracks/strong/strong.asp, Accessed April 2012 
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We have indexed only the movie object inspired by papers [16] and [17], because 
there the best results were achieved with movie object. Also, we have used only CO 
version of the queries, based on the same research where CO queries performed much 
better results than CAS queries. Before describing the indexing techniques used, we 
briefly describe the manner in which we have preprocessed the documents. This step 
was necessary for unique identification of each element and better navigation through 
the ordered list of returned relevant results, as shown in Fig. 2. We have determined 
the ordinal number of each element, the path from the root to that element using 
XPath and the position of its textual content expressed through the position of its 
initial and final character, according to the whole document. For this purpose, we 
have developed an intelligent algorithm which recursively loops trough the document 
tree. 

 
Fig. 2. A list of non-overlapped results obtained using the preprocessed documents 

We have inspected two types of dynamically formed non-overlapping [2] units of 
retrieval that enclose, describe and identify the multimedia object, as shown in Fig. 3.  

 
Fig. 3. Two types of indices (marked with dashes) 
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Considering the fact that the whole document is the most natural unit of retrieval 
[1] and it is an often researched approach, we have decided this to be one of the alter-
natives for our experiments. We have created an algorithm that groups all the ele-
ments from the document in a single element that will be returned as a response, tak-
ing in consideration the length and the structure of the document. In other words, the 
entire textual content of the document that surrounds the multimedia object located in 
the movie element can be viewed as a unit of retrieval. In this case only one element 
from a document was indexed. In our second approach, the elements were dynamical-
ly grouped up to the movie’s first level descendants. This means that we have consid-
ered each of them as a unit of retrieval. In this case, usually there were from 4 to 6 
indexed elements from each document. If some of the elements were empty, they 
weren’t indexed.  

We have combined our developed indices with the following methods for search-
ing and ranking: Dirichlet Smoothing as Language Model [13], [14], [15], [24] and 
Pivoted Cosine as Vector Space Model [13], [14], [15], [20]. In the Vector space 
model, the query and the document are presented as two n-dimensional vectors, where 
n is a number of unique terms in the document. The main functionality of the Vector 
space model is to determine the similarity of these two vectors. The most famous and 
usually implemented Vector space technique is Cosine measure, where similarity is 
based on the cosine of the angle between the two vectors. When the angle is smaller, 
the cosine is bigger, so the two vectors are more similar. The Language model deter-
mines the probability of generating the query and the document from the same lan-
guage model [24]. This is based on probability distributions, and Dirichlet smoothing 
is the commonly used technique.  

4 Experiments and Results Analysis 

The indexing, ranking and the retrieving were implemented using the advanced sys-
tem for that purpose, Zettair6. In order to find the optimal parameters that lead to most 
effective retrieval of XML multimedia objects from very complex documents a train-
ing phase was performed. We used the two types of indices, and we applied Vector 
Space Model in combination with the Pivot Normalization (Pivoted Cosine) [13], 
[14], [15], [20], with different values for the slope parameter s. We also used the Lan-
guage model (Dirichlet Smoothing) with different values for the smoothing parameter 
μ [13], [14], [15], [24]. We experimented in two directions: focused retrieval, where a 
list of ordered non-overlapped results in descending order is returned and relevant in 
context retrieval where a list of non-overlapped results is returned, but ordered ac-
cording to the relevancy of the document where the results came from. The INEX 
MAiP (Mean Average interpolated Precision) and MAgP T2I (300) (Mean Average 
generalized Precision) measures were used to calculate effectiveness of focused re-
trieval and relevant in context retrieval, respectively [5], [8]. We used 14 randomly 
chosen queries. In the training process we discovered the values for the parameters 

                                                           
6http://www.seg.rmit.edu.au/zettair/, Accessed April 2012 
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that contributed for best result, Table 1 and Table 2. So, in the focused retrieval using 
the Pivoted Cosine the high scores are performed with slope value of 0.2 for the mov-
ie index and slope value of 0.1 when indexing the movie’s first level descendants. 
Also, using the Dirichlet Smoothing best results are achieved with the smoothing 
parameter value of 3000 for the movie index and smoothing parameter value of 2500 
when indexing the movie’s first level descendants, shown in Fig. 4 and Fig. 5.  

Table 1. The three best training results in the focused retrieval 

Movie index 
μ MAiP S MAiP 

2500 0.244653 0.2 0.240940 
3000 0.245467 0.3 0.196735 
3500 0.241746 0.4 0.196735 

Movie’s first level descendants index 
2000 0.172256 0 0.120047 
2500 0.172764 0.1 0.162401 
3000 0.172278 0.2 0.125616 

 
Fig. 4. MAiP, movie index 

 
Fig. 5. MAiP, indexing movie’s first level descendants 

In the relevant in context retrieval using the Pivoted Cosine, the highest scores are 
performed with slope value of 0.2 for both indices. Also, using the Dirichlet Smooth-
ing best results are achieved with the smoothing parameter value of 2000 for the mov-
ie index and smoothing parameter value of 500 when indexing the movie’s first level 
descendants, shown in Fig. 6 and Fig. 7.  
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Table 2. The three best training results in the relevant in context retrieval 

Movie index 
μ MAgP S MAgP 
500 0.218528 0.1 0.152834 

2000 0.221105 0.2 0.172198 
2500 0.215092 0.3 0.146029 

Movie’s first level descendants index 
500 0.215836 0.1 0.145367 

2000 0.214749 0.2 0.169724 
2500 0.208271 0.3 0.142283 

 
Fig. 6. MAgP, movie index 

 
Fig. 7. MAgP, indexing movie’s first level descendants  

We can see in both cases of retrieval, when using the Pivoted Cosine, the effec-
tiveness continuously decreases for slop values bigger than 0.2. In the focused re-
trieval using the Dirichlet Smoothing the effectiveness continuously decreases for 
smoothing parameter values bigger that 3000 using the movie index and bigger than 
2500 indexing the movie’s first level descendants. In the relevant in context retrieval 
using the Dirichlet Smoothing for both indices, the effectiveness continuously de-
creases for smoothing parameter values bigger than 2000. But in contrary to Pivoted 
Cosine, here the differences between values are not very drastic; they lie in a very 
small interval. Therefore, in the testing phase we applied the three optimal values for 
the slope and the smoothing parameters that contributed for best results in the training 
phase, shown in Table 1 and Table 2. We made experiments with all 28 queries. In 
addition, we present the MAiP and MAgP values. In the focused retrieval: 
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� The MAiP values obtained using the movie index, for the slope parameter values 
0.1, 0.2 and 0.3 are 0.244884, 0.238959, and 0.215998, respectively. Also, for the 
smoothing parameter values 2500, 3000, and 3500 the MAiP values are 0.269152, 
0.269813, and 0.263837, respectively.  

� The MAiP values obtained indexing the movie’s first level descendants, for the 
slope parameter values 0.0, 0.1, and 0.2 are 0.117725, 0.139662, and 0.118115, re-
spectively. Also, for the smoothing parameter values 2000, 2500, and 3000 the 
MAiP values are 0.158184, 0.157982, and 0.158273, respectively.  

In the relevant in context retrieval: 

� The MAgP values obtained using the movie index, for the slope parameter values 
0.1, 0.2 and 0.3 are 0.217642, 0.210920, and 0.192393, respectively. Also, for the 
smoothing parameter values 500, 2000, and 2500 the MAgP values are 0.26761, 
0.277213, and 0.269519, respectively.  

� The MAgP values obtained indexing the movie’s first level descendants, for the 
slope parameter values 0.1, 0.2, and 0.3 are 0.212869, 0.206800, and 0.188573, re-
spectively. Also, for the smoothing parameter values 2000, 2500, and 3000 the 
MAgP values are 0.262132, 0.254090, and 0.257827, respectively. 

These results lead to the followings: Through all the experiments, the Dirichlet 
Smoothing is more superior compared to the Pivoted Cosine. Also, the retrieval of the 
most relevant multimedia objects from highly structured collection is more effective 
using the movie index. That was expected, because the textual content of the whole 
document supplies more terms and better identification of the multimedia object than 
the smaller textual content contained in the movie’s first level descendants.  

 
Movie  Movie’s first descendants  

Fig. 8. Focused retrieval (left), Relevant in context retrieval (right) 

From visual inspection in Fig. 8 we can see that in the focused retrieval the movie 
index always performs high precision at every level of recall. On the other hand, in 
the relevant in context retrieval, the curves are closer to each other. It means that the 
movie index is just a little bit more effective than indexing movie’s first level de-
scendants because the second index fails to return all the relevant document parts. The 
situation where the two curves are much closer to each other (overlapped) is con-
firmed with the well-known definition for the recall. With higher recall values the 
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number of relevant retrieved movie’s first level descendants is bigger. In this scenario, 
the curves would be fully overlapped when all the movie’s first level descendants 
from the document are considered as relevant and they are returned as a response.   

The official best ranked INEX 2010 runs are ufam2010Run2 (MAiP = 0.1965) and 
OTAGO-210-DC-BM25 (MAgP = 0.2491). Our best ranked results are higher than 
these and we suppose that it comes from the fact that we have indexed only the movie 
object of the IMDb collection.  

5 Conclusion and Future Work 

This paper described the use of strongly XML structured document collection (IMDb) 
for simulating retrieval of non-overlapped XML multimedia objects. We investigated 
how the context influences the multimedia object retrieval effectiveness. In order to 
discover the most effective way of retrieval, we experimented with two models for 
searching and ranking and two strategies of indexing and grouping different elements 
from a single document without overlapping. We showed that the Dirichlet Smooth-
ing is more superior compared to the Pivoted Cosine. Also, as we expected, the movie 
index contributed for better results, because the textual content of the whole document 
supplies more terms and better identification of the multimedia object than the smaller 
textual content contained in the movie’s first level descendants. The index for the 
movie’s first level descendants always fails to return all the relevant document parts, 
therefore in both cases of retrieval its effectiveness curve is under the movie index 
curve.  

We are planning to experiment with INEX 2011 Data Centric topics and make fu-
sion with our present results. Also, we plan to extend this work with some non-
English document collections, like a Macedonian document collection. A challenging 
approach is to make a mixture of context and content retrieval from documents with a 
very rich XML structure.   
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Abstract: High-quality software, delivered on time and budget, constitutes a 
critical part of most products and services. Today software engineers are faced 
with a demand for complex and powerful software systems. To be competitive 
in the market software engineers are forced to create software as quickly as 
possible. Software reuse or component-based development (CBD) is regarded 
as one of the most potent software technologies in order to reduce lead times, 
increase functionality, and reduce costs. In the region, CBD is still a process 
with lot of problems, not well defined either from theoretical or practical points 
of view. The lack of knowledge is probably the biggest problem. Our aim is to 
systemize the knowledge and understanding of CBD. This research is a litera-
ture review on the software reuse and the concepts behind it. It starts with an 
overview of software components and CBD, continues describing benefits and 
obstacles to software reuse. Nontechnical aspects like legal, economic and mea-
surement issues are covered as well. Finally examples of successful software 
reuse and the state of practice are summarized. 
Keywords: software components, components based software development, 
reuse benefits, obstacles and metrics. 

1 Introduction 

From the time that software development started to be discussed within the IT indus-
try, researchers and practitioners have been searching for methods, techniques and 
tools that would allow for improvements in costs, time-to-market and quality. Thus, 
an envisioned scenario was that managers, analysts, architects, developers and testers 
would avoid performing the same activities over and over [1]. 

Software reuse or component-based software development is regarded as one of 
the most potent software technologies in order to reduce lead times, increase functio-
nality, and reduce costs. Software reuse and component-based development is a prom-
ising way to promote the productivity of large systems development. It is proved that 
designing a system that supports this approach requires more efforts and the time to 
market might be longer, but in the long run, the reusable approach will prove profita-
ble[2].  

Component-based software development (CBSD) involves both,  the development 
of software components and building of software systems through integration of pre-
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existing software components, developed in-house or procured from the component 
market [3]. 

In this paper we describe the key characteristics of component based development - 
software reuse. This research is a literature survey on the software reuse.  

The paper is organized as follows. Section 2 provides some background on the 
concepts of software components and on reuse; section 3 reviews the advantages and 
obstacles to reusability; section 4 describes the key factors that influence the success 
and/or failure of software reuse in software development. Section 5 defines some 
metrics to measure software reusability; sections 6 describe the industrial best practic-
es of software reuse; section 7 describe the state of practice of reuse, and finally dis-
cuss future directions. 

2 Component-based Software Development 

Component-based Software Development (CBSD) is an emerging discipline that 
promises to take Software Engineering into a new era.  The aim of CBSD is to deliver 
Software Engineering from a  ‘cottage  industry’ into  an ‘industrial age for Informa-
tion Technology’, whereby software  can be assembled from components, in  the same 
manner that  hardware  systems  are constructed, from kits  of  parts [4]. 

2.1 Origins of Software Reuse 

According to Pareto-Diaz[5] notion of reusability began when humans start finding 
solutions to problems. To solve a problem, we try to apply the solution to similar new 
problems. If only some elements of the solution apply, than we adapt it to fit to the 
new problem. Proven solutions, used over and over to solve the same type of problem, 
become accepted, generalized, and standardized. 

Software reuse was first envisioned by McIllroy[4], at a NATO Software Engineer-
ing Conference 1968, where he predicted that mass-produced components would end 
the software crisis. He proposed an industry of off-the-shelf, standard source-code 
components and envisioned the construction of complex systems from small building 
blocks available through catalogs. The final objective was very clear: to make some-
thing once and to reuse it several times. Morisio et al. [6] define software reuse as: the 
systematic practice of developing software from a stock of building blocks, so that  
similarities  in  requirements  and/or  architecture  between  applications  can  be ex-
ploited  to  achieve  substantial  benefits  in  productivity,  quality  and  business per-
formance. CBSD advocates the use of prefabricated pieces, perhaps developed at 
different times, by different people, and possibly with different uses in mind [7]. The 
idea involves reusing experience, such as requirements specification, design, architec-
ture, test data and documentation. A widely growing approach for the development of 
information systems is component-based engineering discipline which deals with 
both, developing components and developing with components [5]. 
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2.2 Software Components   

 
A software component may be thought of as an independent module that provides 
information about what it does and how to use it through a public interface, while 
hiding its inner workings[8]. Components are seen as black-box and are binary unit of 
composition, whose internals cannot be viewed or accessed.  Their quality characte-
ristics can be evaluated through externally observable elements[9]. 

Software components may be any coherent unit of design effort that can be pack-
aged, sold, kept in a library, assigned to one person or team to develop and maintain, 
and re-used. Components can be classes or frameworks; or objects that can be dynam-
ically plugged at run-time; high-level designs; specifications; patterns; extensions to 
existing components; or even project plans [10]. 

Several studies into reuse have shown that 40% to 60% of code is reusable from 
one application to another, 60% of design and code are reusable in business applica-
tions, 75% of program functions are common to more than one program, and only 
15% of the code found in most systems is unique and new to a specific application 
[11].  According to  Mili et al.[3] rates of actual and potential reuse range from 15% 
to 85%. 

According to Kim [12], there are two types of component-based reuse: with and 
without change to an existing component.  

Reuse without change means simply selecting a component from a software com-
ponent database, and dropping it into new software being developed. The cost of de-
veloping the component anew is zero! These components are called commercial com-
ponents -COTS components.  

Components-based reuse with change can be found in at least three types of use: 

� The first and the most common is reuse of most of existing software when develop-
ing the next version of the software. Typically, some 60-80 percent of the existing 
software gets to be reused in this situation. However, developers do not go through 
the formality of “registering” components in a common software component data-
base in this case. 

� Reuse of thirty-party software, such as a sorting package, a database loader, etc. on 
the market or on the Internet as open source code. Again, such software is not “reg-
istered” in an organization’s common software component database. 

� The third type of reuse is the use of common functions available in programming 
language libraries, such as the math functions in the C Programming Library.  

3 The Benefits and Obstacles of Software Reuse 

The argument that software components will improve programmers’ productivity is 
an old one with roots in the study of software reuse [13]. Thinking of effective soft-
ware reuse as a problem-solving reuse provides a good general heuristic for judging a 
work product’s reuse potential. For example, modules that solve difficult or complex 
problems (like hardware driver modules in an operating system) are excellent reuse  
candidates because they incorporate  a  high  level  of problem-solving expertise  that  
is  very  expensive  to replicate. Software reuse can have major, and possibly unfore-
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seen, positive effects on the software development process. Components are standar-
dized building blocks that can be used to assemble, rather that develop, information 
systems.  

According to Bollinger [14] there are a number of benefits  to software reuse: 

� It increases the software productivity and decreases the time required for the de-
velopment of software.  

� By using the technique of software reuse, a company can improve software system 
interoperability and needs less people for software development; this provides a 
competitive advantage for the company and helps to produce better quality soft-
ware and standardized software. 

� Software reuse helps the company to reduce the costs involved in software devel-
opment and maintenance; by using it the software developers can be moved from 
one project to the other project easily.  

� Using well-tested components increase the reliability of a software system. Moreo-
ver, the use of a component in several systems increases the chance of errors being 
detected and strengthens confidence in that component. 

� Software reuse reduces the risk involved in software development process.  
� Since the documentation is very important for the maintenance of a system, reusing 

software components reduces the amount of documentation to be written 

Even good components can corrupt a good product if they are managed in the wrong 
way. In some domains, such as industrial automation, this risk is unacceptable, and 
additional measures are required to minimize the risk [15].  There are some factors 
that directly or indirectly influence its adoption. These factors can be managerial, 
organizational, economical, conceptual and technical [14]. 

� Managerial and Organizational Obstacles; reuse is not just a technical problem that 
has to be solved by software engineers. The most common reuse obstacles are: lack 
of management support, project management, inadequate organizational structures 
and management incentives.  

� Economic Obstacles; reuse can save money in the long run, but it is not for free. 
Cost associated with reuse can be: costs of making something reusable, costs of 
reusing it, and costs of defining and implementing a reuse process. Reuse requires 
up-front investments in infrastructure, methodology, training, tools and archives, 
with payoffs being realized only years later. Higher levels of quality, reliability, 
portability, maintainability, generality and more extensive documentation are ne-
cessary.  

� Conceptual and Technical Obstacles; the technical obstacles for software reuse 
include issues related to search and recovery components, legacy components and 
aspects involving adaptation. In order to reuse software components there should 
exist efficient ways to search and recover them, this mean it is important to have a 
well-organized repository containing components with some means of accessing it.  

� Lastly, the component must be integrated into the system under development, and 
thoroughly tested. 
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4 Success and Failure Factors  

Reuse principles place high demands on the reusable components. According to de 
Almeida et al. [1] developing a reusable component requires three to four times more 
resources than developing a component for particular use. The more reusable a com-
ponent is, the more demands are placed upon from products using that component. 
According to Poulin[16] to recover development costs, software components-assets 
must be reused more than dozen times. A successful program of software reuse pro-
vides benefits in three areas: increased productivity and timeliness in the software 
development process, improved quality of the software product and an increase in the 
overall effectiveness of the software development process [17].  

In general there are six factors that are critical for systematic software reuse: man-
agement, measurement, legal issues, economics, design for reuse and libraries [18][6]. 

As with any engineering activity, measurement is vital for systematic reuse. In 
general, reuse benefits (improved productivity and quality) are a function of the reuse 
level- the ratio of reused to total components- which, in turn, is a function of reuse 
factors, the set of issues that can be manipulated to increase reuse, either of manageri-
al, legal, economic as technical background [18].  

As regarding to legal issues, many of which are still to be resolved, are also impor-
tant, like, what are the rights and responsibilities of providers and consumers of reus-
able assets? If a purchased component fails in a critical application should the provid-
er of reusable assets be able to recover damages?  

Once an organization acquires reusable assets, it must have a way to store, search, 
and retrieve them– a reuse library. Although libraries are a critical factor in systematic 
software reuse, they are not a necessary condition for success with reuse. An example 
to this is Agora, a software prototype being developed by the Commercial Off-the-
Shelf (COTS)-Based Systems Initiative at the Software Engineering Institute 
(SEI)[19].   

5 The Metrics of Software Reuse 

What makes a software component reusable? The reusability can be seen as a combi-
nation of two attributes, (re)usefulness, which means that the component addresses a 
common need, or provides an often requested service, and usability, which means that 
the component is of good enough quality and easy enough to understand and use for 
new software developments. 

Building a reusable asset represents a more or less major investment, depending on 
the reuse approach used. The concept such as reuse and reusability naturally has led to 
questions of how to measure them, and of how to run experiments to establish their 
impact on quality and productivity [20].   

The universally accepted truth that what cannot be measured cannot be managed 
also holds for the software engineering field and particularly to the area of software 
reuse. These lead us to another important software engineering area closely related to 
software reuse: software metrics[21]. 
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Existing software reuse metrics are divided into two main categories:  Economics 
Oriented Reuse Metrics and Models (EORM), Software Structure Oriented Reuse 
Metrics (SORM) and Reuse Repository Metrics (RRM)[23][22][24]. 

Economics oriented reuse metrics are mainly concerned with the economical as-
pects related to reuse programs in organizations and are the basic instruments for 
organization-wide return on investment models (ROI) [24]. Models or software reuse 
economics try to help us answer the question as when is worth to incorporate reusable 
components into a software development process and when custom developments 
without reuse are preferable. The reuse benefit corresponds to how much was saved 
by reusing existing reusable components. The ratio of reuse benefits to reuse invest-
ments determines if the reuse effort resulted in profit or loss to the organization[14]. 

Software Structure Oriented Reuse Metrics are concerned on what is being reused 
and how it is being reused from a strictly technical standpoint. Such metrics can be 
used as a supporting tool to help organizations determine where should direct their 
effort regarding maintenance and evolution of reusable assets available in the reposi-
tory and potential new reusable assets to be developed. Such metrics are concerned on 
how much was reused versus how much was developed from scratch, but fail to help 
on the analysis of what was reused and how it was reused..  

Reuse Repository Metrics (RRM) is another software reuse metrics category re-
lated to reuse repositories whose target is the assessment of reuse repository. It covers 
the aspects such as availability of the repository, search engine performance, quality 
of available assets and number of times assets were successfully reused. The efficien-
cy of reuse repositories in aspects such as availability and quality of search results 
may be a decisive factor for a better reuse activity and can have a greater positive 
impact on the quality and the cost of the produced software.  

6 Industry Projects Best Practices  

 “Software crisis” was first used to describe the frustration that software development 
and maintenance have placed on otherwise happy and productive organizations. The 
systematic application of software reuse to prototyping, development, and mainten-
ance is one of the most effective ways to significantly improve the software process, 
shorten time-to-market, improve software quality and application consistency, and 
reduce development and maintenance costs.  By building systems from pre-tested 
components, one will save the cost of designing, writing and testing new code. There 
are significant corporate reuse programs at AT&T, HP, IBM, GTE, NEC, Toshiba, 
Hitachi, Ltd, Motorola, Inc., National Aeronautics and Space Administration 
(NASA), and others [1][25].  

The United States approach to software reuse is concentrated on tools, technology, 
and feature sets. There is significant work at research consortia such as MCC, SPC, 
SEI, and STARS program founded by DoD of US.  

Manufacturers of computer systems and instruments, such as Hewlett-Packard Co. 
and IBM, whose businesses relied mostly on hardware and mechanical engineers, 
today find that over 70 percent of their research and development engineers are work-
ing in the areas of software and firmware. Maintenance and rework account for about 
60 to 80 percent of the total software costs. It appears that product development costs, 
factoring in the cost of producing, supporting, and integrating reusable software com-
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ponents, can decrease by a sustainable 10 to 12 percent; defect rates in delivered 
products can drop  drastically to 10 percent of their former levels; and long-term 
maintenance costs can drop to  20 to 50 percent of their former values when several 
products share the same, high-quality components [26][25]. IBM has a corporate pro-
gram with several reuse support centers, a large library, and a multisite Corporate 
Reuse Council, key aspect of which is formal identification of reuse “champions” and 
agents [27].  

Starting from 1988, AT&T developed a domain-specific, large-scale software-bus 
system for on-line transaction processing and network management. With a support 
staff of about 30, their reuse program  has reduced development costs by about 12 
percent and time-to-market from 18-24 months to 6-9 months[28] [29]. 

According to Joos, to increase quality and productivity, Motorola around the 90’s 
had software reuse as one of its pillars [30]. To implement reuse approach several 
things were needed. As first the support from top management and reuse training for 
engineers is crucial; second, to provide incentives as support to the program until 
reuse becomes part of the culture; and third, provide tools to help engineers. Motorola 
started a 3-phase software reuse process. The first phase included creation of a reuse 
task which had two main activities: to educate how to spread the software reuse 
knowledge; and to emphasize metrics, rewards, career paths and job descriptions for 
producers and users of reusable components. At the second phase, senior management 
accepted the responsibility of initiating reuse by getting the upper management more 
involved with advancing the state-of-the-practice in software. And finally, at the last 
phase, groups of developers realized that software reuse promises more than internal 
savings since it provides new markets for reusable components and support tools.  

Most of the European work consists of industrial or industrial-academic consortia. 
The ESPRIT initiative has funded several industrial-academic collaborations, such as 
KNOSOS, PRACTITIONER, ITHACA, SCALE, REDO, and REBOOT [31]. The 
objectives of the REBOOT project are to study, develop, evaluate and disseminate 
advanced methodologies and environment for reuse-driven and object-oriented soft-
ware development with the emphasis on planned reuse. 

According to Griss [26] the Japanese approach to reuse is concentrated on core 
functionality, design, productivity, and quality. They were able to produce much 
higher quality systems at a faster rate. Hitachi reduced the number of late projects 
from 72 percent in 1970 to 12 percent in 1984, and reduced the number of defects to 
13 percent of the 1978 level. Toshiba increased productivity by a factor of 250 per-
cent between 1976 and 1985, and by 1985 had reduced defect rates to 16 to 33 percent 
of the 1976 level. NEC improved productivity by 126 to 191 percent and reduced 
defect rates to 33 percent of prior levels. Nippon Telegraph & Telephone Corp. (NIT) 
has a comprehensive program including a reuse-specific organization, printed cata-
logs, guidelines, and certification for reuse, leading to reuse levels of 15 percent or 
more, with several hundred small components[32]. 

7 State of Practice of Software Reuse in the Cloud  

To support scientific research, the development of technological infrastructure have 
include cloud computing, which offers capabilities for research communities to utilize 
scientific data and services in order to conduct analyses that otherwise would be more 
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costly or prohibitive to complete [33]. Cloud providers install and operate software 
applications in the cloud and cloud users access it from clients. Cloud computing is a 
recent example of a technology that can benefit from software reuse. Employing 
software reuse techniques enables the adoption of new technological approaches to 
support new models for conducting scientific research. The software reuse methods 
and tools also can contribute to the evaluation of systems being developed to support 
scientific research. Software reuse instruments, such as the Reuse Readiness Levels  
(RRLs) [34],  offer  the  potential  to  improve capabilities  for  software  development  
and  evaluation when  developing  and  adopting  software  assets  for scientific sup-
port systems [35].  

OOS development as a special instance of software reuse development, typically 
takes place in informal collaborations of globally distributed teams communicating 
over the internet. Software repositories on the Internet provide a tremendous amount 
of freely reusable source code, frameworks and libraries for many recurring problems. 
The Internet itself has become an interesting reuse repository for software projects 
[36]. Search engines like Google Code Search provide powerful search capabilities 
and direct access to millions of source code, written in a multitude of programming 
languages. It allows search of publicly available source code by language, package 
name, file name, and types of license. The extraordinary success of some of the result-
ing software products (such as GNU/Linux, Apache, Bind DNS server, OpenOffice, 
Mailman) has drawn attention from the public and both software creating and soft-
ware-using organizations to this way of developing software. 

8 Conclusion and Future Work  

Software reuse has been practiced since programming began. Reuse as a distinct field 
of study in software engineering, however, is often traced to Doug Mcilroy’s paper 
that proposed to base the software industry on reusable components.  

Clearly it is seen that software reuse is an inevitable solution that has potential to 
improve time –to-market and man power/cost trends that have been ongoing. Current-
ly seem to be one of the most active and creative research areas in Computer Science. 
Software reuse has a significant impact on software industry. It helps organize large-
scale development and what is more important; it makes system building less expen-
sive.  

Software reuse has been a buzz word in large companies for some time now, with 
its potential for achieving good quality systems in short time scales by the reuse of 
currently available components. Many success stories have been quoted, but what 
about the small, less structured companies, whose livelihood depends on the ability to 
produce their product as quickly as possible, while trying to keep standards high 
enough to keep their customers happy and their maintenance costs low. To them, the 
benefits of software reuse could be invaluable. One important issue is how to make 
best use of reusable components at the companies of small size.  

Our future work will focus on the small software development companies in Ma-
cedonia and the SEE region to reevaluate the issues surrounding software reuse from 
the perspective of developers involved in a software development. In particular, we 
want to explore their experience with software reuse and possibly try to increase the 
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knowledge and understanding of CBD. We would like to look at the possible benefits, 
disadvantages and contributors towards successful reuse of software components  
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Abstract. Classification, as a machine learning technique, can be applied for 
problem solving in almost every aspect of our lives. That is the reason why 
today there are lot of specialized classification systems and tools, based on 
different methods, whose purpose is to solve a specific problem. In this paper, 
we propose a model of a generic classification system based on a multiple 
kernel data fusion. The model describes a system that does a data pre-
processing, intelligent choice of a classification method, proposes a solution 
and automatically tunes the parameters. This model is also parallel and scalable 
and it integrates multiple heterogeneous data sources. The main goal is to create 
a simple system that will focus the user on a method that he/she would further 
tune to obtain the final solution of a given problem.  

Keywords: models of classification systems, generic classification, multiple 
kernel data fusion 

1. Introduction 

The design of systems that can learn from provided input data and use the gained 
knowledge to improve the processing of similar inputs in the future, has always been 
a challenging problem in the machine learning domain.  

In this paper we propose a model of a generic classification system based on 
multiple kernel data fusion. To begin with, this section is devoted to a brief 
introduction to the main method for classification used in this paper - multiple kernel 
learning method. Section 2 introduces other existing models of classification systems. 
In section 3 we present our model. Section 4 discusses the feasibility of the model. 
Finally, the last section concludes this work. 
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1.1 Kernel methods 

Kernel methods represent a class of algorithms for pattern analysis. These methods 
approach the problem by mapping data into a high dimensional feature space where 
every coordinate represents one attribute of the data entities. In that space we can use 
a variety of methods for finding relations between data. 

Formally speaking, if we have two data instances xi, xj �X and a mapping �: 
X��N, we can define kernel function as 

 

��� )(),(),( jiji xxxxk ��  (1) 

The data instances,  xi and xj, could be elements from any set. On the other hand, 
their mappings �(xi) and �(xj) represents vector in �N. The matrix Kij=(xi,xj), where xi, 
xj are data points, is called “kernel matrix” or “Gram matrix”. The kernel matrix is a 
symmetric positive definite matrix. Because it specifies the inner products between all 
pairs of data points, it completely determines the relative positions between those 
points in the embedding space [6] [16]. 

In other words, a kernel matrix is a representation of the input data space through 
defined similarities between pairs of its instances, which is achieved through the 
kernel function [19]. Each kernel function provides a partial description or view of the 
data and extracts a specific type of information, i.e. the kernel function defines 
generalized similarity relationships between the pairs of instances. 

1.2 Multiple kernel learning 

Multiple kernel learning (MKL) has been pioneered by Lanckriet et al. [7] as an 
extension of the single kernel SVM. The idea behind MKL is the fact that multiple 
sources could be seen as multiple partial descriptions of the data instances. The 
benefit of using them comes from the fact that different data sources are likely to 
contain different and partly independent information about the task. If we combine 
those complementary pieces of information we might enhance the total information 
about the problem at hand [14].  

For example, consider a major movie data repository such as the Internet Movie 
Database (IMDb) and the task of determining whether movie would be interesting for 
a certain user. That is a classification task, the movie has to be classified as interesting 
or not interesting for that particular user. The movies which are classified as 
interesting would be suggested to the user. For that purpose multiple data sources 
could be used, like the movie storyline, the genres of the movie, the actors, the 
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director and the writers of the movie, the other user reviews, the ratings and meta-
score, the budget of the movie, the language of the movie.  

 Other example could be predicting the function of a protein using multiple sources 
like variable length amino acid strings, real-valued gene expression data and a graph 
of protein-protein interactions.  

During the past decade, it has been shown that classifiers that use combinations of 
multiple kernels instead of classical single kernel-based ones attain better results in 
certain problems [19] [20] [21].  

This mathematical problem could be solved with combination of those partial 
descriptions using a convex optimization method known as semi-definite 
programming (SDP) [15] [16]. This SDP-based approach gives us a general 
methodology for combining many partial descriptions of data that is statistically 
sound, as well as computationally efficient and robust. 

The solutions found by kernel-based algorithms such as the support vector machine 
(SVM) are linear functions in the feature space: 
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for the optimal weight vector w. The kernel can be exploited whenever the weight 
vector can be expressed as a linear combination of the training points
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An important issue in the kernel applications is the choice of a kernel k for a given 
learning task. Intuitively, we try to choose a kernel that induces the “right” metric in 
the space [16]. 

2. Related work 

Today there are lots of models of classification systems. Describing a generic 
classification system model and creating this kind of a system has been ambitious job 
for many researchers in the field of data mining and machine learning.  

Over the years, many of the proposed approaches aim at the construction of an 
(approximately) accurate classifier. That is the case in paper [11], where a generic 
framework for rule-based classification is proposed.  
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Nevertheless, researchers had turned their focus to creating models and systems 
specialized for a single or a class of problems because, as we mentioned earlier, a 
great deal of the choice of the classifier depends on the nature of the problem. 

G. Lanckriet et al. propose a statistical framework for genomic data fusion in [12]. 
Endeavour is a web resource for the prioritization of candidate genes based on 
genomic data fusion. It is based on genomic data fusion techniques, whose principles 
are described in [3]. The model of the system, as well as details of its implementation, 
are described in [4]. 

The Weka workbench, as stated in [8], is a collection of state-of-the-art machine 
learning algorithms and data preprocessing tools. Another similar machine learning 
toolbox is Shogun, whose capabilities are described in [9]. One characteristic about 
this toolbox is that it offers a multiple kernel classification algorithm and currently is 
the only toolbox that provides this option. 

Almost all of the existing frameworks and software tools for classification focus on 
a particular class of problems instead of developing general principles and techniques. 

Having that idea in mind, Luc De Raedt in [22] proposed to “alleviate these 
problems by applying the constraint programming methodology to machine learning 
and data mining and to specify machine learning and data mining problems as 
constraint satisfaction and optimization problems. What is essential is that the user to 
be provided with a way to declaratively specify what the machine learning or data 
mining problem is rather than having to outline how that solution needs to be 
computed.” [22]. 

3. The model description 

In this section, we give a description of our model of a generic classification system 
based on a Multiple Kernel Data Fusion.  

The system is generic, which means that it could be used for different kind of 
classification problems with heterogeneous data sources. The classification system is 
composed of four main components:  Preprocessor, Training unit, Data Fusion Unit, 
Classification Unit. The data flow diagram of this system is shown on Fig. 1. 

3.1 Preprocessor 

Preprocessing is the first phase of the classification process and contains different 
preprocessing processes:  

1. dealing with irregular or inconsistent data, 
2. data transformations. 
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When data are given to the Preprocessor, missing values, outliers and data noise 
are being handled by standard preprocessing techniques [17]. Also, sometimes data 
needs to be normalized to prevent features with a large range to out-weight features 
with smaller ranges. In order to implement the classification algorithm the nominal 
input data is required to be transformed into an algebraic model, so then it can be 
processed. The standard practice in information retrieval on textual data is to 
represent input data as vectors in t-dimensional Euclidean space where every 
dimension corresponds to a word (term) of the vocabulary. Several text tokenization 
methods are used, such as Bag of words and N-Grams. 
 

 

 

 

 

 

   

 

 

 

 

 

 

 

Fig.1. Data flow diagram of the generic classification system based on MKDF 

We use the fact that there could be different representations of the data space from 
one data source. For example if the users have data sets with many missing values, the 
system has to handle this problem. There are several ways to conduct this: 
replacement with a descriptive statistic, deletion, attempt to predict their values etc. 
The model applies several different techniques in order to encapsulate all the possible 
information that we can gain from the data.  
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Suppose that the user has N data sources, which serve as an input to the Preprocessor. 
For every data source, the Preprocessor creates ri different transformations, i=1..N. At 
the end, we will get M data sources, M >= N, where M = Nrr n � ...1 . 

3.2 Training Unit 

The training unit is the most complicated component of the system. Its role is to 
create kernel matrix representations from every training data source retrieved from the 
Preprocessor unit. 

 

 

 

 

 

 

 

 

Fig.2. Data flow diagram of the Training Unit 

The training unit is composed of Kernel Collection (KC), Kernel Matrix Calculator 
(KMC), Kernel Selector (KS), Parameter Tuner (PT) and Combination Processor (CP) 
components. 

The goal of the training unit is to find m best fitting kernel functions to build kernel 
matrices that best represent the problem space in order to combine them further. 

The Kernel Collector is a collection of kernel functions, i.e. that is the place where 
a set of kernel functions are stored, for example: Linear, Polynomial, Guassian, 
Exponential, Laplacian, ANOVA etc.  

The Kernel Matrix Calculator (KMC) is a component which calculates the kernel 
matrix from the data. It has the training data and the kernel function as input. Its 
output is a kernel matrix which is given further to the KS. 

Kernel Selector unit selects the m best suited kernel matrices. Firstly, it sends the 
received kernel matrix from the KMC to the PT. Afterward, when the PT has finished 
its work, the KS receives the calculated precision value p from the PT. The precision 
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value is used as a measure of the feasibility of a kernel matrix. When precision values 
for all kernel matrices have been sent, the KS unit selects only the m best matrices. 
Those m best kernel matrices are at the end send to the Combination Processor.  

The Parameter Tuner serves as a calibrator for the best possible parameters of the 
used kernel function for the input matrix. Every kernel function has its own 
parameters which have to be calibrated in order to achieve satisfactory classification 
precision p for the given problem. It uses cross-validation techniques for that purpose. 
In order to use cross-validation techniques, the PT needs the training data as its 
second input. Those data are divided into training and testing data which the cross-
validating method will use to tune the parameters. The output from the PT is the 
precision p of classification gained with the cross-validation process.  

The Combination Processor is the component that creates a data fusion of the 
homogeneous data. For now we have presented single data source and its m kernel 
matrices. The next step is to combine them into one kernel matrix which is the output 
from this unit and the training unit in general. The process of this combining kernel 
matrices is described in section 1.2 of this paper.  

3.3 Data Fusion Unit 

The Data Fusion Unit (DFU) is the most important component of the system. Its task 
is to apply the data fusion process on heterogeneous sources represented with kernel 
matrices. From every data source we get one kernel matrix which also is a 
combination of multiple kernel matrices representing the view of particular data 
source. So if we have M training data sources, the training unit will output M kernel 
matrices which will be combined in the DFU. The combination of different views 
from different sources is accomplished with data fusion algorithm using Eq. (3). We 
have M kernel matrices that gave best precision in the previous fusion on single 
sources. The Data Fusion unit will find the best combination from the given best 
kernel matrices from every training unit. It does not necessary has to have all the 
matrices in the final combination. The result is a single kernel matrix K, which goes 
into the Classification Unit, and the parameters of the kernel function are used to 
create this classification model. Completing this section, the process of training is 
finished and a model of the classifier has been build. 

3.4 Classification Unit 

After the system has been trained and the classification model has been created, the 
system is ready to handle the unlabeled data with the Classification Unit (CU). CU is 
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composed of two components, the Preprocessor, and the MKL Classifier (MKLC). Its 
inputs are the unlabeled data sources, and its outputs are the classification results. 

Before the unlabeled data enter the MKL Classifier, they have to be preprocessed 
in the same way as in the training phase. This is done with the same Preprocessor unit 
described in section 3.1. After the preprocessing, the unlabeled data are sent to the 
MKL Classifier. It is based on MKL algorithm techniques described in [19][20][21]. 
MKLC also receives another input – the combined kernel matrix that is of key 
importance to this system and the classification process. It represents a combination 
of the different views from the different sources.   

 

 

 

 

 

 

 

Fig.3. Data flow diagram of the Classification Unit 

The output from the CU is the output from the whole system. It gives the 
classification results or the labels or classes of the unlabeled data that we wanted to 
classify / label. 

4 Discussion 

Experience shows that no single machine learning method is appropriate for all 
possible learning problems. Although there are such attempts, all of them have some 
advantages and disadvantages. 

Weka [8] and Shogun [9] both represent large collection of learning algorithms that 
the user can combine according to his needs. The user has to make some decisions: he 
has to choose the method according to his background and knowledge of the nature of 
the problem and data and he has to make a lot of experiments to find the best 
parameters for the chosen method. The user is the key player of these systems. 
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Also there are systems where the user uses declarative language to instruct the 
system about the problem that needs to be solved and the system automatically 
transforms such inputs into a format that can be used by a solver to efficiently 
generate a solution. The disadvantage is that the user will have to learn how to 
express his problem on the declarative language. 

The main advantage of the proposed model is the simplicity of its use. The user 
does not have to have deep understanding of the learning algorithms for the 
classification process. The only thing he has to provide is the data, and the system will 
give him the preliminary results. The accuracy of the system is based on the accuracy 
of the methods it uses in the different stages of the classification process. 

5 Conclusion 

In order to get accurate models for the classification problems, we must make the 
right choice of the learning algorithm for the problem at hand. Afterward, the right 
parameters of the method must be chosen, which is also of great importance for the 
classification process.  

The model presented in this paper does not depend on the user or the structure of 
the data or the nature of the problem. It can classify data coming from different 
sources with homogeneous or heterogeneous nature. As a result of the classification 
process, the system will propose a method and the best choice of parameters. Those 
results are very useful because they will focus the user on a method that he/she would 
further tune to obtain the optimal solution of the given problem. 

The next step is implementation and testing of this proposed model. Further, it can 
be improved with automatic data sources separation process. The user would only 
provide a database containing all the sources for the data, and the system will separate 
the data sources.  
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Abstract. The goal of the research described in this article was to determine the 
possibilities of using the widely spread every day used smartphones to motivate 
physical activity among the youngest users. Another aim was to find out to 
which degree these devices and applications can replace the expensive exer-
gaming equipment offered on the market. Three prototype applications were 
developed and tested with the target group. The applications can be used indoor 
and outdoor, they offer mental training and the possibility of user generated 
content which makes them highly customizable to the user's needs and ages. 
The applications are entertaining, educational and at the same time motivate 
physical activity.  
Applications were tested in a kinder-garden with a group of 30 children at the 
age of 5 and 75 primary school students at the age of 10-11 and they were well 
accepted by both groups. Teachers and parents present during the testing found 
the applications very helpful for educational purposes as well as for motivating 
physical activities and activities that can be used in the free-time.  
The principal conclusion was that the smart phones with these applications are 
decent replacement for the expensive equipment offered for edutainment and 
exergaming. On the other hand, the possibility to create new levels boosts the 
involved parties' (both parents and children) creativity.   

Keywords:  mobile development, physical activity, exergaming, edutainment 
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1 Introduction  

In the recent past the computers left the research labs and moved into the everyday 
life of people. Recently they are in our pockets in the form of so-called "smart 
phones". This migration certainly influenced the lifestyle, behavior of people and the 
whole society. Although in many areas they justify their existence, their usage has 
serious draw-backs in children's world. The advancement of computer hardware be-
came foundation for development of better video games. Game consoles equipped 
with powerful processors enabling games with excellent 3D graphics and features to 
be played immediately became widely accepted in homes. These are another reason 
for children's inactivity.   
The percentage of overweight children is growing at an alarming rate with each 1 in 3 
children are considered obese [1]. Many children spend less time exercising and more 
time in front of the gaming devices. Once this problem was spotted some companies 
offered products on the market with a purpose of solving it. The game consoles got 
wireless controllers with embedded sensors that can reflect the human’s position at 
every point in time and thus determining the movements [2,3]. So seating was sud-
denly replaced by a physical activity. That is defined as exergaming. The aim of this 
paper is to bring exergaming to a device that is part of the everyday life of many 
people nowadays - smartphones.  

2 Related Work 

2.1 Existing solutions for mobile devices that motivate physical activity 

With the decreasing prices of sensors like small size multi-pixel cameras, accelerome-
ters, GPS devices and Bluetooth devices they became widely used for research in 
laboratories. Usually the goal is to turn the phone as a game controller or create appli-
cations that measure the amount of physical activity and spent calories. When it 
comes to motivating children’s activity the situation is different. Children would nev-
er keep logs of their activities, measure how many kilometers they have run or how 
long they have been exercising, instead they should be engaged to exercise by the fun 
the game offers. We will mention some good examples where this has been achieved. 
MarioFit[4] is system for playing the Nintendo game SuperMarioBros using a hand-
held computer and natural human movements as a mechanism for entering data. In 
this implementation MultiSensorBoard is used for collecting data from the accelero-
meter and compass. Then based on these data six different movements are used as 
input for the game: jumping, low walking, turning, walking, running and throw-
ing. This project was developed in 2005 when smart phones were still not widespread, 
and are very expensive so it never gained any significant popularity. Another project 
in which augmented reality comes to the streets of Singapore is physically interactive 
version of the famous arcade game - Pacman. Human Pacman [5] is a real mobile 
entertainment system built on the concepts of ubiquitous computing, human-computer 
interaction and networks entertainment from a wide range. Players interact with each 
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other and with digital 3D PacWorld placed in their range of view using a portable 
computer, headset and goggles. One player has the role of Pacman and others are 
ghosts and their playground are the streets from the real world augmented through the 
goggles. GPS is used for locating and WLAN for communication. These projects are 
example that mobile and portable devices can be used to create a new genre in com-
puter games that has the potential to help solving obesity problem.  

Today smartphones are equipped with powerful processors, large memory and dif-
ferent types of sensors - camera, GPS, compass, light sensor, temperature sensors and 
they offer good basis for development of various applications. 

3 Applications’ Overview 

For purposes of this research three applications were developed: RunGame, Co-
lorGame and MapGame. For playing RunGame a smartphone and a personal comput-
er or laptop with a monitor or projector is required and the phone is used as a control-
ler. ColorGame is a game designed to replace interactive walls[6]. MapGame is an 
application designed for playing outdoors. In this application GPS location of the user 
is read and he needs to reach certain points given on a map which hold a different 
tasks. Augmented reality view is used to guide the user to the next point of interest. 

Important aspects in the development of the games were:  

• Easy installation 
• Easy connection 
• Possibility to work without an internet connection 
• Possibility to create new challenges – levels 
• The phone as sufficient device for playung without additional hardware or server 

for data processing 

4 Applications’ Implementation 

4.1 RunGame 

The purpose of this application is to transform the phone into game controller like 
the ones used with consoles. The application sends accelerometer readings while their 
processing and determination of the player's movement is executed by the desktop 
application. The desktop application is a game from the book by David Brackeen - 
Developing game in Java[7]. This game is chosen for this research because it has a 
part for editing levels. Additionally a module for communication and movement clas-
sifier were added to the implementation.  

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 235

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 

Fig. 1. Setting connection 

The built-in accelerometer detects movement in X- Y- and Z-axes. The most chal-
lenging task was the determination of the user's activity in real-time: running, stand-
ing still or jumping. For the purpose of this application an accelerometer logger appli-
cation was developed. With the help of this application few testing data files were 
created with different activities: standing in place, running and jumping.  From their 
plots one can come to several conclusions. Since the application needs to use only 
three types of motion the classification can be done only by using the values of two 
axes. When the phone is placed in the pocket the Z-axis always gives the same values 
because it is parallel to the ground. Depending on whether the phone is set with X- or 
Y- axis pointing toward the earth the data from one of these two is relevant for mak-
ing conclusions.  
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Fig. 2. X-, Y- and Z- axes logged values from different activities 

 
The algorithm that was used in the preparation of the classifier determines the dif-

ference between maximum and minimum value of the sensor readings on the axes in a 
window of 30 readings.  

 �x = max (x) - min (x) | x = xk.. xK +30  (1) 
 �y = max (y) - min (y) | y = yk.. yK +30  (2) 

 
In other approaches[8,9,10,11,12,13] windows with width three times greater than the 
frequency of the accelerometer readings is used. In our approach a window with a size 
one third from the accelerometer readings is used because it gave best results when 
changing from one activity to other. This was determined after several tests with win-
dows of varying width. This simple approach is sufficient for the application to feel 
like real-time. According to test this approach has proven well in cases when the user 
holds the device in his hand. Another important feature is that users can create their 
own levels with different length and weight, with more running or jumping. The game 
elements are displayed on the next images. 
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4.2 ColorGame     
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This method for determining the shape proved most convenient and with real-time 
response. For this implementation we also tested several well-known libraries like 
OpenCV [14], silhouette [15] and jjil [16] (John's image processing library) which 
didn't satisfy the real-time demands.  

4.3 MapGame 

This application is a combination of several new and modern technologies and ap-
proaches in developing applications for mobile phones. It consists of two parts:  

• Web interface - a map where users can create games by adding points of interest 
and questions.  

• Mobile application - application that displays games created in an Augmented 
reality view and guide the player.  

This application is primarily designed for playing outdoors, such as amusement 
parks, zoos and other green areas. Web application is developed using Openstreet-
Map[17] . The OpenLayers[18] JavaSctipt library was used for maps manipulation 
and display and the web interface of the application is made using jQuery[19] library.  

The mobile application is an augmented reality browser where the user has two 
views:  

• Forward - Augmented reality browser and markers display 
• Down - map display with markers  

 

 

 

 

 

 

 
 
 
 
 
 
 
 

Fig. 5. Mobile and web application 
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The built-in GPS and compass were used for determining the position of the user. On 
the market there are several augmented reality browser like Wikitude [20], Layar 
[21], Junaio [22], but they were not used because it was not possible to customize 
them for our needs. Creating the game through the web interface is simple and intui-
tive. First the user must choose the region in which they would like to create a 
game. Points are added by clicking on the map. Then through a dialogue the user sets 
the questions and possible answers. At the end the game should be downloaded and 
played on the mobile device.  

Following is a table where the three games are compared according the criteria set 
at the beginning. 
 RunGame ColorGame MapGame 
Installation Easy  Easy Easy 
Connecting Wireless router needed 

(Android devices can't create 
ad-hoc connection) 

No connections needed No additional connec-
tions needed 

Internet connec-
tion in play-time 

Not needed Not needed Not needed (except 
when creating new 
games) 

Possibility to 
create new levels 

Yes No Yes 

Intended for Parents, teachers and instruc-
tors that would like to create 
new challenges. Could be 
played indoor on a big 
screen.  

Indoor and outdoor on a 
white wall with geome-
trical figures. 

Outdoor play in 
amusement parks, zoos, 
open areas 

Types of activities 
that this applica-
tions motivates 

Running and jumping Aerobic activities and 
stretching, mental 
activities  

Movement and coordi-
nation in space, mental 
activity 

Fig. 6. Applications comparison table 

5 Testing and discussion 

     In order to test the effectiveness of the developed games testing was carried out  in 
the kindergarten "25 Maj" and elementary school "Blaze Konevski". Totaly: 30 child-
ren at the age of 5 were present during testing and 75 children at the age of 10-11 
tested  RunGame and ColorGame.  

The game evaluation was done by the principles of the Structured Expert Evalua-
tion Method[24]. A short list of questions was created in order to test if the game 
goals would be understood and can be achieved by making certain actions and wheth-
er the goal would be fun. As evaluation criteria was analyzed the opinion of children 
compared to the list of questions. Children said that they were able to understand the 
goal of each game, the actions that they were supposed to perform and they had fun 
playing the games. They even set their own rules like: being better than the previous 
player, opening a new level, discovering a new trick in the level, forgetting about the 
fact that they are actually exercising. This was is accordance to our assumptions about 
how a fun game should engage the children into exercising without them being aware 
of it.    
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Fig. 7. Children testing the applications 

Additionally a challenge for the Zoo - Zoogame was set for the Mapgame. Differ-
ent locations from the zoo were chosen close to the animal cages and different 
questions regarding the animals were set. The challenge was tested one day at the Zoo 
by a group of 10 children. Even though the tests were made with an early prototype 
user-unfriendly version of the mobile application the children quickly understood how 
to use it. They were able to find the answers from the panels near the animal cages 
and to finish the challenges successfully. This test gave us an overview of the current 
state of the game regarding the gameplay and the players’ reactions and adoption. The 
children showed great interest to play the game again and learned many new facts 
about the animals while exercising. ZooGame won the 2nd place on a competition for 
an Android application organized by the Agency for Electronic communication of 
Macedonia where the jury was impressed by the fact that it was intended for the 
youngest audience.  

6 Conclusion 

We have developed a prototypes of a games which are entertaining, educational and 
motivate physical activity. Since smartphones nowadays are necessity many mobile 
operators have packages that offer free devices which is a precondition for the accep-
tance and spread of these applications by many users. People do not carry game con-
soles wherever they go and in case one has a smartphone, it can easily turn any wall 
into an interactive or any park into fun. There is no need for special game rooms or 
additional expenses, but the games can be played at home or outside. Children love 
things related to technology and this is a way to unobtrusively encourage physical 
activity. This system is recommended for parents or teachers that would like to spare 
some time for developing applications for their children’s wellness.  
We hope that in this era in which people get attached by modern technologies like 
internet, gaming, social networking and spend huge amount of time sitting in front of 
the screens with our gaming system we can make them use the same technologies in a 
way that it would make them more physically active and healthy. 
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Abstract. Nowadays it is possible to understand the basic components and or-
ganization of cell machinery from the network level due to increased availabil-
ity of large-scale protein-protein interaction (PPI) data. Many studies have 
shown that clustering of the protein interaction network (PIN) can be found as 
an effective approach for identifying protein complexes or functional modules. 
A significant number of proteins in such PIN remain uncharacterized and pre-
dicting their function remains a major challenge in system biology. We propose 
a protein annotation method based on clustering according to Bond Energy Al-
gorithm (BEA), which first transforms the PIN into matrix form suitable for 
BEA, and after generating the resulting matrix of the BEA the AUTOCLASS 
algorithm is performed to obtain the PIN clusters. Protein functions are as-
signed based on cluster information. Experiments were performed on PPI data 
from the bakers’ yeast and since the network is noisy and still incomplete, we 
use pre-processing and purifying. Results reveal improvement over previous 
techniques and the most prominent characteristic of the BEA clustering is that 
the clustering result is not dependent of the initial number of clusters.  

Keywords: Bond Energy Algorithm (BEA), protein interactions network, clus-
tering methods, protein function prediction. 

1   Introduction 

Proteins seldom act as single isolated units to perform their functions within the cells. 
It has been observed that proteins involved in the same cellular processes often inter-
act with each other [1]. Protein-protein interactions are thus fundamental to almost 
all-biological processes [2]. With the advancement of the high-throughput technolo-
gies, such as yeast-two-hybrid, mass spectrometry, and protein chip technologies, 
huge data sets of protein-protein interactions become available [3]. Such protein-
protein interaction data can be naturally represented in the form of networks, which 
not only give us the initial global picture of protein interactions on a genomic scale 
but also help us to understand the basic components and organization of cell machin-
ery from the network level. 
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An important challenge for system biology is to understand the relationship between 
the organization of a network and its function. It has been shown that clustering pro-
tein interaction networks is an effective approach to achieve this goal [4]. Clustering 
in protein interaction networks is to group the proteins into sets (clusters), which 
demonstrate greater similarity among proteins in the same cluster than in different 
clusters. Since biological functions can be carried out by particular groups of genes 
and proteins, dividing networks into naturally grouped parts (clusters or communities) 
is an essential way to investigate some relationships between the function and 
topology of networks or to reveal hidden knowledge behind them. 

 
Classical graph-based agglomerative methods employ a variety of similarity measures 
between nodes to partition PPI networks, but they often result in a poor clustering 
arrangement that contains one or a few giant core clusters with many tiny ones [5]. To 
improve the clustering results, PPI networks were weighted based on topological 
properties such as shortest path length [6], [7], clustering coefficients [8], node degree, 
or the degree of experimental validity [9]. As a new type of clustering algorithms, the 
edge-betweenness was defined as a global measure to separate PPI networks into 
subgraphs in a divisive manner [10], [11], [12]. Edge-betweenness is the number of 
shortest paths between all pairs of nodes that run through the edge. It is able to 
identify biologically significant modular structures, but it requires lots of computa-
tional resources. As an approach to coordination of typical clustering algorithms, an 
ensemble method was proposed to combine multiple, independent clustering 
arrangements to deduce a single consensus cluster structure [13]. 

 
Heuristic rule-based algorithms were proposed to reveal the structure of PPI networks 

[14], [15]. A layered clustering algorithm was presented, which groups proteins by the 
similarity of their direct neighborhoods to identify locally significant proteins that 
links different clusters, called mediators [16]. Power graph analysis transforms 
biological networks into a compact, less redundant representation, exploiting the 
abundance of cliques and bicliques as elementary topological motifs [17]. Spectral 
clustering analysis, which is an appealing simple and theoretically sound method [17], 
[18], has hardly been studied to partition PPI networks, while it is used for detecting 
protein complexes [19]. 

 
The quality of the obtained clusters can be evaluated in couple of ways. One of the 
criteria rates the clustering as good if the proteins in a cluster are densely connected 
between themselves, but sparsely connected with the proteins in the rest of the net-
work [20]. Some systems provide tools for generation of graphs with known clusters, 
which is modelled with the parameters of the explored network [21]. Then the clusters 
obtained with the clustering algorithm are compared to the known ones. The cluster-
ing method can also be evaluated by its ability to reconstruct the experimentally and 
biologically confirmed protein complexes or functional modules [12], [19], [20]. 
 
In this paper we set up a framework for predicting protein functional groups by using 
clustering in PIN. We use Bond Energy Algorithm, which first transforms the PIN 
into matrix form suitable for BEA, and after generating the resulting matrix of the 
BEA the AUTOCLASS algorithm is performed to obtain the PIN clusters. Protein 
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functions are assigned based on cluster information. Experiments were performed on 
PPI data from the bakers’ yeast and since the network is noisy and still incomplete, 
we use pre-processing and purifying. We also performed network weighting based on 
the annotation correlation between nodes. 

2   Research Methods 

The methods for protein function prediction by clustering of PIN generally consist of 
three phases. The first phase is dividing the network in clusters, using its topology or 
some other information for the nodes or the edges, if such information is available. In 
this paper we use the Bond Energy Algorithm in combination with the AUTOCLASS 
algorithm in order to obtain the clusters of the PIN. The compactness and the charac-
teristics of the obtained clusters are then evaluated in the second phase. From physical 
aspect the clusters can be assessed by the ratio of the number of edges within and 
between the clusters, and from biological aspect they can be assessed by the function-
al and biological similarities of the proteins in the clusters. This second phase is not 
mandatory, but might be useful because it can point out what to expect from the func-
tion prediction itself. The prediction of the protein annotations for the proteins in the 
clusters is the task of the third phase. 

2.1   Preprocessing and Transforming the PIN Data 

The protein interactions network represents an annotated graph in which the nodes are 
the proteins themselves, whereas the links between the proteins in the graph are the 
interactions among the proteins. The graph can be seen as an annotated graph since 
every node is assigned with one or more terms corresponding to the functions that are 
performed by the protein represented by that node. Because there is a symmetry in the 
nodes (proteins) of the graph, this means that if the protein P1 is in an interaction with 
the protein P2, than the  protein P2 will also be in an interaction with the protein P1. If 
we mark the multitude of nodes with J and the multitude of connections among the 
nodes with V, than the notation of the graph G would be the following: G = (J, V). 

 
Of great importance for the research is the neighborhood matrix by which the graph 
M = (aij)i, j � J is represented. For the neighborhood matrix applies that aij = 1 if the 
protein i is in an interaction with the protein j, namely aij = 0 if the protein i is not in 
an interaction with the protein j. This applies for a non-weighted graph. There are 
algorithms according to which such non-weighted graphs are prescribed appropriate 
measures which represent the probabilities of a protein’s interaction with the other 
protein and in such a case the graph converts into a weighted graph for which the 
formula aij = wij applies. 

 
If we mark the multitude of all the protein’s functions with F, then, besides the 
neighborhood matrix which represents the interactions network, the annotations 
matrix Z = (zij)i � J, j = F is also important where the rows are marked with | J | and the 
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columns are marked with | F |. In addition, zij = 1 if the protein i is annotated with the 
function j and zij = 0 if the protein i is not annotated with the function j. 

 
After obtaining the matrix representation M of the graph, we can apply the Bond 
Energy Algorithm in order to reorder the matrix according to the affinity between the 
proteins from the data set. The matrix F is used during the phase of determining the 
functions of the proteins after the clustering is performed. 

2.2   Clustering by Using the Bond Energy Algorithm 

Bond Energy Algorithm (BEA) has been widely used for vertical fragmentation in 
distributed databases. The algorithm was originally proposed by McCormick and 
Hoffer and Severande [22]. BEA creates clusters by using a non-trivial similarity 
metric (attribute affinity measures) defined on the elements of the data set. BEA is 
comprised by two algorithms, the first one is used for ordering the data set to locate 
the most related elements close together (and to separate the unrelated elements) and 
the second one is used for creating the groups to determine the best cut of the ordered 
data set (i.e. create a cluster).  

 
input: Attribute Affinity Matrix 
output: CA: Clustered Affinity matrix and order list array. 
begin 
    [initialize; the AA matrix is created] 
    CA(*, 1) � AA(*, 1) 
    CA(*, 2) � AA(*, 2) 
    index � 3 
    while index ≤ n do [choose the “best” location for profile AAindex] 
    begin 
        for i from 1 to index - 1 by 1 do 
             calculate cont(AAi-1, AAindex, AAi) 
        end-for 
        calculate cont(AAindex-1, AAindex, AAindex+1) [boundary condition] 
        loc � placement given by maximum cont value 
        for j from index to loc by -1 do [shuffle the two matrices] 
            calculate CA(*, j) � CA(*, j - 1) 
        end-for 
        CA(*, loc) � AA(*, index) 
        index � index + 1 
    end-while 
    order the rows according to the relative ordering of the columns 
end. 
Note: * means for each element in the data set 

Fig. 1. Pseudo-code of the Bond Energy Algorithm 

The fundamental task in the first part of the algorithm is to find some means of 
grouping the attributes in a data set based on the attribute affinity values 
in AA (Attribute Affinity Matrix). Bond Energy Algorithm takes as input the attribute 
affinity matrix, permutes its rows and columns, and generates a clustered affinity 
matrix (CA). Once this measure is maximized the permutations are considered to be 
done. The pseudo-code of the BEA is presented on the Figure 1. 
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After obtaining the permutation of the initial matrix, we can apply the AUTOCLASS 
method [23], which is an unsupervised clustering method that seeks for a maximally 
good clustering. The structure of this classifying method is shown on Figure 2. 
AUTOCLASS represents a computer implementation of the Bayesian unsupervised 
data classification technique. By assigning real or discreet values, AUTOCLASS 
determines the probable number of classes in which the data and probabilities with 
which a given object belongs to the assigned class are distributed. As can be seen 
from the Figure 2, the AUTOCLASS algorithm iterates the number of clusters until it 
converges. For each element of the dataset, it computes the probabilities for belonging 
to some of the classes, and in each iteration it reestimates these values according to 
the current cluster distribution. One of the best features of this method is that the 
number of classes is automatically determined and there is no need of any previous 
setting of the number of resulting clusters. 

 

Fig. 2. AUTOCLASS Structure 

After applying the AUTOCLASS method, the resulting clusters can be further evalu-
ated in order to obtain the efficiency parameters of the clustering method. 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 247

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



2.3   Functional Annotation Using Clusters 

As we previously mentioned, the whole process consists of several phases. As an 
underlying data set is a non-weighted protein interactions network. 

 
The first phase includes preprocessing of the data in order to get them in a format 
which is compatible with the BEA Algorithm. The second phase includes execution 
of the BEA Algorithm, which provides an ordered matrix which is an input to the 
AUTOCLASS method. This phase provides the data set clusters and performs an 
evaluation of the features and compatibility of the clusters found, from a biological 
aspect, namely, how similar the proteins are within the cluster according to their 
functional and biological features. Thus, a global functional mark is received for the 
cluster. This phase is very useful because it indicates what can be expected for the 
results from the prediction. This phase also calculates the enrichment ratio of the 
cluster by a certain function, a specification which directly indicates the possible 
function of the interrogative protein. The prediction of the functions of the non-
annotated protein is elaborated in the third phase. Every function receives an 
appropriate rating depending on the frequency of appearances within the cluster K 
which contains the interrogative protein. The ratings of every function are received by 
the formula (1) and are then normalized within range from 0 to 1. All the proteins 
from the protein interaction network go through the process as non-annotated proteins 
so that they can get their functions according to the methods elaborated in this re-
search.  

�
�

�
Ki

ijFj z=f(j)
 

   (1) 

where F is the set of functions present in the cluster K, and 
 

          �
�
�

�
otherwise ,0

F from jfunction  hasK  from iprotein  if ,1
zij             (2) 

 
The last phase includes evaluation of the results. 

3   Results and Discussion 

High-throughput techniques are prone to detecting many false positive interactions, 
leading to a lot of noise and non-existing interactions in the databases. Furthermore, 
some of the databases are supplemented with interactions computationally derived 
with a method for protein interaction prediction, adding additional noise to the data-
bases. Therefore, none of the available databases are perfectly reliable and the choice 
of a suitable database should be made very carefully.  

 
For the needs of this paper the PIN data are compiled, pre-processed and purified 
from a number of established datasets, like: DIP, MIPS, MINT, BIND and BioGRID. 
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The functional annotations of the proteins were taken from the SGD database [24]. It 
is important to note that the annotations are unified with Gene Ontology (GO) termi-
nology [25].  

 
The data for protein annotations are not used raw, but are preprocessed and purified. 
First, the trivial functional GO annotations, like 'unknown cellular compartment', 
'unknown molecular function' and 'unknown biological process' are erased. Then, 
additional annotations are calculated for each protein by the policy of transitive clo-
sure derived from the GO. The extremely frequent functional labels (appearing as 
annotations to more than 300 proteins) are also excluded, because they are very gen-
eral and do not carry significant information.  

 
The multitude used for this experiment is highly confidential and is consisted of 2502 
proteins, among witch 12708 interactions are noted, with a total of 888 annotated 
functional marks. The protein interactions network does not represent a linked graph, 
but is consisted of several components, the biggest of which contains 2146 proteins. 
This multitude of interactions of the yeast is used for testing and evaluation of the 
methods for prediction of protein function subjected in this paper. Each protein in the 
PIN is streamed through the prediction process one at a time as a query protein.  The 
query protein is considered unannotated, that is we employ the leave-one out method. 
Each of the algorithms works in a fashion that ranks the “proximity” of the possible 
functions to the query protein. The ranks are scaled between 0 and 1. The query pro-
tein is annotated with all functions that have rank above a previously determined 
threshold ω. For example, for ω = 0, the query protein is assigned with all the func-
tion present in its cluster. We change the threshold with step 0.1 and compute num-
bers of true-positives (TP), true-negatives (TN), false-positives (FP) and false-
negatives (FN). For a single query protein we consider the TP to be the number of 
correctly predicted functions, and for the whole PIN and a given value of ω the TP 
number is the total sum of all single protein TPs. 

 
To compare performance between different algorithms we use standard measures as 
sensitivity and specificity (3). 

FNTP
TPysensitivit
	

�
    FPTN

TNyspecificit
	

�
     (3) 

We plot the values we compute for the sensitivity and specificity using a ROC curve 
(Receiver Operating Curve). The x-axe corresponds to the false positive rate, which is 
the number of false predictions that a wrong function is assigned to a single protein, 
scaled by the total number of functions that do not belong to that particular protein. 
This rate is calculated with (4).  

yspecificit
TNFP

FPfpr 
�
	

� 1
   (4) 

The y-axe corresponds to the rate of true predictions that is the sensitivity. At last we 
use the AUC (Area Under the ROC Curve) measure as a numeric evaluator of the 
ROC curve. The AUC is a number that is equal to the area under the curve and its 
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value should be above 0.5, which is the value that we get if the prediction process was 
random. The closer the value of AUC to 1, the better is the prediction method. The 
experimental results are shown on the Table 1, and on the Figure 3. 

Table 1. Experimental Results. The values of the sensitivity and specificity are obtained for 
different values of the parameter ω. 

ω = 0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
sensitivity 0,82 0,82 0,77 0,71 0,64 0,57 0,49 0,42 0,34 0,26 
specificity 0,35 0,35 0,20 0,11 0,07 0,04 0,03 0,02 0,01 0,01 

AUC 0.8 

 
Fig. 3. The ROC curve for the obtained experimental results shown on table 1. 

From the presented results, it can be noted that the sensitivity is highest in the first 
column reaching above 82%, which happens when the functions are falsely predicted 
with 35%. By increasing of ω for 0,2% it can be noted that the sensitivity decreases to 
77% which, in fact, is not that great a margin, but the number of falsely predicted 
functions is decreased by 15%. Figure 3 shows the visual results of this experiment. It 
can be also seen from the Figure 3 that sensitivity values are 20% only when 1% of 
the functions are wrongly predicted. The value of AUC on this classificatory is 0,80. 

4   Conclusion and Future Work 

This paper exploits the possibilities for applying the Bond Energy Algorithm for clus-
tering and detecting the functional modules and predicting protein functions from 
PIN. The method was tested over one of the richest interactomes: the interactome of 
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the baker’s yeast. Database of Interacting Proteins (DIP) which was used, aimed to 
integrate the various experimental results from the biochemical analyses of the protein 
interactions. The protein interactions network is a non-weighted one, which means 
that we have information whether one protein is in an interaction with another one, 
and, as such, was used for prediction of the protein functions. We have used the ma-
trix representation of the PIN and applied the BEA and AUTOCLASS in order to 
obtain the matrix permutation according to the affinity between the proteins. Due to 
the fact that the PIN data contain a lot of false positive interactions, the dataset needed 
to be preprocessed and purified prior to the functional annotation. The results show 
that our algorithm achieves high sensitivity and small false positive rate on PIN 
graphs and it has a high AUC value. 

 
Our future work will be concentrated on the possibilities for adding weights to non-
weighted graphs as well as to make a prediction of the protein functions on a 
weighted graph. It is also useful to add the additional settings within the Bond Energy 
Algorithm so that more data can be separated, coming from the weighted protein 
interactions network. The AUTOCLASS method which determines the clusters can 
also be modified i.e. improved by trying some other heuristics during its iteration 
process. 
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Abstract. In this paper we present the results of the research regarding color 
recognition using brain-waves read from a consumer grade non-intrusive Brain 
Computer Interface device. The brainwaves obtained from the device are pre-
processed and filtered using different algorithms and then several machine 
learning techniques are applied for prediction of three colors. At the end, the 
obtained results are presented and discussed. 

Keywords: brain computer interface, brainwaves, color prediction 

1 Introduction 

At the beginning of the computer era people did not pay much attention on easy 
interaction to computer systems with humans. It was assumed that they will only be 
used from highly qualified users. However, computers are nowadays wide-spread and 
used in every aspect of people’s lives. One of the many ways to communicate with a 
computer that is still under development is the computer interface with brain waves. 
Brain computer interface (BCI) is a system that interprets the thoughts of man to 
make commands that control a computer or other device. Human-computer 
interaction is bidirectional: many systems adapt to the user, which in turn should 
constantly adapt to new solutions of the system. The task of this feedback loop 
adaptation between system and user is important in BCI systems that seek to 
approximate the neuronal function [2]. 

There are several techniques for reading the electrical signals produced by the 
brain in humans. BCI can be divided the 3 groups: totally invasive, partially invasive 
and noninvasive. The first two demand complex procedures for setting up on the 
human body, while the third one is simpler for set-up, but is significantly more 
inaccurate. Obviously, the consumer grade BCI hardware belongs to the third group. 

Much research is done with more complex noninvasive hardware (fMRI, MEG, 
EEG etc.) and many promising results are obtained in this area [1]. Consumer grade 
hardware however is rarely researched and its capabilities are limited to the 
manufacturers’ software products that are usually limited to different kinds of games. 

In this paper we are using a consumer grade BCI device that is easy to obtain and 
has a low price. The goal of this paper is to detect the capabilities of the device to be 
used as a control device for the color selection task. The basic idea is to train a 
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decision making model using several machine learning algorithms on real data. After 
the model is obtained, the model would be used to detect what the user is thinking 
about. For the purposes of this paper, the training data is obtained by measuring the 
brainwave activity while the user watches a certain color and then the trained model is 
used by the user for color selection. The bidirectional training of the BCI devices is 
not taken into consideration in this paper. Only the computer model of the way the 
human thought is generated. The human is not trained for recognizing colors with the 
device.  

2 System Architecture 

For the purposes of the experiment, we used a cheap and widely available device. The 
device used in this experiment is Mindwave from the company Neurosky [3]. This 
device measures the standardized EEG brain waves but it gives special measurements 
for blink detection, attention and meditation levels of the user. Although it is 
relatively new, there are already lot of programs and games that mostly use the 
specialized readings, and much less applications that use the whole spectrum of EEG 
waves. Most of the applications are games, but there are several that allow visual 
display of the readings from the device. The device is one of the best selling 
commercial EEG devices and is financially much more accessible than other devices 
on the market. Some primary schools in the United States have implemented it for 
various purposes. A lot of the pupils that used this device while studying and problem 
solving have shown better results by learning how to increase their concentration and 
attention. The Mindwave is also used in training for sports that need calmness and 
concentration like archery and billiard. There are several applications for educational 
purposes from which the ones that help with math and problem solving are used the 
most. 

Despite the above mentioned advantages, this device has also some disadvantages. 
Its biggest disadvantage, that is also common with a lot of other consumer based BCI 
devices, is that because of not using conductive gel there is a significant amount of 
noise. Furthermore, this device has only 2 sensors for measuring brainwaves.  

For the purposes of this experiment the Neurosky Mindwave SDK package is used 
[4]. With the help of this software development kit a program in Java was developed 
for connecting with the device, showing colors to the user and collecting the data 
from the Mindwave. The software developed had additional functionalities that are 
not in the scope of this paper. Fugure 1 shows the Mindwave device used for the 
purposes of our experiments. 
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Fig.1. Mindwave device 

The used SDK provides access to the Mindwave sensor measurements as numeric 
values and several aggregated values. These values are high and low Alpha, Beta and 
Gamma waves, Delta, Theta, Attention and Meditation, in addition there is the 
blinking strength.  The values are obtained with frequency of 1 Hz. This means that a 
new measurement is available every second. Figure 2 shows the process for obtaining 
the model for color recognition in this paper. 

 
 

BCI Device Data 
acquisition Preprocessing Model 

training Model

 

Fig.2. Model training workflow 

 
The device is used for obtaining the data for each color. The data is obtained from 

the brainwaves of a person that looks at a certain color. For this experiment we used 
three colors – Red, Blue and Yellow. During the training phase the raw data is stored 
in a file. Afterwards with the addition of the header it is converted in the .ariff file 
format and inserted into the WEKA program [5]. WEKA (Waikato Environment for 
Knowledge Analysis) is popular program for machine learning written in Java 
developed by the University of Waikato. The data that is inserted in the system 
consists of several parameters: Attention, Meditation, Delta, Theta, Low Alpha, High 
Alpha, Low Beta, High Beta, Low Gama and High Gama. The colors used were Red, 
Blue and Yellow. WEKA software is used in both the preprocessing and the model 
training phase.  

For the preprocessing phase, the attribute selection and the wavelet transformation 
were used as provided by WEKA. After that, models were built by several machine 
learning algorithms:  

 
� Bayes Network 
� Multilayer perceptron 
� Decision trees 

o J48 (pruned and unpruned) 
o Random Forest 
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� Hybrid Algorithm: Rotation Forest. 
 

The models can be used in the decision making process as described in the 
workflow on Figure 3: 

 

BCI Device Data 
acquisition

Decision 
Making Color output

 

Fig.3. Using BCI for color selection 

 
The built models can be used for selecting colors trough the BCI device or for 

other tasks (provided that a model is built for each specific task that the BCI device is 
intended for). As stated before, all of these algorithms were implemented in the 
WEKA software.  

3 Experimental Results   

The comparison of each approach was done by comparing the performance of the 
trained models with 10 fold cross validation. 

  

 
Fig.4. Precision results in % 

 
The training was done with total of 675 samples. The obtained results for different 

preprocessing methods are given on Figure 4.  
While building of the models the Multilayer perceptron requires noticeably more 

time for training then the other classifiers and gives almost the same results. The best 
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result for the Multilayer perceptron is the precision of 43,68% with preprocessing of 
the data with Wavelet function. 

With the training of the Bayes classifier gives better precision than the multilayer 
perceptron when the data is preprocessed. The best result was obtained with wavelet 
filtering of the data with a precision of 46,24%. This classifier gave good 
classification precision for the yellow and red color. The precision for the blue color 
classification was much worse and contributed towards the lower total performance. 

The worst results for the decision tree algorithms were obtained with the J48 
classifier although they gave the fastest training time. Un pruned J48 tree with 
attribute selection showed a precision of 42,72% which is almost as good as the 
neural network, with the difference that the Decision tree is trained and executed 
much faster than the Multilayer perceptron. 

The Random forest, gives a precision of 44% for the whole data set. Here the 
success rate with the red color is only 28% while with the other 2 colors it is 
substantially bigger.  

The best precision with all learning algorithms is achieved with the Rotation forest. 
The best precision obtained with this algorithm was 53,76%. The algorithm is 
described in [6].  

From the collected results it can be seen that the best classifier for our data set from 
the selected classifiers is the Rotational forest. The analysis showed that this 
algorithm also gave the best performance in terms of the ROC area. The ROC area 
results for each algorithm with each preprocessing are given in Figure 5. 

 

Fig.5. Results given in ROC area for each training algorithm 

 
As it can be seen in both Figure 4 and Figure 5, the best results are obtained with 

the use of the Haar-Wavelet transformation of the dataset which is expected since the 
dataset is consisted of series of data. We must note that the results are influenced by 
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the significant noise that the used device introduces in its measurements. The 
Mindwave is reported to have some noise canceling techniques but due to the 
sensitivity of the sensor it is hard to implement a more successful method to cancel 
out the noise coming mostly from muscle movements and electronic devices in the 
vicinity. 

4 Conclusion and Future Work 

 
BCI has great potential, both in science and medicine and in the entertainment 
industry. Despite the current shortcomings of commercially available BCI devices, 
they can be used for entertainment and research purposes. It is expected in the future 
this technology would become greatly advanced and enable more reliable reading of 
brain waves. 

For this paper a computer program was implemented for reading brain waves when 
visual stimuli were shown. As already mentioned, our main goal was to use the same 
training process with minimal modifications with other stimulus, like paintings or 
music. Also small modifications are needed if we want to use another similar BCI 
device, or want to process data using statistical and other classification techniques “on 
the fly”. 

The research on the same set of data gave best results using a Rotational Forest 
where the data were previously processed by wavelet transformation. The obtained 
results have shown a precision of around 40% with the best accuracy of about 53%. 
This precision is a promising result, because it is a lot better than randomly guessing 
the color – 33% accuracy, but is far from any practical applications. 

In future the research could lead in two directions. The first is the use of other 
techniques like transformations of attributes and their classification, use of time 
series, temporal analysis, Fourier transformation and some of the newer algorithms 
for classification to obtain other parameters and information on the measurements. 

 The second direction is to use more advanced but more expensive equipment for 
which would have more sensors and less noise. As it is shown in the results, the used 
algorithms didn’t differ much in performance, thus we can expect a better result from 
less noisy equipment. 

We must point out, however, that brain wave interface devices also require some 
learning on the side of the user. So in future research we plan to include models that 
would learn from both the data obtained from the device and the feedback from the 
human. In our research case the human was just seeing the color which doesn’t 
guarantee that the brainwaves are related solely to that visual stimulus. Other 
distractions must be taken into consideration and somehow included in the model. 
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Abstract. World Organizations all around provide access to variety sets of dif-
ferent data listing available datasets, tables, reports, and other resources making 
it available for the wider audience.  A smart interface is needed to use, combine 
and present relevant information that will provide the best usability of the 
opened data.  Developing a single solution that will work across different sec-
tors using the opened data from those World Organizations will have a great 
impact on different sectors in the future, especially in education. Our solution 
WORLD (WORLD RANDOM LINKED DATA) that was awarded by the 
World Bank in 2011 is a cross-sector prototype of a web based service which 
provides information using the open data of the World Bank and generates ran-
dom information in the form of sentences with a combination of pictures, vide-
os and maps. Using the World Bank database as well as the United Nations 
Human Development Index, the service generates intelligent and relevant in-
formation, adapting to different sectors, like education, agriculture, poverty, etc. 
The current solution was tested among the students in one of its practical im-
plementation of this web service: the Moodle e-learning system. It is a Moodle 
block that uses the data from the web service from areas that are within the 
scope of Millennium Development Goals. Analyzing the negative and positive 
aspects of the WORLD Block we’ve come to the conclusion that this solution 
presents a good approach for displaying a lot of new information from different 
areas of interest in a small section. Further development will include refining of 
the structure in the Block, expanding the media types of generated data from the 
web service like games, flash, custom maps etc. The final goal is to make a 
generator of intelligent information that will: personalize the information, a ser-
vice fully adaptable to different sectors, provide valuable information and posi-
tive user experience, be used by any web application and provide efficiency and 
effectiveness in gathering and presenting the information using the open data-
bases. 
 

Keywords: open data, web service, web interactivity, World Bank open data 
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1 Introduction 

World Organizations all around the world provide free access to a variety of data 
organized in datasets, tables, reports, and other resources making it available for the 
wider audience. Designing and developing a smart interface which combines and 
presents relevant information providing the best usability of the opened data is strong-
ly needed. Single solution that will work across different sectors using the opened 
data from those World Organizations will have a great impact on different sectors in 
the future, especially in education.  

 
The purpose of this paper is to present our solution WORLD and the results we ob-

tained through testing and analysis on the solution. WORLD (WORLD RANDOM 
LINKED DATA) is a cross-sector prototype of a web based service which provides 
intelligent information using the open data of World Bank and generates random in-
formation in the form of sentences with a combination of pictures, videos and maps. 
Using the World Bank database as well as the United Nations Human Development 
Index, the service generates intelligent and relevant information as a step towards 
reaching the Millennium Development Goals and is adaptable to different sectors 
where these data can be implemented. It could be applied in education (which is now 
a case), in water supplies, in poverty issues, in state economies, in other words with 
some adjustments, actually in every field where the world organizations have their 
accurate and unique data. We designed this solution in order to be more accessible 
and available for the wider public and to be used by any application on the web like 
various e-learning systems, Non-Governmental Web sites, Facebook applications and 
many others.  
 

2 Project architecture 

The project contains the following parts: 

� Web service 
� Database 
� Public web site 
� Moodle block 

 

Our web service is based on .NET technology and it is written in C# program-
ming language. It has only one web method, called “worldservice”.  This method 
takes six parameters from a query string as an input, and, depending on the input, it 
returns an XML file as a response. The six input variables are: language, field (area of 
interest, example: education), country (data for desired country, or all countries), me-
dia (media type, images, video) and resolution (width and height). Depending on the 
resolution, the web service generates appropriate videos and images. 
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Figure1. Current architecture of the project 

 
These parameters define the type and the content of the information that will be 

generated by the web service. Depending on these input parameters the web service 
checks what’s needed to be extracted from the database and determines the display 
language, the area of interest, the targeted country , the type of media and resolution 
(there are two optional parameters, “width” and “height” and they are used to define 
the desired resolution of the image or video) . According to the type of media, the 
web service always generates a sentence. At this point, the web service user can 
choose what other type of media to be represented (picture, video or map).Then a 
connection to the database is made and the proper data is extracted. After all this, the 
service puts the random generated data in proper tags in XML format that is being 
returned as a response. 

 
For example, if we want to display information in the field of education, for all 

countries, in English, and the desired media is text, we send the following query string 
request to the web service: 
 
http://world.fon.edu.mk/world.asmx/worldservice?ln=en&f

ield=1&cnt=0&media=0&width=0&height=0 
 
The service reads the input data and returns a XML response in the following for-

mat: 
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<?xml version="1.0" encoding="utf-8"?>  
<world xmlns:xsi="http://www.w3.org/2001/XMLSchema-
instance" xmlns:xsd="http://www.w3.org/2001/XMLSchema"  
xmlns="http://world.fon.edu.mk">  
<ti-
tle>&lt;ahref='http://world.fon.edu.mk'&gt;WORLD&lt;/a&gt
;</title>  
<content>&lt;p&gt;The youth literacy rate for the male 
population in West Bank and Gaza, in the year 2006, was 
99,053%. In comparison, the youth males literacy rate in 
the year 2007, was 99,147 %.<content>  
<footer>&lt;hr /&gt;&lt;p style='font-size:10px;line-
height:12px'&gt;The service has been called 153 times 
from this site. Find more information &lt;a 
href='http://world.fon.edu.mk'&gt;here&lt;/a&gt;.&lt;/p&g
t;</footer> </world> 
 

3 Moodle Block 

Practical implementation of this web service we have seen in the possibility this con-
tent to be displayed on the most used e-learning system in the world - Moodle . 
This system is used by 50.000 universities around the world, with currently 37 million 
subscribed users. The idea is implementation of Moodle block that contains data from 
our web services from areas that are within the scope of MDG (Millennium Devel-
opment Goals). The block in the background calls our web service which returns con-
tent that is displayed in the block. The institutions which have this e-learning system 
installed are able to install and use our block by choosing different service parame-
ters. Then, on their home (or course) page is shown random content and data from the 
database of the World Bank, which is generated by our web service. These data in-
form the (mostly) students and other users of the system about the current situation of 
these areas, showing data in form of sentences, images or video, depending on the 
choice of the institution.  
 

4 Experiment 

The current status of our solution was tested at the Laboratory for Human Computer 
Interaction and Inclusive Design at Cyprus University of Technology as part of a 
Short Term Scientific Mission through the COST Project in one of its practical im-
plementations: the Moodle e-learning system. Throughout this experiment two objec-
tives were taken into consideration. The first objective was testing the location of the 
WORLD Block in a Moodle course. The results showed where the Block drew most 
attention of the users regarding the type of information displayed and which location 
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should be considered as a best possible location for displaying the WORLD Block. 
The second objective was to test the usability and learnability of the structure of the 
information provided in the Block. The results showed the participants attitudes about 
the Block and their negative and positive impressions about it. 
 

 
Figure2. Example of using a WORLD Block in a Moodle course  

(The WORLD Block is outlined with a red color) 

This experiment was structured to have several steps. First, three Moodle courses 
were created in the Moodle e-learning system. In all three the WORLD Block was 
installed in the right hand side section of the course screen. The WORLD Block dis-
played information related to education. We set up different features for the WORLD 
Block on every course. The first course was named Education in Cyprus. In this 
course our Block was set up to display information related to Cyprus education in a 
form of sentences and/or maps according to the type of the sentence. In the second 
course named WORLD Education the WORLD Block was displaying information for 
all world countries in the form of sentences and/or maps. And, in the third course 
information for all countries in the world were presented in a form of sentences with-
out any media types. 

 
The next step was setting up an experiment with the eye tracker (a RED 500 SMI 

eye tracker). For that purpose the Experiment Center TM 2.5 was used. This software 
program enabled to prepare and execute gaze tracking experiments. It is complement-
ed by SMI iView XTM for gaze tracking data acquisition and SMI BeGazeTM 2.5 for 
gaze tracking data analysis. Experiment Center TM 2.5 was running on a SMI laptop 
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and was connected to the iView X system. The iView X system in turn operated an 
attached gaze tracking device. 

                                                                    
                a)                                      b)                                              c)  

Figure3. WORLD Block in the course: a) Education in Cyprus,  
b) World Education,  

  c) Education in the world 

The experiment was conducted with twelve test subjects whose gaze positions and 
actions were monitored. At the beginning of every session we entered ID information 
for every participant and verified the calibration necessary to adapt the iView X eye 
tracking software to the participant’s eye characteristics. Then, every participant en-
tered one of the Moodle courses with a quest account. About 15 seconds the test sub-
jects were not instructed with any command.  Then after that time period, every par-
ticipant was instructed to focus on the right hand side section of the website where the 
WORLD Block was installed. After reading the information in the WORLD Block the 
participants were asked to do an assignment in the course. The assignment consisted 
of answering a question related to the information that was presented in the WORLD 
Block. Every course was visited individually by 4 participants.  In addition, as a fur-
ther contribution to the subject, the participants were asked to fill a questionnaire. The 
main goal behind designing a questionnaire was providing an easy way for analyzing 
the attitude that the participants had about this Block. 

 

5 Methods used for the analysis 

After finishing the experiment, the phase of analyzing results begun. In order to see 
all the negative and positive aspects of this solution, we used three different methods 
for analysis: gaze tracking analysis, moodle block analysis and questionnaire analysis. 
To analyze gaze tracking data we used SMI BeGazeTM 2.5 software.  SMI Be-
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GazeTM 2.5. is a behavioral and gaze analysis software for eye tracking data. It dis-
plays, analyses and visualizes various kind of stimuli (pictures, web pages etc.) with 
integrated filter functions that allow analyzing subgroups of participants. It provides 
full spectrum of visualizations like: 

� Gaze plots (scan path, bee swarm, gaze replay) 
� Attention maps (focus map, heat map) 
� Real time statistics (key performance indicators, gridded AOIs)  

 

These are powerful methods for analyses. For better analysis, we divided every 
course in three areas of interest. The first one was the Navigation section in the left 
hand side of the course that helps users to navigate through the moodle e-learning 
system. The second was the Main section in the middle of the course where you can 
find the lectures, assignments and materials for the students. And the third section was 
the WORLD Block positioned on the right hand side of the course. For analyzing the 
assignment in the Moodle course the Reports section in the Moodle e-learning system 
was used where a detailed statistics for every user answer was made. Using a Google 
document form for the questionnaire analysis provided us with a good structure for 
analyzing the participants’ attitude. We’ve created the questionnaire as a Google doc-
ument for its simple and effective structure. The structure of the questionnaire was 
organized as follows: two required text questions, followed by twelve scaled ques-
tions (from 1 to 7) and two text questions that weren’t required. The aim of the scaled 
questions was to determine respondents’ attitudes about the features of the WORLD 
Block. If they really liked some of the WORLD Block features they selected maxi-
mum - 7 and if they disliked some of the features they selected 1. 

 

6 Results 

A large volume of data was collected during the experiment regarding several aspects 
of the WORLD Block. The experiment went as expected, without error or loosing 
data. The results were divided into three main parts according to the methods used for 
analysis. In the first part we displayed the results from the gaze tracking analysis. In 
this part, the results for each course were split into two time intervals. The first inter-
val was when the participants were not instructed to do anything in the course and the 
second interval was when the participants were instructed to read and look into the 
information presented in the WORLD Block. Every participant saw different infor-
mation in the Block, because the Block displays new information every time a course 
is visited. 

 
The second part represented the results from the assignment the participants made 

in the Moodle course and the third section presented the results from the question-
naire. In this section we will present only the summary of the overall results for the 
three different courses that the participants visited without any further details. 
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Comparing the overall results in all courses we’ve noticed that the WORLD Block 

section is the second area of interest. Also, we noticed that in the course World Edu-
cation there was lower visual activity in the WORLD Block section comparing to the 
other courses: Education in Cyprus and Education in the world where the results indi-
cated a bigger level of visual activity in the first interval of participants’ sessions. 

 

 
Figure4. Key Performance Indicator of all participants that visited the course 

Education in Cyprus in the first interval of their session 

Analyzing several important statistical indicators associated to each Area of Inter-
est (AOI) in the first interval when the participants were not instructed to do anything 
in the course enabled a sound comparison of different statistical information for the 
WORLD Block in the three different courses. According the entrance time, which 
represents the average duration for first fixation into specific AOI, the course 
WORLD Education (3192 ms) had best result in this section in the first interval, fol-
lowed by Education in Cyprus(4211 ms). Education in the world had the biggest val-
ue for entrance time - 4472 ms, which meant participants needed a longer time for 
noticing the Block in the first interval of their sessions. According the Dwell Time, 
which represents the sum of all fixations and saccades within an AOI for the selected 
participants divided by the number of selected participants, the course Education in 
the world had biggest percentage for the WORLD Block section -31%, followed by 
WORLD Education – 29% and Education in Cyprus – 26 %. And about the infor-
mation for HIT Ration (how many participants of the selected looked at least one time 
into a specific AIO) and revisit, the course Education in Cyprus had the best results. 
In the course mentioned above, every participant took a look into the Block and every 
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participant revisited our Block. Unlike this, the course World Education had the 
worse results with only 75% hit ration and two of three revisions in this section. 

 
The results from the assignment that the participants performed showed which me-

dia types drew attention and distraction when reading the information in the Block. 
The results were divided in three tables according to the course that the participants 
visited. And the results from the questionnaire showed the attitude of the participants, 
and their negative and positive aspects of the WORLD Block. 
 

7 Discussion and Conclusions 

During the experiment a large volume of data was collected. The results were dis-
played and discussed in the previous section in three different parts. Analyzing the 
results from the Gaze Tracking we’ve seen that information with included multimedia 
types like flags, maps attract more attention than the information displayed only in a 
form of sentence. Expanding the media type of generated data from the web service 
i.e. games, flash, custom maps etc should be one of the next steps that need to be tak-
en in improving this solution. 

 
From the findings, we concluded that the location of the Block in the right hand 

side of the Moodle course is the appropriate place where the WORLD Block should 
be installed.  Analyzing the other results, we’ve noticed that users are attracted by the 
flags and the maps of the countries displayed in the Block. The combination of a 
name of the country and the appropriate flag makes a really good impression for the 
users.   

 
Analyzing the results from the questionnaire we’ve recognized that the users feel 

the potential of the WORLD Block and its possible implementation. Learning a lot of 
new information through a small area of the WORLD Block is the reason because 
most of the students assess the Block positively, believing that the Block would save 
them time. 

 
Through analyzing the negative and positive aspects of the WORLD Block we’ve 

come to the conclusion that this solution presents a good approach for displaying a lot 
of new information from different areas of interest in a small section, but we should 
continue working on the structure on the Block adding new multimedia types and 
changing the structure of the sentence displayed, and even maybe changing the struc-
ture of the information like listing the information in points instead of using a full 
sentences. We also need to work on the interactivity with the user, personalization of 
the block and better design which will include more colors and multimedia infor-
mation that will drew the users’ attention and keep it there. 
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Figure5. Final goal of the project 

 

References 

1. R. J.K. Jacob, K. S. Karn, Ph.D, Eye tracking in human-computer interaction and usability 
research: Ready to deliver the promises.  In R. Radach, J. Hyona, & H. Deubel, The 
mind's eye: cognitive and applied aspects of eye movement research (pp. 573–605). Bos-
ton: North-Holland/Elsevier. 

2. M.A. Just, P.A. Carpenter, A theory of reading: from eye fixation to comprehension, 1980. 
Psychol Rev 87:329–354 

3. K. Pernice, J. Nielsen, Eyetracking  Methodology: How to Conduct and Evaluate Usability 
Studies Using Eyetracking, 2009 

4. E. Cutrell, Z. Guan, What are you looking for? An eye-tracking study of information usage 
in Web Search. In Proceedings of CHI'07, Human Factors in Computing Systems, (San Jo-
se, April 2007), ACM press, 407-416. 

5. L. A. Granka, T. Joachims, G. Gay, Eye-Tracking Analysis of User Behavior in WWW 
Search, SIGIR ’04 Proceedings of the 27th annual international ACMSIGR conference on 
Research and development in information retrieval Pages 478-479, 2004 

6. B. Hogge, Open Data Study – New Technologies, May 2010 
7. Evaluation of public dialogue on open data, Report to Research Councils UK, 2012 
8. T. Davies, Supporting open data use through active engagement, Using open data: policy 

modeling, citizen empowerment, data journalism, June 2012 
9. C. Guéret, Decentralized Open Data, Using open data: policy modeling, citizen empow-

erment, data journalism, June 2012 

270          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



Risk Management Framework for IT-Centric Micro and 
Small Companies 

Jasmina Trajkovski1, Ljupcho Antovski2 

1Trajkovski & Partners Management Consulting 
Sveti Kliment Ohridski 24/2/1, 1000 Skopje, Macedonia 

jasminat@tpconsulting.com.mk 
 

2Faculty of Computer Science and Engineering 
University Ss. Cyril and Methodius  

Rugjer Boshkovikj 16, 1000 Skopje, Macedonia 
ljupcho.antovski@finki.ukim.mk 

 
Abstract. This paper proposes a new risk management framework tailored for 
IT-centric micro and small companies based on the analysis of the best practic-
es in risk management concepts, specifically the risk management frameworks. 
The proposed framework for risk management is a synergy of various elements 
from the existing frameworks, tailored to the specifics of the IT-centric micro 
and small companies and deals with the identified challenges for the implemen-
tation of risk management frameworks.  The framework focuses on 4 elements: 
people, policy, methodology and process, and tools. 

Keywords: risk management methodology, risk management framework, 
ISO31000, ISO27005, enterprise risk management, IT-centric micro and small 
companies  

1 Introduction  

In this paper we review the risk management concepts, specifically the risk manage-
ment frameworks, and based on them we propose a new risk management framework 
tailored for IT-centric micro and small companies. The proposed framework for risk 
management is a summary of various elements from the existing frameworks, but 
adapted to the specifics of the IT-centric companies and deals with the identified chal-
lenges for the implementation of risk management frameworks. The research is based 
on the direct experience of the leading author in the last 5 years with over 20 micro 
and small companies that are heavily IT-centric in their operations. In each of these 
companies, there has been a process of application of risk management frameworks, 
and specifically conducting the risk assessment exercises. The necessity of further 
work in testing the proposed framework in real-life IT-centric micro and small com-
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panies is elaborated toward the end of the paper, and such work will be conducted as 
part of the PhD research on integrated risk management frameworks and the proposal 
of a usable model for valuation of risks for the micro and small companies. 

This paper is structured in several segments. In Chapter 2, an overview of risk and 
risk management is provided together with reviews of the risk management frame-
works and standards. In the following chapter, the related specifics and challenges for 
micro and small IT-centric companies are elaborated, while in the Chapter 4, the pro-
posed risk management framework is presented.   

2 Overview of Risks and Risk Management Frameworks 

The main concepts of risks management in IT-centric micro and small companies are 
divided into 2 groups: (i) definition of risk, types of risks and risk management, and 
(ii) risk management frameworks and standards.  

Based on the International standard for Risk Management – ISO31000, risk is de-
fined as: “effect of uncertainty on objectives”(ISO, 2009), where the uncertainties 
include events (which may or not happen) and uncertainties caused by ambiguity or a 
lack of information, while the objectives can have different aspects (health and safety, 
financial, IT, environmental) and can apply at different levels (such as strategic, or-
ganizational, project, process). It also includes both negative and positive impacts on 
objectives. The risk is often expresses as a combination of the consequences of an 
event and the associated likelihood of occurrence. As we discuss risks management 
frameworks for IT-centric micro and small companies, the main focus are the organi-
zational risks. There are various types of organizational risks such as program man-
agement risk, investment risk, budgetary risk, legal liability risk, safety risk, inventory 
risk, supply chain risk, and security risk. (NIST, 2011)  

For the needs of the management of the IT-centric micro and small companies, all 
these risks could not be approached independently, and an integrated approach is 
necessary. This approach should be focused on the main drivers in the company, like 
the continual operations thru IT operation and known business processes so that the 
employees can understand what they should do. The reliance on IT as well puts the 
information security risks among the top as well. For the purposes of the research 
questions, we make the assumption that the management of these IT-centric micro 
and small companies deals with the legal and financial risks intuitively, and that they 
are not necessary to be included in the integrated risk management framework and 
approach of the company. 

Having said that, for the purposes of the paper, we will look into the IT risk, in-
formation security risk and operational risk, which are respectively defined as: 

� IT risk—that is the business risk associated with the use, ownership, operation, 
involvement, influence and adoption of IT within an enterprise. (ISACA, 2009)  

� Information security risk—that is, the risk associated with the operation and use of 
information systems that support the missions and business functions of their or-
ganizations.(NIST, 2011) 
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� Operational risk - The most common definition, first published in The Next Fron-
tier and also adopted in recent operational risk documents issued by the Basel 
Committee, is that "Operational risk is the direct or indirect loss resulting from in-
adequate or failed internal processes, people and systems, or from external events." 
(Haubenstock, 2001) 

The next concept to be introduced is the risk management. ISO31000(ISO, 2009) 
defines the risk management very broadly as the coordinated activities to direct and 
control an organization with regards to risk. Other institutions  have a more precise 
definition, as described for example in NIST special publication SP800-39 (NIST, 
2011), where risk management is defined as a comprehensive process that requires 
organizations to:  

� frame risk (i.e. establish the context for risk-based decisions);  
� assess risk;  
� respond to risk once determined; and  
� monitor risk on an ongoing basis using effective organizational communications 

and a feedback loop for continuous improvement in the risk-related activities of 
organizations.  

Risk management is carried out as a holistic, organization-wide activity that addresses 
risk from the strategic level to the tactical level, ensuring that risk based decision 
making is integrated into every aspect of the organization. 

With the development of risk management as an organizational discipline, a more 
defined concept evolved, named Enterprise Risk Management (ERM). There are 
many definitions of ERM, but a representative one is from the COSO framework: 
"Enterprise risk management is a process, effected by an entity's board of directors, 
management and other personnel, applied in strategy setting and across the enterprise, 
designed to identify potential events that may affect the entity, and manage risk to be 
within its risk appetite, to provide reasonable assurance regarding the achievement of 
entity objectives” (COSO, 1992). 

After setting the stage with the definition of the concept, lets look at the available 
risk management frameworks. Nowadays, there are several types of risk management 
methodologies, some of them issued by national and international organizations such 
as ISO, NIST, AS/NZS, BSI, others issued by professional organizations such as 
ISACA or COSO, and the rest presented by research projects. Each of these methods 
has been developed to meet a particular need so they have a vast scope of application, 
structure and steps. The common goal of these methods is to enable organizations to 
conduct risk assessment exercises and then effectively manage the risks by minimiz-
ing them to an acceptable level (Saleh & Alfantookh, 2011). 

Table 1 provides a comparative overview of the elements of the various frame-
works, methodologies and/or standards. 

Vorster and Labuschagne in their work(Vorster; & Labuschagne, 2005) go even 
deeper in the analysis focusing solely on the methodologies for information security 
risk analysis and define a framework for comparing them. The objective of their 
framework is to assist the organization in the selection process o the most suitable 
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methodology and/or framework. The elements than they are taking into consideration 
include: 

� Whether risk analysis is done on single assets or groups of assets 
� Where in the methodology risk analysis is done 
� The people involved in the risk analysis 
� The main formulas used 
� Whether the results of the methodology are relative or absolute 

Some of these criteria are tightly related to the risk management considerations we 
have identified in the following section for the IT-centric micro and small companies. 

Table 1. Overview of elements in risk management frameworks and methodologies 

Type of framework Main elements Resource 
Generic risk manage-
ment frameworks 

� 11 Principles for managing risks 
� 5 segment framework: mandate 

and commitment; design frame-
work; implement risk manage-
ment; monitor and review the 
framework; continual improve-
ment 

� 5 step process: establish the con-
text; risk assessment; risk treat-
ment; monitoring and review; 
communication and consultation 

ISO31000:2009 Risk Man-
agement Standard(ISO, 
2009) 

� It has 4 sub-processes: Risk as-
sessment process; Risk treatment 
process; Risk communication pro-
cess; Risk review and monitoring 
process. 

Corpuz and Barnes in their 
2010 paper on integration 
information security policy 
into corporate risk manage-
ment (Corpuz & Barnes, 
2010) 

Information Security 
Risk Management 
Frameworks 

The tiers are: Organization, Mission / 
business processes and Information 
Systems, while the phases are Frame, 
Assess, Respond and Monitor 

NIST SP800-39: Managing 
Information Security Risk 
(NIST, 2011). 

6 step process: context establishment; 
risk assessment; risk treatment; risk 
acceptance; monitoring and review; 
risk communication. 

ISO27005:2008 Information 
Security Risk management 
(ISO, 2008). 

Views: STROPE - strategy, technolo-
gy, organization, people, and envi-
ronment 
Phases: DMAIC - define, measure, 
analyze, improve, and control cyclic 
phases.  
 

Information security risk 
management (ISRM) 
framework for enterprises 
using IT (Saleh & 
Alfantookh, 2011) 

IT Risk management 
frameworks 

Domains: Risk governance, Risk 
evaluation and Risk response 

RiskIT framework (ISACA, 
2009) 
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Type of framework Main elements Resource 
Operational Risk 
Management Frame-
work 

Components: identify, assess, re-
spond to and control risk 

COSO Enterprise risk man-
agement integrated frame-
work (Aguilar, 2004) 

Elements: 1. leadership, 2. manage-
ment, 3. risk, and 4. tools. 

RMA Operational risk man-
agement framework 
(Taylor, 2006) 

3 Risk Management considerations for IT-Centric Micro and 
Small Companies 

As further elaborated in the authors’ paper on challenges or implementation of risk 
management frameworks in IT-centric micro and small companies(Trajkovski J., 
2012Trajkovski J., 2012) , there are several specifics and challenges that need to be 
taken into consideration when designing a suitable integrated framework for such 
companies. These include:  

� Specifics of IT-centric micro and small companies:  

─ Exposure to various types of risks 
─ Limited resources for risk management 
─ Low resilience of the organizations to operations and information security risks 

� Challenges related to meeting the following requirements:  

─ Need for integrated approach to treat various types of risks  
─ Need for comprehensive and usable methodology 

These considerations, together with the findings from the analysis of the various ex-
istent risk management frameworks, standards and/or methodologies demonstrate the 
need for development of an integrated risk management framework for IT centric 
micro and small companies.  

The developed framework should be applicable for the identified key risks groups: 
operational, IT and information security risks, as well as be implementable i.e. doable 
for an average team for risk management that includes 3-5 people, within 5-10 days 
annually, and the respective level of effort of 20-25 man/days on annual basis.    

Regarding the need for comprehensive and usable methodology, the integrated risk 
management framework for IT-centric micro and small enterprises should be compre-
hensive and should present an understandable set of steps and activities, with clear 
inputs and defined outputs. The elements of the organizational context should be 
clearly defined and should allow for small or even non-existent organizational hierar-
chies and procedures. The framework should allow for unclear segregation of duties, 
and for very high criticality of managers and/or owners, as well as lack of document-
ed knowledge.     

The integrated approach should as well include an adjusted valuation model as part 
of the risk assessment phase that can be used on various types of risks. This model 
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should not be data intensive as experience shows that micro and small companies do 
not have access to historical data about risks, probabilities and impacts. It as well 
should not be based on complex calculations, require advanced skills, nor should it 
require too much time or people to conduct the risk assessment exercise.      

4 Proposed Risk Management framework for IT-Centric Micro 
and Small Companies 

As defined in the ISO31000:2009 Risk Management Standard (ISO, 2009), a risk 
management framework is a set of components that provide the foundations and or-
ganizational arrangements for designing, implementing, monitoring, reviewing and 
continually improving risk management in the organization.  

Fig. 1. Risk Management Framework 

We presented in the previous section an overview of the various risk management 
frameworks connected to the identified key risks for an IT-centric micro and small 
company, showing the main elements of the frameworks. In order to provide a usable 
framework which covers all the key risks, and which takes into consideration the 
specifics of the IT-centric micro and small company, we took the common elements 
of the analyzed frameworks and created a customized framework. This new frame-
work reflects the experiences gained from implementing risk management in over 20 
micro and small IT-centric companies in the Balkan region which the authors have.  

In future work, the authors will focus on further development of all the elements of 
the proposed framework and their elaboration in detail. The framework will then be 
tested on IT-centric micro and small companies. The results will be used to fine-tune 
the framework to the specific needs of these companies in the Balkan Region.  

Framework 

People 

Policy 

Methodology 
& Process 

Tools 
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The customized framework for risk management in IT-centric micro and small 
companies presented on Figure 1 consists of: people, policy, methodology and pro-
cess, and tools. 

4.1 People 

The People component of this framework deals with the Risk management team and 
the Risk management officer. It is described first, as it reflects the facts that risk man-
agement is people intensive process and the people are crucial for the successful im-
plementation and maintenance of risk management in the organization 

� Risk management team – to include the representatives from the main processes or 
units in the company, as well as the management team. Optimal number of repre-
sentatives is 5 to 7. 

� Risk management officer – a responsible person in the company, the owner, and 
managing director or other person from the management team in the forefront of 
the activities for risk management. 

4.2 Policy 

The risk management policy is a simple but straightforward document summarizing 
the intent and the approach for risk management. As main elements, the policy in-
cludes: 

� Scope and purpose of the risk management 
� Main objectives 
� Risk management principles 
� The commitment of management to risk management 
� Allocated responsibilities for the process and results 
� References to the methodology and process to be used 
� Level of acceptable risk for the company. 

The document is public and circulated to all employees. Its optimal length is 1 to 2 
pages, and it should be in line with other management policies, if they exist in the 
company, such as Quality management policy or Information Security Management 
policy. The policy should be reviewed at least annually to reflect the changes in the 
environment of the company in which the risk are identified, assessed and managed, 
as well as the level of acceptable risk. 

4.3 Methodology and Process 

The risk management methodology includes comprehensive and implementable 
guidelines for conducting the risk management process. It enables the company to: 

� Identify process and asset related threats and vulnerabilities 
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� Repeatedly conduct risk assessment with comparable/consistent results taking into 
account the already implemented mitigation steps 

� Get a prioritized list of key risks using a common qualitative scale 
� Decide on the level of acceptable risk for the company 
� Identify further mitigation action necessary 
� Define a realistic Risk Treatment Action Plan with necessary resources, priorities 

for the actions, responsible person 

The methodology enables consistent implementation of the Risk management process 
and its activities. The Risk Management team should understand the Risk Manage-
ment methodology and should be trained and competent to implement the Risk Man-
agement process.  

Risk management process is a series of inter-related activities that enable the com-
pany to address risk. It includes the steps grouped in 3 phases as described in the in 
Figure 2. The main results of the process are: 

� the process and/or asset register,  
� the risk identification register, 
� decision on range of value for probability and impact of risks, and calculation for-

mula;  
� the risk assessment register,  
� decision on acceptable risk, 
� the risk treatment plan,  
� the risk treatment action plan,  
� the risk measurement/monitoring log. 

Phase 1 

•Establish the context for risk management 
•Define the scope of operations to be covered by the risk management process, 

preferably entire operations. 
•Identify process and asset related risks 

Phase 2 

•Regular risk assessment 
•Evaluate bare risks based on algorithm set and the grading scale defined in the 

risk management methodology 
•Assess the impact of current controls on the bare risk and evaluate the current 

risk levels 
•For current risks above the level of acceptable risk, define risk treatment options 

and evaluate the level of residual risks. 
•Specify the risk treatment options into a feasible Risk Treatment Action Plan 

with timeframe, responsibilities, deadlines, indicators, necessary resources. 

Phase 3 

•Risk monitoring 
•On regular intervals (at least every 6 months) check the progress on the Risk 

Treatment Action Plan 
•On regular intervals (at least annually) check if new risks can be identified, 

review the risk assessment, assess the real impact of the risk treatment options 
and update the Risk Treatment Action Plan. 

•Continually monitor for risk realization and document the real impact of the risk 
when it happens. 
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Fig. 2. Diagram of the phases in the Risk Management Process 

4.4 Tools 

Risk management toolkit is a usable software tool (spreadsheet or more advanced 
software) for gathering, calculating and presenting risk assessment results as well as 
other related information. It can include: 

� the process and/or asset register,  
� the risk identification register,  
� the risk assessment register,  
� the risk treatment plan,  
� the risk treatment action plan,  
� the risk measurement/monitoring log. 

The benefits of using a toolkit is the automation of the calculations required for the 
risk assessment (Figure 3), as well as possibility for manipulation of the risk man-
agement results for better and more understandable presentation which will allow for 
adequate decision making by the management. 

The toolkit should allow a maximal human influence on the results, as the risks 
identification and their assessment cannot be automated and still provide a usable 
result for the IT centric micro and small enterprise. 

 

 
Fig. 3. Sample Risk Assessment spreadsheet 

5 Conclusion 

This paper reviewed the risk management concepts, specifically the risk management 
frameworks, and discussed a newly proposed risk management framework that is 
designed to reflect the specifics of the IT-centric micro and small companies. The 
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proposed framework is focused on the 4 main elements in risk management: people, 
policy, methodology and process, and tools. Due to the simplicity and the generalized 
approach of the framework, it can be used to deal with various types of risks to which 
micro and small companies are exposed. Its main benefit is that it addresses the chal-
lenge of very limited human resources for risk management in the companies. 

The open questions which remain are concerned with the availability of adequate 
models for risk assessment i.e. valuation of risks so that the management of the micro 
and small companies can compare the various types of risks to which they are ex-
posed, prioritize them and set appropriate risk mitigation controls. 

In future work, the authors will focus on development in detail of all the elements 
of the proposed framework, elaboration of them in detail and specifically identifying a 
suitable and scientifically valid risk valuation model. The framework and model will 
then be validated and tested on IT-centric micro and small companies. The results will 
be used to fine-tune the framework and model to the specific needs of these compa-
nies in the Balkan Region.  
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Abstract. Adaptive e-Learning systems are the newest paradigm in modern 
learning approaches. Nowadays, adaptive e-Learning systems are accountable 
for selecting learning materials or contents according to the learners' style, pro-
file, interest, previous knowledge level, goal, pedagogical method, etc., all in 
order to provide highly personalized learning sessions. A number of researches 
have been conducted in the area of adaptive learning and different adaptive 
learning methods have been proposed. Due to similarity between learning ob-
jects graph and the formalism of Petri Nets, an approach based on Petri Nets for 
controlling the learning path among learning activities has brought many im-
provements to the paradigm of adaptive e-Learning systems. A model based on 
High-Level Petri Nets (HLPN) for modeling and generating behavioral pattern 
of students has been presented recently, bringing numerous advantages, but also 
a lot of open issues that need to be resolved. This paper exposes the fundamen-
tal characteristics of adaptive e-Learning systems, as well as the students’ be-
havior, such as learning styles and levels of knowledge, thus providing a basis 
for a novel modeling framework for performance analysis of such systems, as 
our main goal in future research. 

Keywords: e-Learning systems, Petri Nets, learning style, adaptive learning  

1 Introduction 

e-Learning for decades is one of the most attractive areas of scientific research that 
involves both pedagogical aspects and application of ICT in various domains (soft-
ware engineering, semantic technology, communications, computer networks, etc.). 
The problem of development of personalized adaptive systems has been recognized 
from the outset as one of the permanent objectives, and current research efforts on the 
global level have resulted in the development of platforms that support and provide 
access to the general use. 

Tang and Mccalla [1] proposed an evolving web-based learning system, which 
finds a relevant learning content according to the accumulated ratings given by stu-
dents. Liu and Yang [2] introduced the Adaptive and Personalized e-Learning System 
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(APeLS), which provides dynamic learning content and adaptive learning processes 
for students to enhance the quality of learning. Papanikolaou et al. [3] suggested inte-
grated theories of instructional design with learning styles to develop a framework 
that adapts different students to provide the presentation sequence of the learning 
content in a lesson. Chen [4] proposed genetic-based personalized e-Learning system 
to (i) generate appropriate learning paths according to the incorrect testing responses 
of an individual student in a pre-test, and (ii) provide benefits in terms of learning 
performance promotion. 

2 The Concept of Adaptivity in e-Learning  

During the past years, a lot of companies, faculties, universities and other institutions 
developed systems for common or personal use. There are many systems developed 
for e-Learning, such as: LRN; Blackboard; BSCW1; CLIX; InterWise; Moodle; 
OLAT2, etc. Some of them have extensive support for adaptivity and provide both 
adaptive presentation support and adaptive navigation support [5]: AHA3; 
ALFANET4 [6]; ELM-ART; EPIAIM; SQL-Tutor. 

This section deals with adaptivity in e-Learning systems and explains why and how 
adaptivity is able to improve the quality of e-Learning environments. 

The goal of adaptive e-Learning is aligned with exemplary instruction: delivering 
the right content, to the right person, at the proper time, in the most appropriate way - 
any time, any place, any path, any pace (NASBE)5. According to [7] adaptivity is of 
particular importance in the field of e-Learning for two main reasons: 

� learners differ in their goals, learning styles, preferences, knowledge and back-
ground and the profile of a single learner changes (e.g. the knowledge increases as 
an effect of learning); 

� the system can help the learner to navigate through a course by providing user-
specific (not necessarily linear) paths.  

Providing personalized access to the content (fitting the individual user’s needs) 
and taking care of a single user (decisions on what is presented are based on the user’s 
goals, knowledge, etc.) compensate for one significant problem of common e-
Learning systems that provide the same view of the information for all learners. There 
are several different ways to categorize adaptivity features: Adaptive presentation 
support, Adaptive navigation support, Criteria for adaptation [7]. 

                                                           
1 Basic Support for Cooperative Work 
2 Online Learning And Training 
3 Adaptive Hypermedia Architecture 
4 Active Learning For Adaptive Internet 
5 National Association of State Boards of Education Study Group 
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2.1 Studies on Adaptive e-Learning 

The adaptation of the teaching and learning process can be divided in four elements, 
based on a hypothetical e-Learning system, as described below:  Adaptive content 
aggregation, Adaptive presentation, Adaptive navigation, and Adaptive collaboration 
support. 

There were some studies related to adaptive e-Learning but they had different fo-
cuses and approaches. Semet et al. [8] used an artificial intelligence approach, called 
“ant colony optimization”. In this system ants are presumed as learners, and adaptive 
learning path is made by considering pheromone (a secreted or excreted chemical 
factor that triggers a social response in members of the same species) which is re-
leased by other learners. Zhu [9] used a learning activity graph and allocated Boolean 
expression to every edge of the graph. This expression includes required precondition 
and post condition for traveling through the edge. If this expression is evaluated cor-
rectly, corresponding edge is traversed by learner. Chen et al. [10] used “Item re-
sponse theory” for providing individual learning path for each learner. Chang et al. 
[11] used a Behavioral Browsing model (B2 model) based on High Level Petri Nets 
(HLPNs), which was introduced for modeling and generating behavioral pattern of 
students. Su et al. [12] proposed object-oriented course modeling based on HLPNs, 
whereas Liu et al. [13] proposed an approach based on Petri Nets for controlling 
learning path among learning activities. 

2.2 Style and Models for e-Learning 

Learning styles are various approaches or ways of learning. They involve educating 
methods, particular to an individual, which are presumed to allow that individual to 
learn best. Most people prefer an identifiable method of interacting with, taking in, 
and processing stimuli or information [14]. 

A learning style is a student's consistent way of responding to and using stimuli in 
the context of learning. There are several definitions of learning styles.  

Keefe [15] defines learning styles as the “composite of characteristic cognitive, af-
fective, and physiological factors that serve as relatively stable indicators of how a 
learner perceives, interacts with, and responds to the learning environment.” Stewart 
and Felicetti [16] define learning styles as those “educational conditions under which 
a student is most likely to learn”. Thus, learning styles are not really concerned with 
what learners learn, but rather how they prefer to learn. Honey and Mumford [17] 
defined the learning style as the attitudes and behaviors that determine student’s pre-
ferred ways of learning. Learning style influences the effectiveness of training, 
whether that training is provided on-line or in more traditional ways. 

This section describes the models developed for styles in e-Learning. 
(Kolb’s model). The ELT model outlines two related approaches toward grasping 

experience: Concrete Experience and Abstract Conceptualization, as well as two re-
lated approaches toward transforming experience: Reflective Observation and Active 
Experimentation.  According to Kolb's model, the ideal learning process engages all 
four of these modes in response to situational demands. In order for learning to be 
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effective, all four of these approaches must be incorporated. As individuals attempt to 
use all four approaches, however, they tend to develop strengths in one experience-
grasping approach and one experience-transforming approach. The resulting learning 
styles are combinations of the individual's preferred approaches. These learning styles 
are as follows: Converger; Diverger; Assimilator; Accommodator [18]. Kolb's model 
gave rise to the Learning Style Inventory, an assessment method used to determine an 
individual's learning style. An individual may exhibit a preference for one of the four 
styles – accommodating, converging, diverging and assimilating – depending on their 
approach to learning via the experiential learning theory model [19]. 

(Honey and Mumford's model.) Two adaptations were made to Kolb's experiential 
model. Firstly, the stages in the cycle were renamed to accord with managerial expe-
riences of decision making/problem solving. The Honey & Mumford stages are:  Hav-
ing an experience, Reviewing the experience, Concluding from the experience and 
Planning the next steps. Secondly, the styles were directly aligned to the stages in the 
cycle and named Activist, Reflector, Theorist and Pragmatist. These are assumed to 
be acquired preferences that are adaptable, either at will or through changed circum-
stances, rather than being fixed personality characteristics [17]. 

(Neil Fleming's VAK/VARK model). One of the most common and widely-used 
[20] categorizations of the various types of learning styles is Fleming's VARK model 
(sometimes VAK), which expanded upon earlier neuro-linguistic programming 
(VARK) models [21] visual learners; auditory learners; kinesthetic learners or tactile 
learners [22]. Fleming claimed that visual learners have a preference for seeing (think 
in pictures; visual aids such as overhead slides, diagrams, handouts, etc.). Auditory 
learners best learn through listening (lectures, discussions, tapes, etc.). Tac-
tile/kinesthetic learners prefer to learn via experience – moving, touching and doing 
(active exploration of the world; science projects; experiments, etc.). Students can 
also use the model to identify their preferred learning style and maximize their educa-
tional experience by focusing on what benefits them the most [14]. 

2.3 Components of e-Learning 

The content model houses domain-related bits of knowledge and skill, as well as their 
associated structure or interdependencies. This may be thought of as a knowledge 
map of what is to be instructed and assessed, and it is intended to capture and pre-
scribe important aspects of course content, including instructions for authors on how 
to design content for the model. A content model provides the basis for assessment, 
diagnosis, instruction, and remediation. 

A learning object is “a collection of content items, practice items, and assessment 
items that are combined based on a single learning objective”. The requirements for 
any content model fall into two categories: requirements of the delivery system and 
requirements of the learning content that is to be delivered [23]. 
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Knowledge structures. The purpose of establishing a knowledge structure as part of 
the content model in any e-Learning system is that it allows for dependency relations 
to be established. Each element (or node) in the knowledge structure may be classi-
fied in terms of different types of knowledge, skill, or ability. Some example 
knowledge types include: 

� Basic knowledge (BK): This includes definitions, examples, supplemental links 
(jpgs, avis, wavs), formulas, and so on, and addresses the What part of content. 

� Procedural knowledge (PK): This defines step-by-step information, relations 
among steps, subprocedures, and so on, and addresses the How part of content. 

� Conceptual knowledge (CK): This refers to relational information among concepts 
and the explicit connections with BK and PK elements, draws all into a “big 
picture” and addresses the Why part of content [23]. 

The learner model [23] represents the individual’s knowledge and progress in rela-
tion to the knowledge map, and it may include other characteristics of the learner as a 
learner. As such, it captures important aspects of a learner for purposes of individual-
izing instruction. This includes assessment measures that determine where a learner 
stands on those aspects. Different student models have been explored: Han B. et al 
[24], AHAM [25] and NetCoach [26]. 

 The instructional model manages the presentation of material and establishes (if 
not ensures) learner mastery by monitoring the student model in relation to the con-
tent model, addressing discrepancies in a principled manner, and prescribing an opti-
mal learning path for that particular learner. Information in this model provides the 
basis for deciding how to present content to a given learner and when and how to 
intervene. 

3 Petri Nets as a Modeling Tool  

Many researchers have conducted research in the field of adaptive learning and have 
used different methods. At first, Liu et al. [13] proposed an approach based on Petri 
Nets for controlling the learning path among learning activities. This model has 
brought many improvements in adaptive systems but also many disadvantages, such 
as learning styles of students. Recently, the “B2 model” [11] has been constructed, 
based on High-Level Petri Nets (HLPN), which was proposed for modeling and gen-
erating behavioral pattern of students. This new paradigm brings numerous ad-
vantages, but also a lot of open issues that need to be resolved.  

3.1 Comparison of Models 

To evaluate the practicability and accuracy of the B2 model, behavioral patterns 
generated by the B2 modeling tool have been compared with the actual behavioral 
patterns collected from elementary school students [27]. Actual behavioral patterns 
have been acquired by Chiu, Chuang, Hsiao, and Yang [28]. By two-stage cluster 
analysis, they classify three kinds of learning styles: 
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1. Dilatorily type: The student belonging to this type takes more time to browse a 
learning unit than other students. She/he often reviews the same learning unit and 
skips learning units. 

2. Transitory type: The student spends the least amount of time in browsing and has 
the least browsing depth. Browsing order is irregular. 

3. Persistent type: The browsing depth is the highest and browsing order is regular. 

The B2 model can capture students’ learning behavior and then generate behavioral 
patterns for facilitating the verification of the researches regarding e-Learning. 

For the generated behavioral patterns, whether or not a student quits an e-Learning 
course is determined by: 

 
!
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where θ = θtotal / θunit
  

refers to the time that a student has already stayed in an e-
Learning course; θunit is the unit of time; λ refers to the rate of leave; and C  is a 
constant for regulating the distribution curve. Since Probquit 

is used to determine that a 
student quits, x=1. After the result derived using this equation determines that a 
student remains in an e-Learning course, the roulette wheel selection is used to select 
the next browsing action from: depth-first, breadth-first, skip, and review. 

A conclusion has been drawn that the generated behavioral patterns based on the 
B2 model are fairly similar to the actual behavioral patterns acquired from Chiu et al. 
[27] and confirms that the number of students who remain in an e-Learning system 
exponentially decreases in time. Furthermore, the experimental e-Learning system 
must also possess the additional function of collecting learners’ behavior. It needs to 
take redundant time and effort in the development of the additional function for col-
lecting learners’ behavior. Obviously, the B2 model, indeed, reduces cost and time of 
collecting learners’ behavior. In terms of practicability, the generated behavioral pat-
terns based on the B2 model can serve as test data to validate the accuracy of an intel-
ligent tutoring system. Therefore, the B2 model can facilitate the verification process 
of an intelligent tutoring system. 

In contrast the previous two models, Omrani et al. [29] have also developed a 
model based on High Level Petri Nets (i.e. Colored Petri Nets (CPNs), where a value 
(color) is allocated to each token, and Timed Petri Nets, where a real value corre-
sponds to each token, representing the token age). This model is quite similar to the 
B2 model and uses the same formulas (Poisson and normal distribution) to calculate 
the time of searching, the time required for assessment and the time the student 
spends in the queue. Three factors to adaptation are used: 1) Learning Style; 2) 
Knowledge Level; 3) Score. It should be noted that this adaptive model uses Petri 
Nets for the determination of adaptive learning style. Four learning styles are consid-
ered: Visual, Audio, Read/Write and Kinesthetic. A learning object in the learning 
object graph, which can be a chapter, is mapped to a place in the Petri Net. Colored 
tokens are learners, and they travel through learning object via transitions. 

Although the method constructed on the basis of High Level Petri Nets uses the 
same mathematical formulas as well as the B2 method, it differs in that the calculated 
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response time is computed in two viewpoints of black and white box. In viewpoint of 
black box, authors calculate only response time for each learner, whereas, in view-
point of white box, in addition to response time, they show traveled path, time spent 
for each middle learning unit, earned score in each test, learning style and knowledge 
level for each learner. 

Characteristic of this model is that the learning style of a new learner is checked 
before entering into introduction node and based on its type he/she 
is guided to two individual paths. These two paths represent the same course, but their 
content, due to its style, is presented with different media. However, authors use CPN 
tools (a fast simulator that efficiently handles untimed and timed nets) for editing, 
simulating, and analyzing the proposed model.  

4 Discussion and Conclusion 

In this paper we presented an overview of e-Learning systems and thoroughly de-
scribed the concept of adaptivity. Various researchers, in different ways, have con-
structed models to improve adaptive e-Learning systems. We made a comparison of 
models that are created by means of Petri Nets and described their advantages and 
disadvantages.  

Original Petri nets did not contain a concept of time, and an enabled transition 
would fire instantaneously. The introduction of deterministic time delays (that is, 
firing takes place if a transition is enabled for a specified amount of time, or tokens 
have memory, i.e. “aging tokens”) has led to Timed Petri nets that were later extended 
to Stochastic Petri Nets (SPNs), where such delays are random variables based on 
given distributions. The firing of a transition corresponds to any discrete event of the 
modeled system, and represents a fundamental feature of Petri nets: the ability to 
graphically depict the dynamic behavior of a system. The analysis of an SPN model is 
usually aimed at the computation of more aggregate performance indices than the 
probabilities of individual markings. Several kinds of aggregate results are easily 
obtained from the steady-state distribution over reachable markings. Some of the most 
commonly and easily computed aggregate steady-state performance parameters in-
clude: the probability of an event, the probability mass function (pmf) of the number 
of tokens in a place, the average number of tokens in a place, the frequency of firing 
of a transition, the average delay of a token, etc. Moreover, efficient numerical algo-
rithms for transient analysis of deterministic and stochastic Petri nets (DSPNs) and 
other discrete-event stochastic systems with exponential and deterministic events have 
been widely introduced [30]. 

Herewith, motivated by the aforementioned research papers, we propose our prom-
ising idea of using analytical modeling approach and Stochastic Petri Nets as a tool 
for adaptive model development and performance analysis. In this manner, lots of 
questions about the characteristics of adaptive e-Learning systems could be answered. 
Inspired by these ideas, our future work will be focused on developing (D)SPN model 
for performance analysis of adaptive e-Learning systems, by first investigating the 
dynamic behavior of learners. 
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Abstract. The application of block ciphers in the modern society is enormous. 
One branch of this development is getting a new dimension – the application of 
quasigroups and quasigroup transformations in the block ciphers. This paper 
contains the results of the research involving the family of block ciphers named 
SQBC (Small Quasigroup Block Cipher), which is based on quasigroups and 
quasigroup transformations. Actually, we will discuss the results of encrypting 
images in different formats using the SQBC block cipher based on quasigroups 
of order 4. 

Keywords: cryptography, block cipher, images, quasigroup, encryption, SQBC 

1 Introduction 

Cryptography is not only a scientific field, it is a fundamental part of our everyday 
living. We could not possibly imagine a world without the usage of its benefits. The 
modern society relies on the cryptographic algorithms for the purpose of simple elec-
tronic communications, electronic transactions or military causes.  Considering this, 
the development and improvement of cryptography is essential for today’s way of 
living.  

Generally, cryptographic algorithms can be divided into two groups: symmetric 
and public key (or asymmetric) algorithms. On the other side, symmetric algorithms 
can be stream or block ciphers. Block ciphers are the ones that we are interested in, as 
SQBC is a family of block ciphers. In particular, SQBC is based on quasigroups and 
quasigroup transformations of small order, and we will use quasigroups of order 4. 
For the purposes of this research, before we continue with the results of the encryp-
tion, we will first discuss some basic terms about block ciphers, quasigroups and their 
classification, and finally the SQBC algorithms for encryption and decryption. 

2 Block Ciphers 

Encryption of a plaintext message using a block cipher is done by separating the 
plaintext message into blocks with fixed length, and encrypting them individually, so 
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that every block from the plaintext message is encrypted into a block of the encrypted 
message that has the same length. Both sides of the communication have the same 
secret key. The block length varies, but usually we are considering block length of 64, 
128, 256 bits and so on. To obtain the final encrypted message from the individually 
encrypted blocks, we can use different ways to combine them. These are known as 
modes of operation. Two of them (ECB and CBC) are used in the research, so they 
will be briefly discussed in addition. 

The ECB (Electronic Code Book) mode of operation is the simplest and the least 
secure of the modes. It simply concatenates the encrypted blocks.  

The encryption with CBC (Cipher Block Chaining) mode is done by combining the 
encrypted messages the following way: at the beginning we have an initial vector (IV) 
which is of same length as the block. This initial vector is XORed with the first block, 
and then encrypted, so that is the first encrypted block. Afterwards, we get every new 
encrypted block by XORing the previous encrypted block and the current plaintext 
block and encrypting the result.  

3 Quasigruops and Their Classification 

A groupoid (G,*), where * is a binary operation, is called a quasigroup if for each a 
and b in G there are unique x and y in G so that: 

 � ∗ � = � = � ∗ � (1) 

or formally 

 (∀ �, � ∈ 	) (∃�, � ∈ 	)(� ∗ � = � = � ∗ �) (2) 

For every quasigroup five other quasigroups can be derived, which are called 
parastrophes. In particular, we are interested in the so called left and right parastrophe 
which are defined by the following equivalences [1]: 

 x*y=z    y=x\z    x=z/y (3) 

� There are 576 quasigroups of order 4, and we will use them in the research. Con-
sidering the results of a previously conducted research [1], there are several classi-
fications on the quasigroups of order 4. In this paper we consider the classification 
by fractality (fractal and non-fractal) and classification by Boolean representation 
of quasigroups (linear, non-linear and purely non-linear). The results from [1] re-
veal several properties of the quasigroups which will be used in the research. Actu-
ally, several representative quasigroups were taken in our research and also their 
left and right parastrophes. We use the following quasigroups given with its lexi-
cographical number quasigroup 1, 6, 158 and 181 – as a representative of the frac-
tal and linear quasigroups, the non-fractal and linear quasigroups, the non-fractal 
and non-linear quasigroups and the non-fractal and purely non-linear quasigroups, 
respectively.  
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� It is expected that the quasigroups that are linear by Boolean representation or 
fractal give bad results used for encryption and we want to see if these quasigroups 
cause some undesirable structures or fractals1 in the encrypted image. 

4 The Algorithm of the SQBC Block Cipher 

SQBC is a family of block ciphers that use quasigroups and quasigroup transfor-
mations to encrypt the plaintext message in encrypted message, using a working key 
generated directly from a secret key. Obviously, the cipher includes decrypting the 
encrypted message, which also is based on quasigroup transformations.  

The algorithm of this cipher is described in “SQBC - Block cipher defined by small 
quasigroups” [2] and in this section the discussed content is referenced to it. 

Without going into detail about the algorithms used and their construction, we can 
more generally say that this cipher is different from most of the common and well 
known block ciphers, as it uses two algorithms for encryption and two for decryption. 
Actually, one encryption algorithm is used to encrypt the first block and another one 
to encrypt all the other blocks. Similarly is for the decryption. The encryp-
tion/decryption algorithm uses e transformation or d transformation, respectively. The 
e and d transformations are defined as: 

�∗,�() = ���� … ��, so that ���� = �� ∗ ���� (4) 

�∗,�() = ��� … �� , so that ���� = �� ∗ ���� (5) 

There is also an algorithm for generating working key out of the secret key which 
should be at least 80 bits long. 

In order to examine the avalanche effect2 of this block cipher, it was implemented 
in Java [3]. The interface allows the user to enter a number of rounds and the block 
length. Also, it is required to enter the secret key and generate the working key before 
we proceed to encrypting and decrypting. The avalanche effect can be calculated both 
for the encryption and the working key generation algorithm. This implementation 
can be used in various purposes. In this paper, we will apply it in the area of encrypt-
ing images. 

5 Application in the Area of Encrypting Images 

The modern way of living and the fact that the information technologies are ubiqui-
tous in all scientific fields, the culture and life in general demand paying a lot more 
attention to the data security, especially when concerning sensible data. Lately, those 
sensible data are often some images. And this is where the idea for encrypting images 
                                                           
1  the term fractal here is used as a general term for any recognizable pattern or structure that 

can appear on the picture 
2  the term avalanche effect represents the percentage of different bits between the encryptions 

of two very similar plaintext messages (that are differ only in one bit) 
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comes from. Actually, the SQBC block cipher may be used in several devices like 
personal identification cards, where there is an obvious need for encrypting images. 
Before we enclose the results of the experimental research conducted with various 
image formats, we should mention that the header of the images, which varies from 
one format to another, is not encrypted, because we want to display the results of the 
encryption like an image as well. That way we can visually see any fractals that may 
appear. 

5.1 Encryption of *.bmp Images with the SQBC Block Cipher  

Using the mentioned implementation an experimental research was conducted in or-
der to see the effect of encrypting images with this cipher. The results are given in 
details in the paper “Encrypting images with SQBC”[4]. In this paper we will shortly 
discuss this part too, as we want to compare the results with the ones obtained from 
our research. 

In the previous research given in [4] were used 24-bit Bitmap image format. This 
format is made up from 4 blocks – Header, InfoHeader, RGBQuadArray and color 
indexed array. More details about the format are given in Table 1. This image format 
is encoded with Windows-1251 encoding, so some slight changes were made in the 
previous implementation. Actually, to make the testing faster and easier, the manual 
input of the plaintext message was avoided and was replaced from reading the 
plaintext message from an external file. To avoid problems with the encoding the 
HxD hexadecimal editor was used. As said before, the first 54 bytes (the header) was 
not encrypted. 

Table 1. Bitmap file structure 

Name Size Description 
Header 14 bytes Windows Structure: Bitmap File Header 
InfoHeader 40 bytes Windows Structure: Bitmap Info Header 
RGBQuad array 4 bytes  
color-index array Varies  
 
At first, the CBC mode was used for encryption. The results were very similar to 

each other and all results showed that a fractal does not appear. Figure 3 shows the 
original *.bmp image, as for 4 and 5 show the results of the encryption using qua-
sigroups number 1 and 181, respectively. The block length used is 128 bits. 
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Fig. 1. The original *.bmp 
image (1) 

 
Fig. 2. Encryption of (1) with 
quasigroup number 1 and 
CBC mode 

 
Fig. 3. Encryption of (1) with 
quasigroup number 181 and 
CBC mode 

 
  Also, the same experiment was conducted using ECB mode to see more clearly 

the direct impact of the quasigroups used and its properties. Another change was 
made, which was to encrypt all blocks with the same algorithm. The testing was done 
with 8, 16 and 24 bits, because of the structure of *.bmp images. Actually, by en-
crypting 8 bits long blocks every color in the pixel is encrypted as one block. Encrypt-
ing blocks of 16 bits is actually encrypting two colors of the pixel as one block, and 
finally encrypting blocks which are 24 bits long result in encrypting exactly one pixel. 

Using the ECB mode as described some fractal structures started to appear. They 
are not that obvious at first, but we must consider that the algorithm of block cipher 
itself has a great impact on the fact that the encrypted image is not periodic. When 
using ECB mode, as expected, whenever the input was periodic, the encryption was 
periodic, too.  The images below show the results of the encryptions with ECB mode, 
using blocks which are 8, 16 and 24 bits long, and the quasigroups 1, 6, 158 and 181 
for the properties mentioned above. 

The Figures 6, 7 and 8 show the results of the encryption of the original image (1) 
using the quasugroup 1, ECB mode and block length of 8, 16 and 24 bits. 

 

 
Fig. 4. Encryption of (1) with 
quasigroup 1, 8 bit block 

 
Fig. 5. Encryption of (1) with 
quasigroup 1, 16 bit block 

 
Fig. 6. Encryption of (1) with 
quasigroup 1, 24 bit block 

The Figures 9, 10 and 11 show the results of same experiments using the qua-
sigroup 6, the Figures 12, 13 and 14 using the quasigroup 158 and the Figures 15, 16 
and 17 using the quasigroup 181. 

 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 295

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 
Fig. 7. Encryption of (1) with 
quasigroup 6, 8 bit block  

 
Fig. 8. Encryption of (1) with 
quasigroup 6, 16 bit block  

 
Fig. 9. Encryption of (1) with 
quasigroup 6, 24 bit block  

 
Fig. 10. Encryption of (1) 
with quasi. 158, 8 bit block  

 
Fig. 11. Encryption of (1) 
with quasi. 158, 16 bit block  

 
Fig. 12. Encryption of (1) 
with quasi. 158, 24 bit block  

 

 
Fig. 13. Encryption of (1) 
with quasi. 181, 8 bit block  

 
Fig. 14. Encryption of (1) 
with quasi. 181, 16 bit block  

 
Fig. 15. Encryption of (1) 
with quasi. 181, 24 bit block  

The encryption of images with SQBC is more elaborated in [4] and in the next sec-
tions, we will discuss more about this research – encrypting images of other formats. 

5.2 Encryption of *.jpg images with the SQBC block cipher  

The *.jpg image format is massively accepted and used nowadays. It provides a very 
powerful compression which contributes to the small size of the *.jpg image file. But, 
this reflects on the quality of the picture. 

The *.jpg format is very different from other image formats. While *.png, *.bmp 
and even *.gif have the so called lossless compression and allow the image to be fully 
restored, the *.jpg format is intended to have loss of quality in order to obtain small 
size of the file [5]. 

The structure of a *.jpg file according to its official documentation is complex and 
may contain a lot of markers. But, most often the *.jpg images are saved as JFIF 
(JPEG File Interchange Format). Table 2 shows the structure of a JFIF segment. 

Table 2. Structure of a JFIF segment 

Name Size Description 
APP0 marker 2 bytes It is always the same value: 0xFFE0 
Length 2 bytes The segment length including the APP0 
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marker including the APP0 marker 
Identifier 5 bytes Always has the same value 0x4A46494600, 

which is JFIF0 in ASCII 
Version 2 bytes The first byte is for the major version, and 

the second one for the minor version 
density units 1 bytes Holds the information about the units for 

pixel density fields (0 – only aspect ratio, 1 – 
pixels per inch, 2 – pixels per centimeter)  

X density 2 bytes horizontal pixel density 
Y density 2 bytes vertical pixel density 
thumbnail width (tw) 1 bytes thumbnail width in pixels 
thumbnail height (th) 1 bytes thumbnail height in pixels 
thumbnail data 3 x tw x th uncompressed 24-bit RGB rasterised thumb-

nail 
 
Without discussing about all the details of this format, we will consider only the 

aspects which are important about the encryption of the images. Actually, while en-
coding the image, a chromatic subsampling occurs. In simple words, this means that 
the encoding uses the flaws of the human eye to compress the image and save it in 
smaller resolution, so that it wouldn’t be noticeable on first glance. After the subsam-
pling, the image channels are divided on blocks of 8x8 bits. They undergo several 
operations, which finally leads to dependencies between the blocks. Figure 18 a) 
shows the so called zigzag encoding. 

 

   
a) b) 

Fig. 16.  a) JFIF zigzag encoding b) Encrypting the image with SQBC 

Now that the picture is divided into dependent blocks it will be encrypted sequen-
tially, bit by bit, as shown on Figure 18 b). So, with the encryption of the image, the 
dependencies are lost and the output cannot be shown as a *.jpg image. This does not 
mean that the images of *.jpg format cannot be encrypted or decrypted with SQBC, 
but the result will have to be stored textually.  

Because the output of the encryption cannot be shown as an image, Figures 19 and 
20 show the original and the encrypted image in textual and hexadecimal representa-
tion. 
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Fig. 17. The original *.jpg image in textual/hexadecimal representation 

 
Fig. 18. The encrypted *.jpg image in textual/hexadecimal representation 

5.3 Encryption of *.png Images with the SQBC Block Cipher  

Unlike the *.jpg image format, the *.png image format is bitmapped and enables loss-
less compression. There are two aspects of its structure that are important for the en-
cryption and that are the *.png file header and several markers called chunks that the 
file might contain .  
The *.png file header is represented by the fixed 8 bytes 89 50 4Е 47 0D 0A 1A 0A 
hexadecimal. The details are given in Table 3. 

Table 3. Structure of a *.png file header 

Hexadecimal  bytes Purpose 
89 For the systems that don’t support 8-bit data, this is a mark-

er to distinguish the *.png file from any other text file 
50 4Е 47 This is PNG in ASCII, so that it would be recognizable in 

text editor too   
0D 0A Marking the end of conversion in DOS-Unix style. 
1A Stops the preview under DOS when the command type is 

used  
0А Marking the end of conversion in Unix style.  

  
As said before, a *.png file can contain several chunks which should not be changed 
during encryption if we want the output as an image. The most important are so called 
critical chunks. The chunks are made of four fields: length, chunk type, chunk data 
and CRC.  The critical chunks are: IHDR – the first chunk, PLTE – marks the palette, 
IDAT – marks the image content and IEND – marks the file end. There are also 
ancillary chunks which are considered that may not cause problems in the file decod-
ing, but the experience in our research shows otherwise. So, we decided not to change 
the ancillary chunks. Some of them are bKGD, gAMA, hIST, iCCR, pHYs, sRGB. As 
explained in the previous sections, we will use the HxD hexadecimal editor to prepare 
the images for encryption. First, we used CBC mode and block lengths of 8, 16 and 
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128 bits. The 8 and 16 bit long block is used to observe because the RGB values are 
represented in 8 bites for each pixel, and sometimes there are additional 8 bits in the 
pixel to represent the alpha values of the palette. The 128 bit block length is chosen in 
order to observe the encryptions for longer blocks. We used 20 rounds and different 
keys while encryption. As before, we used the same original image given in Figure 3 
in *.png format and quasigroups number 1, 6, 158 and 181 for the discussed reasons. 

The Figures 21, 22 and 23 show the results of the encryption of the original image 
using the quasugroup 1, CBC mode and block length of 8, 16 and 128 bits. 

 

   
Fig. 19. Encryption with 
quasigroup 1, 8 bit block 

Fig. 20. Encryption with 
quasigroup 1, 16 bit block  

Fig. 21. Encryption with 
quasigroup 1, 128 bit block  

The Figures 24, 25 and 26 show the results of same experiments using the qua-
sigroup 6, the Figures 27, 28 and 29 using the quasigroup 158 and the Figures 30, 31 
and 32 using the quasigroup 181. 

 

   
Fig. 22. Encryption with 
quasigroup 6, 8 bit block 

Fig. 23. Encryption with 
quasigroup 6, 16 bit block  

Fig. 24. Encryption with 
quasigroup 6, 128 bit block 

  .  

Fig. 25. Encryption with 
quasigroup 158, 8 bit block  

Fig. 26. Encryption with 
quasigroup 158, 16 bit block  

Fig. 27. Encryption with 
quasigroup 158, 128 bit block  

   
Fig. 28. Encryption with 
quasigroup 181, 8 bit block  

Fig. 29. Encryption with 
quasigroup 181, 16 bit block 

Fig. 30. Encryption with 
quasigroup 181, 128 bit block 
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It is obvious that no fractal structures appeared using the CBC mode. That is why 
we tried encrypting with ECB mode. It is clear that if some fractal structures appeared 
it will be while using the quasigroup number 1, as it is one of the quasigroups with 
worst properties. Even using the ECB mode we don’t see any fractal structures to 
appear. The *.png file has more complex compression than the *.bmp file so this is 
the most probable reason that no obvious fractals can be recognized. 

6 Conclusion 

In this paper we gave the results of research of different types of images using the 
SQBC block cipher and we can conclude that the differences between the image file 
formats lead to different results of the encryption. This way, when encrypting the 
*.bmp images we can clearly distinguish the results of encryption using CBC and 
ECB mode, because of the very structure of the file and the way that the data is orga-
nized within it – every color is represented by 8 bits, making a pixel represented by 24 
bits. This means that by encrypting a color the result is also a color. Here, the use of 
some quasigroups results in fractals in the encrypted image. 

Unlike the *.bmp format, the *.png format provides encryptions that cannot be dis-
tinguished when using the CBC and ECB mode. Also, no matter which quasigroup we 
use, a fractal structure doesn’t seem to appear. This is probably a consequence of the 
specific compression and the special palette that the *.png format uses. 

As discussed before, the *.jpg format doesn’t allow the encryptions to be shown as 
images, because of the dependencies between the blocks and the special compression. 
Maybe it will be possible if the design of the block cipher is changed, but that was not 
our goal. 

About the future work, there are still a lot of things to consider about the SQBC 
block ciphers. These results should be theoretically examined. The research can be 
expanded to encrypting sound as well, which is currently done. In the future work we 
can include quasigroups of higher order.   
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Abstract. We present a novel communication and evaluation scenario for user 
interaction with a communication device (television). To improve user experi-
ence with communication services, we merge three domains: social signal pro-
cessing, human action recognition and human-computer interaction. Our sce-
nario includes applied and theoretical solutions about user interaction with a 
communication device. We declared the atom actions, which are represented by 
unique hand gestures and replace functions on the remote controller. On the 
other hand, we include some social signals like agreement and disagreement, 
which can represent a user’s reaction to currently played content. The ad-
vantage of our solution is the hierarchical communication scenario that allows 
the user to quit the procedure at any step. On the other hand, the computation 
time of low-level features within a recognition step represents the biggest draw-
back. The use of our method allows the user to control the communication de-
vice using hand gestures. Likewise, the use of social signals in interaction can 
improves the user experience with the communication device. 
 
Keywords: social signal processing, human action recognition, human-
computer interaction, communication scenario 

1 Introduction 

A user’s experience with communication services in his/her natural environment is 
still unpleasant and requires a high level of attention. The human-computer interac-
tion in communication device handling can be improved if we utilise the user’s past 
and present behaviour to ease user interaction by predicting his/her decisions (rec-
ommend service or content). The recommender system approach using only past be-
haviour was later enhanced by incorporating the user and service context. However, 
these approaches are socially ignorant, and we are not aware of any attempt that has 
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been made to utilise the user’s social signals during his/her interaction with the com-
munication service. Our goal is to prove that we can increase the usability of human-
computer interaction if social signals are taken into account. 

Social signal processing [1] is the research domain that aims to provide computers 
with the ability to sense and understand human social signals [2]. Social signals are 
expressed with a group of nonverbal behavioural cues initiated by the human body as 
a reaction to a current situation in everyday life. These behavioural cues are grouped 
into five groups [3]: physical appearance, gestures and postures, face and eye behav-
iour, vocal behaviour and space and environment. Context plays a crucial role in un-
derstanding human behavioural cues and includes all cues in the physical and social 
environment of the observer. The social signals are most distinctly expressed in the 
interaction between two people. If we replace one person with a communication de-
vice, we get human-computer interaction (Fig. 1). In that case, the computer (commu-
nication device) recognises the user’s social signals and uses them in the user-
communication device interaction. This procedure can improve the user experience 
and increase the efficiency level of a communication service. 

 

Fig. 1. Nonverbal behavioural cues (hand gestures, head movements, change in posture) in the 
case of the user-communication device interaction.  

The extraction of social signals that will be used in the user-communication device 
interaction will be based on the action recognition method. Human action recognition 
in video is the process of labelling image sequences with action labels [4]. The current 
methods for action recognition of social signals do not take into account that the rec-
ognised event has more than one meaning depending on the context. 

The action recognition domain ignores the social aspect of events. On the other 
hand, the introduction of social context in the human-computer interaction can in-
crease the usability of the current applications. The proposed idea of this paper is to 
utilise automatically extracted and processed social signals in the user-communication 
device interaction in order to induce (provide the relevant list of available options) 
and support the user’s decisions while passing through the user’s interaction proce-
dure. It is based on utilisation of human social intelligence and on the fact that it is 
natural for humans to transmit social signals in several verbal and nonverbal ways. In 
terms of signal processing, we are dealing with the extraction of social signals. The 
recognised social signals are then used to assist users while interacting with the com-
munication device. 
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At the beginning of the paper, we present the problem statement of using social 
signals in the human-computer interaction (Sec. 2). Our proposal includes theoretical 
and applied solutions. Since there is no appropriate dataset that we can test our idea 
with, we will record an annotated dataset for our purposes. In section 3, we present 
the communication and evaluation scenario using mock interfaces. The evaluation 
methodology represents an important part of the whole solution. Evaluation is based 
on two approaches: a comparison between the test and control set of users and on the 
accuracy of action recognition and the social signal extraction method (Sec. 4). 

2 Problem Statement 

The domain of human-computer interaction is relatively unexplored in terms of auto-
matic social signal extraction in video using action recognition methods. In the litera-
ture, we can find the following problems: the problem of using real world data for 
social signal extraction [2], and the general problem of social signal extraction in 
human-computer interaction [3]. The identification of applications that could have 
benefit from social signal processing in [2] and [5] is another challenging issue. On 
the other hand, the design of smart environments represents a big challenge for the 
current researchers [6].  

2.1 Data and resources 

The relevant test data are crucial for a successful evaluation of our proposed method –
for automatisation of communication between the user and communication device. 
The datasets available for research purposes can be divided into three classes: datasets 
for human action recognition and detection in video, datasets proposed for social sig-
nal processing and datasets for hand gesture recognition. 

 There are many datasets for human action recognition and detection. They are cat-
egorised into two classes [7]: datasets for action recognition are in [8-10], datasets for 
action detection are in [11-13]. In action recognition datasets, each video clip contains 
only one action. The aim is to classify the type of action. On the other hand, in action 
detection datasets, each video sequence contains multiple actions and the aim is to 
recognise these actions in the scene (location and time). 

Among the datasets that are appropriate for social signal processing, we focus on 
those where the social signals are presented with hand gestures and head poses. In 
most cases, this information is included in the bodies of discussion sessions as in [14] 
and [15]. In [16], the dataset of head poses that are recorded during meetings and 
office tasks is presented. On the other hand, the HPEG dataset [17] is a dataset of 
hand gestures and head poses. 

Datasets with hand gestures that are not recorded in the context-aware environment 
belong to the group of datasets for hand gesture recognition. The keck gesture dataset 
[18] presents military signals, while the Cambridge hand gesture dataset [19] includes 
basic hand motions (gestures) that are not specifically used in everyday situations. 
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Since there is no appropriate dataset to test our proposed method, we plan to create 
an annotated video dataset with included atom actions and social signals. The com-
munication and evaluation scenario with mock applications will be presented later in 
this paper. 

2.2 Proposed solutions 

This paper presents theoretical and applied solutions that can improve user-
communication device interaction. A hierarchical communication scenario of human-
computer interaction where social signals are used represents the first theoretical solu-
tion. The scenario provides decision support for the user at each level of communica-
tion (choice of device, choice of service, choice of content). The second theoretical 
solution presents the methodology for evaluation of the impact of social signals on a 
user’s decisions. In this paper, only the basic evaluation concept of our solution is 
mentioned.  

Applied solutions include automatisation of user interactions with a communica-
tion device, social signal extraction based on action recognition in video and the al-
ready mentioned annotated dataset. The first includes the introduction of atom actions 
that will be used for automatic handling of a communication device. The second solu-
tion includes the action recognition method in a context-aware environment with the 
aim extracting social signals. The last includes the recording of an annotated dataset. 

3 Annotated Dataset 

Since there is no appropriate dataset to determine the impact of the application of 
social signals, we will record our own annotated dataset. A hierarchical communica-
tion scenario will be constructed that aims to predict the use of social signals in hu-
man-computer interaction in the real world. The evaluation procedure for a communi-
cation scenario and a mock user interface and human operator interface will also be 
presented.  

3.1 Communication scenario 

We propose a user scenario in human to communication device interfacing that takes 
place in a living room. There are several communication devices such as a remote 
control, several mobile phones, etc. The structure of this scenario will guide every 
user along the planned steps in a predefined order. At every step, there is a decision 
fork where the user can either continue or quit the chosen path. The communication 
scenario by steps is described in Table 1. However, parallel with each step, feedback 
to the system is included. It presents data acquisition control provided by the human 
operator. For test data recording purposes, automatic action recognition and social 
signal extraction will be provided at each step by a human operator (real-time). Later, 
recognition and extraction will be based on video analysis algorithms and machine 
learning algorithms. Based on that scenario, an annotated dataset will be created. 
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Table 1. Steps in a communication scenario. 

Step Description Recognition 
I. Start to use communication device. Did someone approach the device? 
II. Decide on communication action. Which communication device was 

selected? 
III. Social signal induction. User reaction to induction. 
IV. Perform a selected communication action. Actions of user interface control. 
V. User decides to end or interrupt the  

current communication action. 
End of the action? Did user leave the 
observation area? 

VI. Decide to go back to step II or go to next. New communication action? 

 
Test data acquisition scenario 
 
The scenario for acquisition of test data about communication is shown in Fig. 2. In 
addition to the user and communication device, the scenario also includes a human 
operator and persons who encourage the user to express his/her emotions more dis-
tinctly. The user is observed by the human operator. He/she recognises the actions and 
signals produced by the user and provides system feedback in real time. His/her deci-
sions are marked as ground truth data. Our goal is to establish the natural environment 
for the user who will use the device, therefore some additional people are included in 
the scenario. The scenario preparation is based on an experimental design that aims 
towards social signal acquisition and evaluation of the impact of the application of 
social signals in a specific communication scenario – controlling the device.  

 
Fig. 2. Test data acquisition scenario. 

3.2 Evaluation procedure for communication scenario 

The user data acquisition procedure will involve a dedicated set of communication 
services. Human operators provide ground truth action recognition, social signal ex-
traction and system feedback to the test user in real time. The evaluation procedure 
consists of four steps. The first step includes the implementation of a specific set of 
communication services on a remote control and mobile phone together with a user 
interface and user guidance. A human operator interface will be also integrated. The 
second step includes establishment of controlled environment that will emulate the 
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natural home environment of the user. The environment will be equipped with audio 
and video recording devices. The third step includes the selection of a test and control 
group of users according to the experimental design. All users will be informed about 
the procedure. They will, one by one, perform the communication scenario through 
their own choices at decision forks. The system will be driven by the human operator, 
who provides ground truth action recognition and social signal extraction. The video 
and audio will be recorded during the sessions. The fourth step includes evaluation of 
the data. It will focus on comparison between the test and the control group, on the 
accuracy of social signal extraction and on the accuracy of action recognition. 

3.3 Appropriate activities for action recognition and social signal extraction 

Action recognition and social signal extraction will be based on video sequences. 
Hereinafter, we will describe the actions that are appropriate for that type of analysis. 
We divide actions into three groups: atom actions, social signals and other actions. 
We will briefly describe each of these groups in the context of the predefined scenar-
io.  

Atom actions present hand gestures through which the user communicates with the 
communication device. These actions replace the basic functionalities of a communi-
cation device user interface (remote control). The basis for the selected gestures is the 
“gestures with mouse” of a Mozilla Firefox application [20].The functions on a re-
mote control that will be defined with hand gestures are: power on, power off, stop, 
pause, play, next channel, previous channel, increase volume, decrease volume, mute 
and remote unit dial (1-9). Each of the hand gestures will be defined with a unique 
movement. Based on that, some kind of codebook with hand gestures will be pro-
posed. Some gestures from that codebook are presented in Fig. 3. These hand gestures 
– defined as atom actions – will be mapped into social signals that allow a user to 
manage the communication device in a context-aware environment. 

Social signals are actions that in a context-aware environment represent a user’s 
reaction to current content. The focus in this scenario will be on hand gestures, head 
movements and some other actions that are clearly defined with movements. The 
basic scenario includes two different contexts where social signals are presented. The 
first context includes communication when the user approaches the communication 
device and the device offers him/her various video contents. The second context in-
cludes a scenario where the user watches the same video content for a longer time. 
Social signals that can be extracted in both cases are: agreement (nodding), disagree-
ment (head shaking), thinking (put hand to a chin, move hand), fear (cover eyes), etc. 
Performance of these signals is presented in Fig. 4.  

Other actions are defined as actions that cannot be expressed as reactions to current 
video content but are defined as a reaction to outside influences. Activities are deter-
mined based on user observation during his/her interaction with the communication 
device in a natural environment. The focus will be on whole body movements as well 
as on upper body movement recognition. The first group of actions includes the fol-
lowing situations: user approaches the observation area and displays that he/she wants 
to watch TV (starts communication action) and user stands up and leaves the observa-
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tion area (pause communication action, stops communication action). The second 
group includes the following situations: a user takes a new communication device in 
his/her hand (if mobile phone – mute the sound on TV), a user lies down during a 
communication action (he/she is tired – decrease the volume on TV), etc. 

 

Fig. 3. Examples of atom actions presented with hand gestures. 

 
Fig. 4. Examples of social signals presented with hand gestures and head movements. 

3.4 Annotation of dataset 

As we have already mentioned, the subset of the recorded audio-visual dataset with 
video information about the actions recorded in the context-aware environment will 
be the basis for our work. The information about each action will be presented as a 
record in an XML document. In the head of XML document, there will be basic in-
formation about the whole set of actions including: number of actions, frame rate and 
space and time units. Each action will then be described in the following form: action 
name, action number (unique ID number), time interval when action appears (starts, 
ends) and spatial position in space. 

3.5 Applications used by user and human operator 

As we see in the scene of the scenario (Fig. 2), there are two devices where applica-
tions will be used. The first will be used by a human operator and the second by the 
user. 

The human operator interface (Fig. 5a) consists of various buttons through which 
the human operator makes notes (pushing the buttons on interface) about user behav-
iour. His/her recognition will be used as feedback information for the user. The but-
tons on the interface are grouped in four groups: social signals, atom actions, other 
activities and video content. In addition to that, the selection bar, a window for dis-
playing the user’s previous activities and a window where the current time is dis-
played are also shown on the interface.  

The user interface (Fig. 5b) represents the applied version of the communication 
device. The interface consists of two parts: the window in which the video content is 
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playing and the window in which the feedback of the human operator is displayed. 
Based on that, the user always knows how the human operator recognised his/her 
reaction to the currently played video content. In this case, the human operator replac-
es the automatic recognition of activities and signals. This feedback information from 
the human operator is important from various aspects. If the user does not know how 
its social signals are interpreted, his/her emotional response is much less distinctive 
than if he/she knows. The consequence of that is an unpleasant user experience that 
leads to useless test results.  

Fig. 5. a) Human operator interface and b) User interface. 

4 Data Evaluation 

The annotated video dataset will be evaluated in two different ways. The first one 
involves a comparison between the test and the control group. The aim of the compar-
ison is to determine the intensity of impact of social signals on a user’s decisions in a 
communication scenario. The second way is based on evaluation of the action recog-
nition and social signal extraction method on the test set. 

4.1 Comparison between test set and control set 

The test set will be represented by a group of users whose induced social signals dur-
ing interaction with a communication device will be taken into account. On the other 
hand, the control group will be represented by a numerically comparable group of 
users whose induced socials signals will not be taken into account. The comparison 
between both sets of users will be based on pre and post questionnaires. The ques-
tionnaires will be based on one of the methods for user experience evaluation. One of 
the most appropriate is the system usability scale (SUS), which represents a simple 
questionnaire. It uses the Likert scale with ten questions and provides a high degree of 
reliability. AttrakDiff, usability heuristics, etc are also appropriate methods. The aim 
of comparison is to verify the impact of social signals on a user’s decisions. If the 
impact of social signals is big enough, the results of comparison between both sets 
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must show the difference in contentment with the selected content, in contentment 
with the communication device, and in user’s interaction time with device.   

Since the application of social signals is not the only factor that has an impact on 
user’s decisions, the experimental design will be used to control other factors in the 
way that the realistic evaluation of social signals impact can be evaluated. Each deci-
sion of a user � ∈ � is modeled as 

� = ���, �	, … , �
, �	, … , ��,                                              (1) 

where �	, … , �
 are the factors we can control and �	, … , �� are the factors we can-
not control.  

4.2 Accuracy of the action recognition and social signal extraction method 

The second method of evaluation is evaluation of the accuracy of the action recogni-
tion and social signal extraction method on the test set. From video sequences of ac-
tions and signals, we will extract low-level features using the space-time interest point 
detector (STIP) [21] that has proven successful thus far [22]. Then hierarchical Bayes-
ian feature selection (HBFS) [23] will be used to select most representative local fea-
tures for each class of atom actions. A dimension of features space will be reduced 
through dimensionality reduction methods (LPP, LDA, etc.). The most appropriate 
method for our dataset will be selected. Among the many techniques of pattern recog-
nition, various SVM classifiers will be tested for our purposes. A test video dataset 
will be divided into two groups. The performance of the proposed algorithm will be 
examined based on a confusion matrix and these measures; precision, recall and F-
measure. The time complexity of the algorithm will also be measured. 

5 Conclusion 

The proposed communication model will be used for data acquisition, including so-
cial signals, about the user. During the interaction, the user will use atom actions for 
communication device handling. On the other hand, the system will extract the user’s 
social signals that represent his/her reaction to the current video content.  

The important predisposition for successful evaluation of data is the initial emo-
tional state of user, which must be taken into account. Based on our experimental 
design, the impact of other factors will be minimised. Evaluation will be based on pre 
and post questionnaires and on the accuracy of the action recognition method.  

The aim of the proposed model is automatisation of the interaction between the us-
er and communication device which including user’s social signals. Improved user 
experience and usability might be the biggest advantages of the proposed model. On 
the other hand, the drawbacks might be the additional learning of atom actions and a 
slow algorithm for action recognition and social signal extraction. 
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Abstract. Tools emerged from information technology, such as Learning 
Management Systems (LMS), have been proven to significantly boost the 
students’ performance and productivity. Hence, many higher education 
institutions have adopted such systems. Given the fact of the growth rates in 
adopting LMS in university education and the imperativeness of the factors’ 
evaluation before the adoption of such a system at State University of Tetova in 
Macedonia, adds to the urgency to conduct a research by which factors that 
predict the students’ intention to adopt LMS to be examined. In this paper, 
based on extant literature review and by utilizing the Unified Theory of 
Acceptance and Use of Technology (UTAUT), as the best model for predicting 
individual’s technology acceptance, a research model is developed. By 
employing survey, the relations between the factors are described. Empirical 
data is gathered through purposive sampling technique. The results of this 
study, beside the theoretical contribution, are of a great importance to the 
university itself in promoting the use of technology in teaching and learning, 
and also confirm the need for adopting a LMS.  

Keywords: Learning Management System, UTAUT, Intention, Adoption 

1 Introduction 

Over the years information technology (IT) is increasingly becoming an integral or 
imperative part of everyone’s working and personal life. Information and knowledge 
is needed to be reached everywhere and at any time [1].  

Learning Management System (LMS), as a tool emerged from IT,  and it is 
considered as one of the most significant developments in the use of IT in universities 
in the last decades[2]. Such information system (IS) provides many benefits to 
individuals and organizations [3].  From the students’ perspective, these systems 
provide them with the ability to access the course materials, delivered by the 
instructors, and use communication and interactive features in their learning activities, 
which in turn have been proven to significantly boost their performance and 
productivity [4]. Hence, many higher education institutions have adopted such 
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systems.  The adoption of LMS is influenced by a number of factors, grouped as 
critical success factors into four categories [5] namely,  instructor, student, IT, and 
university support, hence this paper takes into consideration the students’ personal 
decision to adopt such a system.   

Although, there are several studies that have focused specifically on the users’ – 
students’ intention to adopt such systems [6-11], however we should bear in mind that 
there are different institutional cultures and characteristics [12], thus the richness of 
each findings can help the worldwide community to enrich their understandings about 
the factors influencing LMS’s acceptance.  Moreover, given the fact of the growth 
rates in adopting a LMS in university education and the imperativeness of the factors’ 
evaluation before the adoption [5] of such a system at State University of Tetova in 
Macedonia, adds to the urgency to conduct a research by which factors that predict 
the students’ intention to adopt LMS to be examined.  

Based on extant literature review  and by utilizing the Unified Theory of 
Acceptance and Use of Technology (UTAUT), as the best model for predicting 
individual’s technology acceptance by explaining nearly 70% of the variance in usage 
intention [13], a research model is developed.    

The results of this study, beside the theoretical contribution- validation of UTAUT, 
are of a great importance to the university itself (the State University of Tetova), and 
also to other universities in promoting the use of technology in teaching and learning, 
confirm the need for adopting-deploying a LMS, if one is not deployed yet, and most 
importantly they identify and enrich the understandings of the factors that influence 
its acceptance.   

2 Literature Review and Theoretical Framework 

2.1 Learning Management System (LMS) 

LMS is viewed differently among different perspectives [14] and also, as a relatively 
new concept, it is often confused with other similar concepts, such as e-learning, 
digital learning, virtual learning and distance learning etc.[1]. Since, all of these 
concepts represent modern achievements in the education process, for the purposes of 
this paper the term LMS will be used accordingly.  

As an important platform to support effective learning environment, a LMS is 
defined as a system which employs a range of ICTs to offer an online platform over 
the internet, where a whole course can be planned, facilitated and managed by both 
the teacher and the learner [15]. Moreover, they are defined as web-based tools used 
to manage, implement and assess online learning and teaching. examples of which are 
categorized into proprietary systems such as  Blackboard, WebCT, Desire2Learn, 
Angel etc and open – source systems such as Sakai, Moodle, OLAT etc [16]. All of 
the functionalities provided by these systems tend to motivate students, enhance their 
efficiency and cost-savings [14] and most importantly, tend to accelerate their 
learning processes [17].  
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2.2 Unified Theory of Acceptance and Use of Technology (UTAUT)  

Many studies have been conducted and several theoretical models have been proposed 
to explain users’ intention to use IT. The UTAUT model  [18],  developed in an effort 
to improve the predictive power of a user acceptance model, integrates elements 
across the eight prominent theoretical models, which are build up on each other. The 
newly developed UTAUT model includes four variables, performance expectancy, 
effort expectancy, social influence, and facilitating conditions, and up to four 
moderators of key behaviors, gender, age, experience, and voluntariness. While the 
eight models taken individually varied in explanatory power from 17% to 53% of the 
variance in user intentions to use IT, UTAUT explained 69% of the variance [19].  

2.3 Reseach Model and Hypothesis development 

Although TAM is considered to be one the most common theories in the field of 
adoption, due to the contradictory results in e-learning studies that adopted TAM  [20, 
21] cited in [22], and also due to UTAUT’s novelty in the field of user acceptance 
[23], its high predictive power and the new significant relations-paths between its 
constructs found in recent e-learning studies [3, 22, 24], a research model is proposed, 
as shown in Fig. 1, which clearly utilizes UTAUT as a base theory.  

2.3.1 Performance Expectancy, Effort Expectancy and Attitude 

Within each individual model used to develop UTAUT, performance expectancy is 
the strongest predictor of intention [18]. Moreover, extant studies [24] and [22] found 
that performance expectancy has a positive effect on the users’ attitudes.  
H1: Performance Expectancy has a positive effect on the users’ Behavioral Intention. 
H2: Performance Expectancy has a positive effect on the users’ Attitude. 

On, the other hand, effort expectancy is defined as the degree of ease associated 
with the use of the system [18]. Similarly, as perceived ease of use of TAM which is 
found to have significant effect on perceived usefulness, attitude and behavioral 
intention, effort expectancy has been found to be influential on performance 
expectancy, attitude [3, 22, 24] and behavioral intention. 
H3: Effort Expectancy has a positive effect on the users’ Performance Expectancy. 
H4: Effort Expectancy has a positive effect on the users’ Attitude. 
H5: Effort Expectancy has a positive effect on the users’ Behavioral Intention. 

Attitude has been found to be strong and important determinant of the users’ 
behavioral intention in many studies. In the study  in which attitude is incorporated 
into UTAUT model, the results indicated that attitude toward using technology can 
predict the users’ behavioral intention [24]. 
H6: Attitude has a positive effect on the users’ Behavioral Intention. 
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2.3.2 Social Influence and Facilitating Conditions 

Social influence, as a strong and direct determinant of behavioral intention in 
UTAUT, it is incorporated in other models as well as an external factor having a 
positive effect on attitude [22].  
H7: Social Influence has a positive effect on the users’ Attitude. 
H8: Social Influence has a positive effect on the users’ Behavioral Intention. 
 

Facilitating conditions are a direct determinant of the users’ behavioral intentions 
[18]. Moreover, new significant relationships are identified between facilitating 
conditions and effort expectancy [3]. 
H9: Facilitating Condition has a positive effect on the users’ Behavioral Intention. 
H10: Facilitating Condition has a positive effect on the users’ Effort Expectancy. 
 
 
 
 
 
 
 
 

 
 
Fig. 1. Research Model 

3 Methodology    

3.1 Research Approach and Strategy 

Since the study involves hypothesis testing through data collection and statistical 
analysis then it adopts a positivist knowledge claim [25], hence a quantitative 
approach was used in this study. Regarding the research strategy, survey was 
employed since the study focuses on contemporary event and it does not require 
control over behavioral events [26]. 

3.2 Sample, Data Collection, Questionnaire and Data Analysis Method  

Purposive sampling, as a form of nonprobability sampling [27], was employed in this 
study as a sampling method. Thus, the empirical data is gathered through the first year 
students studying at different departments at State University of Tetova, to whom the 
course outlines and course materials were presented through authors’ - instructors’ 
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personal website. The designed questionnaire for the purposes of this study, was 
firstly distributed among 27 students, namely a pilot study was conducted to ensure its 
appropriateness and understandability. The final questionnaire, after the pilot study, 
comprised of 24 observed and 6 latent variables. The five point Likert scales, ranging 
from strongly disagree to strongly agree, was used for all the questions measuring the 
observed variables. Totally, 213 students completed the questionnaire.  

IBM SPSS Statistics 20 is used for computing the reliability coefficients and the 
explanatory factor analysis, whereas for the confirmatory factor analysis, known as 
Structural Equation Modeling (SEM), LISREL 8.80 is used.  

3.3 Validity and Reliability 

To assess the validity in this study, distinct aspects of validity are considered such as 
content validity, which is achieved from the extensive literature review [28], and 
factorial validity as a subtype of construct validity, which can assess both convergent 
and discriminant validity are examined by using factor analytic techniques.   

The results obtained from the factor analysis technique, namely the KMO and 
Bartlett’s test of sphericity, show that that the partial correlations among variables are 
all greater than 0.5, ranging from 0.684 to 0.827, and the factor model is appropriate 
whereby all the relationships are significant (p < 0.05). To assess convergent and 
discriminant validity, Average Variance Extracted (AVE) of at least 0.5 [29] and the 
shared variance is calculated by the using the following equation AVE= Σ (factor 
loading)2/Σ(factor loading)2 + Σ measurement error [3]. The results show that the 
amount of AVE ranged from 0.615 to 0.827, and the shared variance (squared 
correlation coefficient between constructs) was below the amount of average variance 
extracted. 

To assess the reliability in this study, internal consistency reliability is applied by 
using the Cronbach’s alpha value higher than 0.70 for the study to be internally 
consistent and acceptable. The results of this study indicate that the research 
instrument used is internally consistent and acceptable, having the total reliability 
equal to 0.835. The validity and reliability results of this study are shown in Table 1 
and Table 2.    

Table 1. Instrument Validity and Reliability 

 KMO  
>0.5 

AVE 
 
>0.5 

Cronbach’s 
Alpha 
>0.7 

Total 
Reliability 

Performance Expectancy (PE) 0.792 0.689 0.841 

0.835 

Effort Expectancy (EE) 0.779 0.615 0.782 
Attitude (A) 0.789 0.769 0.848 
Facilitating Condition (FC) 0.827 0.827 0.875 
Social Influence (SI) 0.800 0.821 0.871 
Behavioral Intention (BI) 0.684 0.747 0.790 
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Table 2. Discriminant Validity 

 PE EE A FC SI BI 
PE 0.83      

EE 0.58 0.78     

A 0.29 0.29 0.88    

FC 0.38 0.36 0.32 0.91   

SI 0.17 0.18 0.22 0.19 0.91  

BI 0.77 0.69 0.30 0.42 0.22 0.86 

Inter variable correlation and the square root of Average Variance Extracted on the diagonal. 

4 Results and Discussion 

As mentioned above, structural equation modeling (SEM) or confirmatory factor 
analysis (CFA), which is one of the most used multivariate data analysis techniques in 
information systems (IS) research [30], is used for evaluation of the research model 
and the proposed hypothesis. 

4.1 The Measurement Model 

The measurement model fit in this study was estimated by using the common model-
fit measures. As presented in Table 3, all the model-fit indices exceed their respective 
common acceptance levels [31] indicating a good model fit with the data collected. 

Table 3. Measurement Model 

Fit indices Recommended 
Value 

Result 

χ2/d.f. < 3 1.77 
GFI (Goodness of Fit Index)  >0.8 0.85 
RMSEA (root mean square error of approximation) < 0.08 0.06 
RMR (root mean square residual) < 0.08 0.03 
NFI (normed fit index) > 0.9 0.96 
NNFI (non-normed fit index) > 0.9 0.98 
CFI (comparative fit index) > 0.9 0.98 

4.2 Structural Model Test 

Given the satisfactory model fit, standardized path coefficients and t-values of the 
structural model were studied to evaluate the research hypotheses. The research 
results of the structural model and discussion are presented as follows: 
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� The results reveal that performance expectancy is significantly related to 
behavioral intention (γ=0.69, t=2.29), hence the first hypothesis (H1) is supported. 
It implies that students find web-based learning – LMS useful in their education, 
improving their performance and also increasing the possibilities of 
communication with other students and instructors.  On the other hand, the 
relationship between performance expectancy and attitude is not significant (γ=-
0.41, t=-0.74), hence, the second hypothesis (H2) is not supported. Although H1 
and H2 results with some prior related studies contradict and with some  are 
consistent [3, 22, 24, 32], most importantly, they confirm prior findings of 
Venkatesh et al. [18] who developed the Unified theory of acceptance and use of 
technology (UTAUT).  

� The third hypothesis (H3), namely the relation between effort expectancy and 
performance expectancy appears to be very significant (γ=0.95, t=8.72), which 
confirm the findings of Chiu and Wang [33], Sumak et al. [22] and Alrawashdeh et 
al. [3]. The fourth (H4) and the fifth (H5) hypothesis are not supported, since the 
relation between effort expectancy and attitude (γ=0.95, t=1.69) and the relation 
between effort expectancy and behavioral intention (γ=0.47, t=1.37) are not 
significant. These results indicate that students are not concerned with the ease of 
use of the system, rather, as mentioned earlier, the degree to which they believe 
that using the system will them attain gains in performance. This also in line with 
the TAM (Technology Acceptance Model), as Davis [34] claims that ease of use, 
referred to as effort expectancy in UTAUT,  may be an antecedent to usefulness 
referred to as performance expectancy in UTAUT, rather than a parallel, direct 
determinant of usage.   

� Hypothesis six (H6), according to the gained results is not supported (γ=-0.11, t=-
1.57), confirms the finding of Venkatesh et. al. [18], that attitude does not have 
direct effect or it is not a direct determinant of behavioral intention.   

�  The results from the structural equal modeling reveal that both hypothesis seven 
(H7) (γ=0.28, t=3.82) and hypothesis eight (H8) (γ=0.09, t=2.03) are significantly 
related, hence both hypothesis are supported and the results in line with prior 
related studies [3, 22, 24], whereas contradicting with findings of Chiu and Wang 
[33] and Islam [32], who found significant relation between social influence and 
behavioral intention. 

� Hypothesis nine (H9), which is about the relationship between facilitating 
condition and effort expectancy, is supported as the results show that facilitating 
condition has a significantly positive effect on effort expectancy (γ=0.77, t=9.21), 
which confirms the newly detected path found in the study conducted by 
Alrawashdeh et al.[3]. Hypothesis ten (H10), is not supported as the results show 
that the relationship of facilitating condition with behavioral intention is not 
significant (γ=-0.06, t=-0.74), which confirms prior study results and most 
importantly it confirms the findings of Venkatesh [18], who theorized facilitating 
condition as a construct not being a direct determinant of behavioral intention, 
rather, facilitating condition is a determinant of use intention. 
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5 Conclusion and Research Limitations 

5.1 Conclusion 

This study, by utilizing UTAUT, as a base theory, by integrating an additional 
construct (“attitude”) and also by adding new construct relationships, identified as 
significant in extant related studies, this study investigated the student’s behavioral 
intention to accept LMS, with an aim to advance the knowledge about the factors 
influencing its acceptance.   

The results of this study show that performance expectancy and social influence are 
direct determinants of behavioral intention, whereas effort expectancy is identified as 
an antecedent of performance expectancy. Facilitating conditions and attitude are not 
found to have significant relationship with behavioral intention.  

From this study’s results, several implications can be drawn. First, an important 
contribution is the use of UTAUT, namely its validation, as a novel model in the field 
of user acceptance [23]  in an educational context, respectively at State University of 
Tetova, given the fact that there are different institutional cultures and characteristics 
[12]. Second, the findings implicate that students’ perception of the performance 
expectancy is crucial in fostering their behavioral intention to accept and use a 
technology, similar to prior findings [10] that the strongest driver of technology use is 
perceived usefulness, whereas their attitude may not be equally important.  Moreover, 
beside confirming the university’s need for adopting-deploying a LMS at State 
University of Tetova, and also in other universities if such a system is not deployed 
yet, a key role in promoting the use of technology in teaching and learning, play 
course instructors – professors, who have to take advantage of the web technologies 
and other related services to facilitate the students’ needs.  

5.2 Limitations and Future Work 

Investigation of the research problem, construction of the research model, data 
collection and analysis, and documentation of the results in a limited time frame cause 
limitations in the scope and size of this study. Respectively, the sample size which is 
limited to students, to whom the course outlines and course materials were presented 
through instructors’-authors’ personal website. Further on, the fact the adoption of 
LMS is not only influenced by students, but also a number of other factors such as 
instructors, IT, university support [5] etc., which need to be addressed in future 
studies. In addition, due to time limitation, the UTAUT moderating effects such as 
gender, age, experience and voluntariness of use are not considered in this study, 
which make an avenue of future research.  
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Abstract. There is a lack of published research data on the goal conversions of 

the real e-commerce systems and e-commerce users’ behavior in Macedonia 

and the Balkan countries. We present the findings of the 6 months research on 

the strategies applied on the regional e-commerce online bookstore 

Kupikniga.mk. Several conversion channels and combination funnels were 

applied, like paper flyers, TV and news presence, multi-level referral lists, 

social networks, search engines optimization, AdWords, social advertising, 

online video advertising, email advertising, newsletters, personalized search 

and recommendations. Based on the analytical data from 2,000 registered byers 

for 10,000 offered items, we draw conclusions on the conversion rates of 

different channels and model the behavior of the average e-commerce user in 

the region.  

Keywords:    goals, analytics, conversions, online bookstore, e-commerce, user 

behavior, supply chain, social networking, search engine optimization, referrals 

1 Introduction 

There are numerous research publications concerning the e-commerce status in 

Macedonia and the region 1234. But there is lack of indexed published research 

providing information regarding real commercial e-commerce websites performance 

indicators 5. Especially for the following research questions: which conversion 

channels lead to higher percentage of accomplishments of e-commerce goals, and 

what is the behavior of the average e-commerce user in Macedonia and the Balkan 

region?  

We applied the research on the e-commerce web site Kupikniga.mk 6. It is an 

online bookstore that sells books and small goods to customers mainly in Macedonia, 

the Balkan countries and the Macedonian diaspora around the world. Different 

approaches and several conversion channels and combination funnels were applied, 

like paper flyers, TV and news presence, multi-level referral lists, social networks, 

search engines optimization, AdWords, social advertising, online video advertising, 
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email advertising, newsletters, personalized search and recommendations. The period 

of monitoring was 6 months.  

This paper is organized in the following sections: section 2 presents the overview 

of the e-commerce site Kupikniga.mk, section 3 defines the goals that were setup for 

the website and the completion outcome that was measured during the research 

period, section 4 presents the different channels and the combinations conversions 

funnels that were applied and the impact results that were obtained, section 5 present 

the findings and the discussion. 

2 Overview of Kupikniga.mk 

Kupikniga.mk is an online bookstore that sells books and small goods to customers in 

Macedonia, the Balkan region and the regional diaspora around the world. It is an 

investment of the authors.  

 

Fig. 1 End users front end of the system 

The website is developed from scratch and does not use any third party of-the-shelf 

non-configurable components. It is constantly upgraded and new features are added 

on daily bases. Kupikniga.mk includes the front end e-shopping website for the users 

(Figure 1) and back end administrative system that is a combination of a basic 

customer relationship management system, e-commerce back end system, finance 

management system, and supply chain and tracking system (Figure 2). 
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The books are organized in numerous categories and subcategories. At this 

moment of writing there are more than 10,000 books and 2,000 registered buyers. All 

the analysis in this paper is based on this representative number. 

The web site implements a rating and recommendations system and several social 

connectors that enable sharing and expressions for the offered books.  

 

Fig. 2 Back end administrative part of the system 

Kupikniga.mk implements an innovative supply chain concept. There are no books 

and goods kept on stock at Kupikniga.mk. Instead it has a comprehensive tracking 

and delivery system. The leger of the books is automatically maintained in connection 

to the status of the publishers’ legers, and the ordered books are ordered and shipped 

directly from the publisher’s collection center to the end user. There are special cases 

when one user orders books from several publishers. In order to minimize the 

expenses for delivery, the system calculates the optimal route and date for collection 

of the books from several publishers that are later joined in one package at the 

Kupikniga.mk fulfillment center and shipped to the end customer. 

The second special case is when a user orders books that are not from the country 

of the end shipment address. Kupikniga.mk has regional partner collection centers in 

several Balkan countries. To minimize the impact of the transport and import 

expenses on the end user price, the systems calculated the optimal time when a group 

order will be shipped from a collection center. There is a minimal order quantity that 

is covered by the end user price margin. If the number of ordered books is below this 

quantity, the Kupikniga.mk admin system places automatic orders of additional 

books. The books are selected by the system using several criteria: the best sellers in 

the last 10 days, the books that are most visited and socially shared, books with best 

ratings. It is expected that these books will be as well purchased shortly after the 

order. With these techniques, the average delivery time for in country ordered books 
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with normal shipment is 3 days and for priority shipment if ordered during working 

hours is the next working day. The same periods apply to orders from Macedonian 

publishers to customers abroad. The above times apply but for start of delivery taking 

into account the additional time is needed for delivery with normal and priority post. 

For out of country ordered books, the delivery time to the customer is around 9 days 

in average.   

3 Goals 

There are several goals defined and monitored with different conversion channels. 

The first goal is the number of visits. Since there are new and returning visitors that 

behave differently, apart from the number of visit, as well the number of visited pages 

and visit duration is monitored. 

The second goal is the registered users. For the website this is a very important 

goal, since apart from the number of visits these registered users pay to the site, they 

can as well be targeted with personalized emails, calls and offers. 

The ultimate goal of Kupikniga.mk, like for other e-commerce sites 7 is the 

successful purchase when a client orders and pays. There is a long-lasting argument 

which goal is more important.  At the end, higher number of visitor usually leads to 

more registered customers and this to more purchases if handled well. But a clear 

distinction needs to be made between informational websites and e-commerce sites. 

The main revenue for informational web sites is from commercials that usually refer 

to more visitors to the site, but for e-commerce sites, the core revenue is from 

concluded purchases.  

4 Multi-Channel Conversions 

Our approach in the researched period was to apply different strategies that included 

use of a specific conversion channel, but also to explore strategies that combined 

several assisted conversions channels 8. The main goal was to determine the right 

strategy that gives best results in the context of the geographical location of the 

customers 910. The following channels were tried: 

Hardcopy promotional fliers – the leaflets were distributed to special groups that 

have interest in book. We covered events like the Skopje Book fair and specific 

promotional event for books. We tracked the impact with a special promotional code 

for registration. 

Television and press presence - the strategy was to be present on the major 

television channels and in the press in a period of one week so we could easily 

measure the impact. Different shows were targeted like morning shows, classical 

interviews, and press conferences. 

Cross-referencing – banners were exchanged with several other sites. The referral 

traffic was monitored. 

Loyalty and referral program - We implement a loyalty program were the regular 

customers are rewarded with discounts from 3 to 10 %.  More a customer spends, the 
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bigger is the discount for all future purchases.  We encourage the customers to invite 

more friends to join and register on the site.  After accomplishing a certain number of 

registered referrals, the inviting party gets a bigger discount. To encourage the 

referred user to register, we offer a startup discount for this group of users as well. 

The registered users are targeted with personalized e-newsletters with latest offers. 

Optimization of the search tools and recommendations system – Kupikniga.mk 

implements the algorithm of collaborative filtering for the search tool on the website 

and item-to-item collaborative filtering for the recommendation system where when a 

product is presented, several additional recommendations are given 16.  

Social networks – we had two approaches for the social networks. The first one 

was to create and maintain profiles on the social networks: Facebook, Google +. 

LinkedIn and Tweeter. The second approach was to attract more visitors with paid 

advertisements on Facebook. For the second approach several campaigns were tried. 

We targeted special age groups, with special interests and specific locations.   

Search engines – the first approach was to optimize the website and every page for 

search engines optimization (SEO). Several steps widely published were conducted 

with linking to other sites and the metadata of every webpage 1718. We also ran paid 

AdWords 19 campaigns on Google in specific periods to measure the impact of paid 

searches.  

5 Findings and Discussion 

We have measured the impact of the conversions channels using the data from the 

internal administration system of Kupikniga.mk and the analytical tool provided by 

Google Analytics 20.  

The data for the audience of the website shows that there is a high percentage of 

new visitors 61.72% compared to 38.28% returning visitors. This indicates that in 

order to complete a purchase, an average e-commerce site in the region needs to have 

a good navigation in order to lead on the users to make a decision to purchase in the 

first visit. 

Majority of the visitors are from Macedonia with more than 90%, followed by a 

fair representation from the USA, Serbia, Croatia, Germany, Bulgaria, Slovenia, Italy 

and other countries. Majority of the site visitors from Macedonia live in the capital 

Skopje 67,93%, but there is noticeable domination of purchases from other cities in 

Macedonia compared to Skopje. The reason will be discussed further on in this 

section. 

Most of the visits with 49.01% are with duration of less than 10 seconds. Usually 

visits last from 1 to 10 minutes in 25,79% of the visits and remaining for other 

durations. We conclude that a usual e-commerce user in the region need a good 

impression in the first 10 seconds to stay on the site, and usually the purchase is made 

in the time span from 1 to 10 minutes. 

The dominant operating system in use is Windows with 94.57% followed by Mac 

OS 1.51%, Linux 1.42%, and other. Dominant browser is Chrome 54.52%, than 

Firefox 31.58%, Internet Explorer 8.36%, Safari 2.08% and other. At this moment the 
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average e-commerce users in the region dominantly use Windows and browse on 

Chrome. All the future services need to be fine-tuned especially for this profile of OS 

and browser. 

When it comes to the access devices, only 2.35% of the users access the site on a 

mobile device, from which dominant are the Apple products iPhone 28.76% and iPad 

22.61%. At this moment the market for e-commerce in Macedonia and the region is 

not ready for mobile access, but it is an emerging market, since the cost for mobile 

Internet is getting more affordable in the region. 

The traffic on the website is mostly referral from Facebook 51.86%, direct traffic 

19.86%, Google organic search 11.62% and insignificant remaining sources. We 

reason that an ordinary e-commerce user in the region heavily uses social networks 

and this is a very good channel to refer traffic to the website. When it comes to the 

AdWords campaigns, they are insignificant compared to the advertisements on 

Facebook, because there is an estimation of only 170 thousand overall users that use 

Google search 19, further narrowed with specific search keywords, compared to more 

than 1.5 million Facebook profiles in Macedonia only 12. 

Regarding the conversion rates of the channels presented in section 4, the 

promotional leaflets did not lead to any goal completion and we could conclude that 

this channel is not appropriate for marketing activities connected to e-commerce. 

The television and press presence had an impact on the goals completion, 

especially for the number of visits and the registration. In the period of intense 

presence in the media, there was an increase in the goals completion in the span of 4-

9% compared to the periods without media activity. 

 

Fig. 3 Multi-channel conversion funnel 

The cross referencing and the referral from other local sites had a significant 

impact on the goals completions. Since these were sites that had normal rate of traffic, 

this channel will need to be trialed further with referrals from top ranked sites by 

visits from Macedonia and the region. 
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The loyalty and referral program increased the completion of the goal for 

registration nearly 21%, but only when used in a funnel with other promotional 

activities like social networking, paid search and e-newsletters. 

Kupikniga.mk has more than 10,000 items in the offer. There was a significant 

number of drop-offs because the customers could not find products that do exist in the 

offer. After implementing the algorithm of collaborative filtering for the search tool 

on the website and item-to-item collaborative filtering for the recommendation 

system, the number of drop-offs for searches of products that do exist in the offer has 

lowered by nearly 36%. 

The research showed that the activities thru the channels of social networking and 

search engines have the highest rate of conversions (Figure 3). From total of 59,340 

goal completions, 20,678 were assisted conversion than included several channels 

before the final step of goal completions. There were 57.02% of goal completions 

with referral from social networks, with 99.38% coming from Facebook, direct 

conversion 36.43%, referral from other sources 15.58%, organic search 13.58% and 

insignificant paid search 0.09%.  

The assisted conversion with 34.84% of the goal completions came from the 

interaction of several channels. The best performing combination were: the 

combination of social and direct traffic assisted in 10.25% of the assisted conversions, 

social and referral in 3.96%, direct and referral 6.05%, organic search and direct 

4.42%, social with direct and referral 2.97%. The other combinations are with impact 

of below 1%. Having said this, we can conclude that the social networks are the best 

performers in assisting goal completions, but in many cases there is a need for 

assisted conversions funnel with several channels to complete a specific goal.   

Two aspects that are important are the time lag and the goal path length. The 

observed data showed that the e-commerce users in Macedonia are impulsive and buy 

on the first day of visit with 70.94%. The second significant group is buyers returning 

and buying after 29 days with 2.81% and all other periods from 1-28 days distributed 

evenly around 1% each. 

The ordinarily e-commerce users in the region are very inpatient to complete a 

purchase. The completion of a goal is either in one interaction 65.15%, two 

interactions 13.68%, three interactions 5.32%, four interactions 2.76%, or 12+ 

interaction 7.20%. All other paths participate with bellow 1%.  

Interesting phenomenon was observed with the type of payments. On 

Kupikniga.mk the users can pay online with a credit card on via bank transfer. Even 

though this is an e-commerce site, nearly 60% of the users prefer to pay for the 

purchase via bank transfer, not to use a credit card. There is a huge mistrust that is 

mainly subjective, since there have not been any major reported abuses of credit cards 

on e-commerce sites in Macedonia or in the region. 
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6 Conclusion 

In this paper we have presented our observations on the different strategies applied to 

improve the conversion rate of the specified goals on the website Kupikniga.mk. The 

observed site had 2,000 registered clients and 10,000 items. 

The paper based printed traditional channels underperform. The media still 

contribute but only with supportive electronic campaign as well. 

From the electronic channels, for the specific users that were observed, the best 

channel to increase the number of conversions is Facebook. Google, especially the 

paid search underperforms, due to the reason that there is a significant difference in 

the number of social users and users that search on the web.  

Apart from the direct conversion, there are assisted conversion paths that are 

combination of several conversion channels. The best performer is the combination of 

social and direct traffic. 

The e-commerce users in the region are impulsive, inpatient and complete the 

purchase either instantly or in the period from one to ten minutes. 

Even buying on the Internet, more than 60% of the e-commerce users prefer to pay 

for the purchase via bank transfer, not to use a credit card. Since electronic payment 

systems are the main enabler of e-commerce, this phenomenon of low trust for credit 

card payments needs to be researched further. 
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Abstract. Prediction of the customer behavior is a subject that is considered to 
be “the holy grail” in the business. Data mining techniques are not a new 
subject, but the amount of data that can be processed by the modern computers 
and the global market that the world has become has opened a lot of 
opportunities. This paper considers a method for proposal of video materials to 
the customers in a video on demand (VOD) system, but its broader usage 
covers any closed system in which the user is identified before the purchase and 
history of previous user actions is available. By usingthe data from previous 
purchases in the systemand applying the well-known Apriori algorithm, a set of 
association rules is generated. An algorithm that uses the history of the client 
for which the recommendation should be made, compares it with the 
association rules found previously and produces the prediction for the best fit 
videos that will be recommended to the customer. The method is simulated 
using WEKA for the association rules and using T-SQL procedures and 
functions for the prediction algorithm. Real data from an existing and publicly 
available VOD (T-home’s MAX TV) system is used for the simulation. The 
data is put in a relational MS SQL database. 

Keywords: Data mining, prediction, Apriori algorithm, association rules, 
video-on-demand, WEKA. 

1 Introduction 

Making high-quality predictions about the customer’s behavior is very important for 
any business, for planning, marketing, pricing, product management, human 
resources, training and almost any subject related to a management of business 
processes. Data mining techniques have been around for a long time, but the 
development of the IT infrastructure today allows complex data mining techniques to 
be implemented for a variety of problems. Even problems that require real time 
response can be modeled and implemented using data mining techniques. At the same 
time, the implementation costs are reasonable. 

VOD systems are closed environments in which offered videos and the users that 
access them are known. Making a good prediction about the videos that users will rent 
is crucial for a good and profitable system. It will help both the sales and the 
procurement of new videos that will be put in the system. There are a few techniques 
that can be implemented for some prediction to be made, but most of them require 
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classification of video materials and/or users in groups [1], [3]. Then, the quality of 
the prediction is dependent on the chosen classifiers as well as the right classification 
of the videos and the users in them. Another approach is to use the “market basket 
analysis” that will produce a set of association rules for the videos. The “baskets” will 
be created from the history of previous rentals of the users [5], [7]. These baskets will 
be associated with the basket of the target user. His basket will be created from all the 
videos he has rented in an interval of time t. This interval will be chosen, having in 
mind the average time the offered videos are available in the video store. 

This approach offers one big advantage, dividing the preparation of the data in a 
useful format and the process of creation of the association rules in an “offline” phase, 
and making the association “online” when the user is logged on in the system. This 
makes the process applicable in practice without burdening the existing process of 
renting videos. The Apriori algorithm is chosen as the algorithm for the preparation of 
the association rules in the proposed method in this paper. The confidence and the 
support of the association rules are chosen as the factors that will make the distinction 
of the valid and not valid association rules. The data used is extracted from a real 
existing and publicly available VOD system (T-home’s MAX TV), for a period of 3 
months. The data is part of a relational database created in MS SQL 2007. The 
Apriori algorithm for the creation of the association rules is implemented in WEKA. 

The main objective of our paper is to offer a simple, straight forward model that 
makes valid and logical predictions in a VOD environment. The model uses a 
combination of reliable and proven techniques and it is applicable in practice due to 
its speed, implementation price, simplicity and clearness. The organization of this 
paper is as follows. First, we introduce available data and how it is organized as well 
as the basics for the Apriori algorithm. Next, we define our baskets as sets of items 
and the parameters that will be used to run the Apriori algorithm. Furthermore we 
discuss the algorithm used for association of the users’ videos with the association 
rules and providing predicted videos. At the end, results from the simulation are 
provided. Finally, we pose some of our conclusions. 

2 Association Rule Mining 

For applying association rule mining, three sets of data from the VOD system are 
needed: all accounts that have been active in the VOD system, the data for all rentals 
in the period considered and all videos available in the system. The data is part of a 
relational database. 

We define: 

I={i1, i2,…,in} 

as a set of items, in our case a set of active videos. 

D={T1, T2,…,Tm} 

is a set of transactions. Every transaction is a set of items (videos) that one user has 
rented in the considered period of time. 

 
Every transaction Tj, j=1,..,m is a subset of all items I, Tj� I. 
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A set of k items is called k-itemset. 
 

 
                                              Fig.1. Data relation 
 
Let X and Y are sets of specific items. An implication in form X=>Y, where � ⊂ �,

� ⊂ � ��� � ∩ � = ∅, is called association rule. X is called antecedent, and Y is 
called consequent.  

 
We define: 
 
    |X| - number of items in X 
    |Y| - number of items in Y 
    |D| - number of items in D 
 
To find the significant association rules we use the confidence and the support for 

every association rule. We say that the item-set X in the transactional set D has 
support s, if s% of the transactions in D include X. 

�(�) =
|�|

|�|
 

We say that the rule X=>Y in the transactional set D, has support s, if s% of the 
transactions in D include all the items in X and in Y (� ∪ �). 

�(� ⇒ �) =
|�| + |�|

|�|
 

We say that the rule X=>Y in the transactional set D, has confidence c, if c% of the 
transactions in D that include the set of articles X also include the set of articles Y. 

�(� ⇒ �) =
�(� ⇒ �)

�(�)
 

We find our association rules from the set of transactions D by finding the rules 
X=>Y whose support is larger than the previously selected minimum, called minsupp 
and whose confidence is larger than a previously selected minimum called minconf. A 
set of items is called large itemset if its support is larger than minsupp. 

As an example, we need to find association rules in form: 
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video1x, …,videonx => video1y,…,videony 
 
We will read this association rule: The users that have rented videos: video1x, 

…,videonx have also rented videos: video1y,…,videony. If the support of this rule is 0.3, 
it means that 30% of all transactions include the videos: video1x,…,videonx and videos 
video1y,…,videony. The confidence of this rule is 0.8, if 80% the transaction that 
include video1x, …, videonx also include video1y,…,videony. 

 
To find all available association rules, we’ve used the Apriori algorithm [1]. 
 
L1 = Large 1-itemsets 
for (k = 2 ; Lk ≠Ø; k + +) 
{ 
Ck = Apriori_Gen(Lk-1) 
forall transactions t ∈ D 
       { 
Ct= subset(Ck , t)  
forall candidates c ∈ C� 
              { 
c.count + + 
              } 

L� = {c ∈ C�|c. count ≥ minsupp ∗ |D|} 
       } 
} 
return ∪� L� 
 

Fig. 2. Pseudo code of Apriori algorithm. 

 
insert intoCk 
selectp.item1, p.item2, …, p.itemk– 1, q.itemk– 1 
from Lk– 1 p, Lk– 1q 
wherep.item1 = q.item1,…, p.itemk–2 = q.itemk– 2, p.itemk–1 � 

q.itemk– 1 
 
forallitemsets c �Ckdo 
 forall(k – 1)-subsets s of c do 
  if (s �Lk– 1) then 
   delete c from Ck; 
 

Fig. 3. Pseudo code of Apriori_Gen algorithm. 

 
By selecting different values for minsupp and minconf, different number of 

association rules is generated. If these values are smaller the number of association 
rules rises but the validity of these rules loses strength and vice versa. Choosing the 
appropriate values for minsupp and minconf is crucial for making a valid prediction. 
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The values can be adjusted by making statistical investigation when the model is 
applied for a longer period of time. 

As discussed previously, we define all videos that one user has rented in a specific 
period of time as one transaction e.g. as one “basket”. When a particular user logs into 
the VOD system, his/hers basket is compared to the baskets of the rest of the users by 
finding the association rules that are the best fit for this user. These association rules 
will give the videos that will be presented to the user. If the user data cannot be 
associated to any of the association rules, the overall most popular videos are 
presented to the user. 

The data for these “transactions” is then formatted to be applied to the Apriori 
algorithm.  

3 Predictions made by associations rules 

To find the videos that will be best suited for a particular user, his/her history of rentals 
has to be compared to the association rules that were “mined” with the Apriori 
algorithm. An algorithm is proposed that should do the job. Because there might be 
users that have no history of rentals or their rented videos cannot be fitted in any of the 
association rules, a list of three most popular videos is prepared. If there is such a case, 
this user will be given a list of these 3 most popular videos. 

The algorithm will present the user 3 videos in any case. All of these can be 
calculated from the association rules, or if the association rules cannot give 3 videos, 
the number will be populated from the most popular videos. 

The popularity piof a video is calculated as a quotient from the total number of 
times the video was rented bi and the total number of days the video is available in the 
system di.  

 

�� =
��

��

 

We note N as the set of all videos that a user has rented in a period of time t. If 
N=�, then the user will be presented with the 3 most popular videos: pa, pb and pc. 
The set of the 3 videos is noted as P. 

 
pa =max({bi:i=1,..,n}) 
pb=max({bi:i=1,..,n}\{pa}) 
pc=max({bi:i=1,..,n}\{pa,pb}) 

 
If N≠�, then the user has his “own” basket of videos. This basket is compared with 

the association rules of type X=>Y. The algorithm starts from the rule with the 
highest confidence and continues until it reaches the rule with the lowest confidence, 
or while it finds 3 resulting videos. Starting from the first association rule the 
algorithm checks if X�N. If so, the videos from Y are the potential resulting videos. If 
some of the videos in Y are already members of the set N, then these videos are 
disregarded. We calculate: 
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Y’=Y\N 

If the number of videos in Y’, noted as |Y’| is larger or equal to 3, (|Y’|≥3), then the 
algorithm finishes and the first 3 videos of Y’ are presented to the user as the 
predicted videos. If |Y’|<3, then the videos in Y’ are presented as resulting videos and 
the algorithm continues to the next association rule, until it finds a total of 3 videos, or 
there are no more association rules. As it was mentioned previously, if there are no 3 
resulting videos from the association rules, the rest of the videos are found from the 
list of the 3 most popular videos. 

The pseudo code of the algorithm that compares the user’s “basket” with the 
association rules is given below. The proposed algorithm can be divided in 2 parts – 
one that can be performed “offline” and one that can be performed “online”. In real 
systems, when the user logs on to the VOD system, he/she should get the resulting 
predicted videos in a reasonable time. For this to happen, the association rules 
generation (call of the Apriori procedure in the pseudo code) as well as the calculation 
of the table of the most popular videos (FindMax function) can be done in the 
background. 

These operations can be done when the VOD system has available resources. The 
“basket” of every user can also be prepared in this “offline” mode. The “online” part is 
performed when the user logs in the system. Then, only the search through the 
previously calculated association rules and the prepared most popular videos can be 
performed. 

 
PROCEDURE comparison_algorithm 
 
INPUT VALUES  
minsupp, minconf;  // constants, numbers of type REAL 
varv(1,n);  //vector of n videos available in the VOD  
varb(1,n);  //vector of rentals in the VOD system 
vard(1,n); // number of days a video is available  
 
OUTPUT VALUES pa, pb, pc; //predicted videos 
 
begin 
 for i=1 to n 
  p(i)=b(i)/d(i);  
  i++; 
next i; 
 
pa =FindMax(p(1,n));//find the video with maximum 

rentals 
pb =FindMax (p(1,n)\{pa});//find the second max rented 

video 
pc=FindMax (p(1,n)\{pa, pb});//find the third max 

rented video 
 
Call Apriori(in:TRANSACTIONS, minsupp, minconf; out: 
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Xi=>Yi; suppi; confi; k);  
//generation of assoc.rules with Apriori algorithm with 

support larger than  
//minsupp and confidence larger than minconf, 
//ordered descending by the confidence, that returns 
//the rules with their support and confidence and the   

// total number of rules k. 
 
var N(0,r);  // r videos rented by user in interval t. 
var f=0;  //number of found videos. = 0 on the start 
var vid(1,5);  // finds max. 5 videos in a search 
 
if N is NOT NULL 
for i=1 to k // k - number of associat. rules generated 
if f<3 then 
ifX(i)�N then 
Y(i)=Y(i)\N; //eliminate videos that were rented before 
      if|Y(i)|≥3then f=f+1; 
vid(f)= |Y(i)|(1);f=f+1;vid(f)= |Y(i)|(2); f=f+1; 
vid(f)= |Y(i)|(3); 
end if; 
if |Y(i)|=2 then f=f+1; vid(f)=|Y(i)|(1);f=f+1; 

vid(f)=|Y(i)|(2);end if; 
if |Y(i)|=1then f=f+1; vid(f)=|Y(i)|(1);end if; 
end if;  
end if; 
i++;  
next i; 
if f>2 then vid=f(1); pb= vid(2); pc= vid(3); end if; 
if f=2 then pa= vid(1); pb= vid(2); end if; 
if f=1 then pa= vid(1);  
end if;   
 end if; 

return pa, pb, pc;       //return 3 videos 
end. 
 
Fig. 4 Pseudo code of the algorithm that compares the user data with the association rules and 
returns predicted videos. 
 

The proposed model has a cycle of six steps given in figure 5. The pseudo code 
above is an implementation of the fifth step. The model can be calibrated by 
performing a statistical analysis on the videos rented from the proposals, as well as the 
total videos rented with different values for minsupp and minconf. When satisfactory 
results are gained, they can be used for valid prediction making. In practice, the 
calibration process can be done on a regular basis. 
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Fig. 5 Steps of the prediction process. 

4 Simulation Results 

The data used in the simulation is extracted from an existing and publicly available 
VOD system. The system is based on Microsoft Mediaroom 1.1 platform. The data is 
for the period of 3 months. It is a part of a relational MS SQL 2007 database. 

We have developed an application in Microsoft SQL 2007 that implements the 
algorithm that compares the users’ data with the association rules and returns 
predicted videos. The application consists of 2 stored procedures and 1 function. It 
gives results for the real data for the users and their activity in the VOD system.  

The association rules are generated using WEKA. Different sets of association 
rules are produced by supplying different values for the minsupp and minconf values. 
The association rules are imported in new tables of the MS SQL database. 

 
The simulation method is consisted of 6 steps: 
 
Step1: Extracting the data for the users, videos and rentals in a relational database. 

A period of 3 months is used. 7576 users were active in this period. 161 videos were 
available for rental. Total of 26077 rentals were performed in this period of time. 

Step 2: A subset of users is selected as a valid group whose rentals will be used for 
the generation of the association rules. All users that have rented 10 or more videos in 
the selected period of 3 months were selected in this group. There are 502 such 
accounts. 

Step3: The data from the rentals is prepared in a format suitable for performing the 
Apriori Algorithm. 

Step 4:  Association rules are generated using the Apriori algorithm. 

Step 5: Running the algorithm that compares the users’ sets of rented videos with 
the association rules.  

Step 6: Prediction of 3 videos for every one of the 7576 users is done and written in 
a results table.  

 

Database of the 
VOD system 

Selectiong subset 
of users for 

generation of the 
association rules 

Transformation of 
data in form 

appropriate for 
Apriori algorithm 

Generation of 
association 

rules 

Comparation 
algorithm 

Presentation 
of the result to 

the end user 
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 Iteration 1 Iteration 2 Iteration 3 Iteration 4 Iteration 5 
Minconf 0,4 0,4 0,3 0,7 0,5 
Minsupp 0,1 0,08 0,08 0,1 0,2 
No. of Assoc.rules (AR) 156 333 487 18 5 
No. of users for which results cannot 
be found from the Association  rules 2289 1488 1487 6922 5809 

% of users for which results cannot be 
found from the Association rules 

30,17
% 

19,64
% 

19,63
% 91,37% 76,68% 

No. of vids found with Assoc. rules 13802 16564 17284 753 1767 
% of videos found with the Associat. 
rules 

60,73
% 

72,88
% 

76,05
% 3,31% 7,77% 

No. of users for which 1 result is 
found from the Assoc. rules 829 619 397 559 1767 

% of users for which 1 result is found 
from the Assoc. rules 

10,94
% 8,17% 5,24% 7,38% 23,32% 

No. of users for which 2 results are 
found from the Assoc. rules 410 462 189 91 0 

% of users for which 2 results are 
found from the Associat. rules 5,41% 6,1% 2,49% 1,2% 0% 

No. of users for which 3 results are 
found from the Assoc. rules 4051 5007 5503 4 0 

% of users for which 3 results are 
found from ARs 53,47 66,09

% 
72,64
% 0,05% 0% 

      
Fig. 6 Table of results of the significant iterations. 

Over 100 iterations with different values for minconf and minsupp were 
conducted. Five iterations were chosen for this paper as the most relevant, to show the 
prediction percentage based on the association rules. The results from the 5 iterations 
are given in the table below. By analyzing the iterations’ results, it is obvious that the 
values of minsupp that is around 0,1 and minconf - around 0.4 will give the most 
logical results. If these values are higher, the number of predicted videos is very low. 
On the other hand, by lowering these values the number of association rules and 
predicted videos is rising, but the strength of the prediction is dropping. 

In any real case scenario, these values can be calibrated and the most appropriate 
values can be found by analyzing the impact that the offered videos will have on the 
amount of videos rented. 

5 Conclusion 

In this paper we have proposed a method for recommending videos to users that log 
on in a VOD system. The model is used for the prediction of videos that will be most 
suited for the logged-in user. The data used was extracted from a real existing and 
publicly available VOD system (T-home’s MAX TV), for a period of 3 months. The 
basic data mining technology is the association rule generation using the Apriori 
algorithm. The Apriori algorithm for the creation of the association rules was 
implemented in WEKA. The system should give the best prediction for the videos 
that a user can rent according to the previous rentals of that particular user, compared 
to the rentals of all users in the system. 

The model can be calibrated on the fly, by choosing different values for the 
minimal support and confidence of the association rules. The process can be divided 
in two parts, one that can be prepared in advance and a second that will do the 
calculation when the user logs in. This makes it plausible in a real case scenario due 
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to the fact that the time latency that will be caused with the calculation step is 
reasonably low. The simulation is realized in WEKA and in MS SQL 2007. The 
results show that the system will give predictions for a significant number of users. 
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Abstract. We all know what the best is, but not what enough is. We design and 
implement things aiming at perfection and thus spending more money and 
effort than real need and real justifications are. This problem is also present in 
the world of software engineering. In traditional software development 
processes a significant number of bureaucratic procedures exist that are 
spending a lot of money and time, leading to insignificant or unnecessary 
quality. Agilists are trying to solve this problem by creating lightweight 
development processes with minimal set of actions needed for successful 
project completion. In the past ten years, agile methodologies are successfully 
applied for small and medium projects, but there is still mistrust when it comes 
to large and critical projects. This paper summarizes the most common 
problems of Scrum agile process for large projects and gives guidance how 
Scrum process should be scaled in order to be more applicable for them.  

Keywords: Scrum, Agile, Large Projects, Software Development Processes. 

1   Introduction 

Traditional or heavy software development processes are used by software teams 
more than 60 years. In their life they clashed with various problems; problems were 
analyzed, addressed and processes were upgraded in order same problems to not recur 
anymore. In this way over time, mature processes were created which are very 
accurate and resistant to bugs, but on the other hand they are bureaucratized, with 
high cost, slow start and long duration for development, fixed scope, heavy 
documentation and poor communication between people. 

Nowadays software companies run into frequent changes in business demands and 
pressure to come to market as quickly as possible. In such dynamic environments 
traditional methodologies are not suitable because as previously mentioned in these 
methodologies requirements are fixed, start slow, and changes very easily lead to 
failure of the project [1]. Agile methodologies as an alternative to traditional 
methodologies, eliminate many of these weaknesses because they are adaptive rather 
than predictive; they rely more on people rather than process; they are open for 
changes and current needs of the client; they rely on code and communication rather 
than documentation; they implement the simplest possible solution instead solution 
which may never be used. 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 341

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



Agile methodologies in the past ten years are proved as successful approach for 
small and medium projects [10], but despite on these successful stories it is still 
difficult for software companies to decide to use them for large or critical projects. 
The biggest reasons why companies stay away from agile methodologies for large 
projects are difficulties in managing of large teams with this approach [2, 7, 4] and the 
lack of initial architecture, design and documentation [4, 5]. However, most experts 
agree that agile and traditional approaches are philosophically compatible [6, 3], even 
some of the methodologies (like Scrum [8]) give directions how to scale process in 
order to be more applicable for large projects. On one conference Ken Schwaber, 
founder of the Scrum methodology, was asked “Are there projects that are not meant 
to be Scrum projects?” on this he replied “Don't use Scrum if you want to ignore your 
impediments and if you don't want to know that your project may fail in an early 
stage” [9]. This kind of analyzes and activities by the experts and the agilists gave 
courage to people from industry to try agile methodologies for large projects. 

Minimal use of agile methodologies for large projects and insufficient literature on 
this topic motivated me to analyze and examine whether the mistrust of companies for 
using agile methodologies, i.e. Scrum as their representative, for large projects is 
justified. I performed this analysis as part of my master thesis [11] and conclusions 
from my master thesis are briefly presented in this paper.  

2   Top 10 Problems in Scrum for Large Projects 

1. Although there is a general mistrust of companies for using agile methodologies 
for large project, there are companies who applied Scrum for large projects and 
shared their experience in papers or web articles. Analyzing this shared experience, 
taking in consideration the existing critics about agile methodologies and my previous 
professional experience with Scrum, I derived the most crucial and critic problems 
with which companies were faced when they tried Scrum for large projects and I 
categorized them based of their root problem:Lack of initial solution design. Scrum 
does not invest in creating of the initial architecture and design because in the early 
start of the project all requirements for the system are not well known and on the 
other hand as drafted they are expected to change. But anyway, initial design is 
essential for large projects. Lack of initial design leads to production of non-scalable, 
rigid, fragile and immobile code which is hard for maintenance i.e. each modification 
requires major changes in late stages of implementation. Also the lack of initial 
design complicates the process of creating independent teams that would work for 
implementation of isolated modules. 

2. Scaling of development teams. The lack of a complete scope and design of the 
system disables proper sizing of the project teams at the beginning of the project. This 
is why agile methodologies have ad-hoc strategy for creation of new teams. Such a 
strategy leads to creation of teams that strongly depend on each other and which are 
not effective because most of the time they spend communicating with each other and 
correlating with other teams. On the other hand agile teams rely on people who are 
able to complete all types of tasks, from collecting requirements to testing. If we 
consider the required type and number (over 100) of such a people needed for large 
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projects, finding them is a real challenge. Impossibility of finding a sufficient number 
of this type of people leads to the need to introduce people with specific skills 
(technical writers, testers, GUI designers, etc.) in agile teams and their proper 
integration into them. 

3. Not effective face to face communication. Face to face communication is effective 
in cases where the information should be shared with one or two people, but in cases 
when information should be shared with 10+ people this type of communication is 
extremely ineffective.  In such situations there is a need for more documentation, not 
less. 

4. Unavailability or inconsistency of the client. Client is directly involved in the 
Scrum development process and has a role of product owner. At the beginning of 
project and during sprint planning meetings he presents his needs in general, and after 
that during iteration, on daily bases, he defines details about them and gives feedback 
about completed tasks. This approach is good for small/medium projects, but it is 
almost impossible for large projects where project owner has to serve more than ten 
people concurrently. Because of this problem the development teams may be often 
stalled due to lack of information. If as solution we decide to add more people with 
role of product owner then we have problem with inconsistent requirements from 
different sources because there is no central point for verification and validation of 
customer needs. 

5. Managing and organizing product backlog. Product backlogs for large projects 
can reach above 10000 customer stories. This size of product backlog is difficult for 
analyzing, monitoring and maintaining. On the other hand if we decide to create a one 
product backlog per module then we may lose the global picture of the system being 
built. 

6. Losing the big picture. Creation of user stories in Scrum is a good idea because it 
allows frequent deliveries and focusing on small problems, but on the other hand it is 
a huge problem because by decomposing of the general functionalities into user 
stories we are losing the big picture of the system. Once when the general 
functionalities are decomposed and development teams start with implementation of 
the created user stories it is hard to reconstruct the big picture and to see exactly 
where the progress of the project is. Also user stories force agile teams to be focused 
on implementation of small functionalities rather on general functionalities. For large 
projects, top-down rather than bottom-up software development approach is more 
applicable in order the big picture to be kept and progress to be tracked better. 

7. Losing information about the system. No investment in documentation leads to 
loss of information and decision points about developed functionalities. After a while 
without documentation no one, including developer and client, cannot remember why 
certain functionality is implemented as it is implemented. This problem grows 
exponentially with the size and length of the project, and is even greater when people 
in development teams are changed frequently and the code is not regularly 
commented or tested with unit tests. 

8. Planning and resolving dependencies. Unlike small projects where each 
requirement is assigned to one team in large projects new requirements depend on 
many teams. Client requirements need to be decomposed into multiple user stories 
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and they should be assigned to different teams. Synchronization and resolving 
dependencies between teams is needed and that presents problem because in Scrum 
there is no central point that define and assign tasks. Instead of this in Scrum tasks are 
defined by self-organized teams during sprint planning meeting according to some 
local priority. 

9. Working with distributed teams. An inability to find sufficient number of people 
for large project on one geographical location induces companies to develop projects 
with distributed teams. Distributed teams have limited ability for communication 
because of their remoteness and different time zones. Thus violates one of the primary 
characteristic of agile methodologies and makes agile approach not very suitable for 
this type of teams. In order to apply agile methodology on project with distributed 
teams, teams have to be independent as much as possible and with that need for 
communication between team to be as low as possible.  

10. Change of people’s habits and behavior. Agile is completely new approach for 
managing of software projects and with that in contrast of traditional methodologies 
requires different behaving and acting of people. Changing of the mindset, habits and 
behavior of the people is not easy task, especially for large projects where number of 
people is large and management should encourage all of them to do something 
different than they usually do. It takes time and perseverance to train people to use 
new practices, to show and prove that this new approach gives results. Involvement of 
experienced Scrum Master into a project is crucial for success of this task. 

3   Ten Rules for Successful Scaling Scrum for Large Projects  

Based on findings presented in previous chapter and based on my previous 
professional experience with different software development processes, including 
Scrum, I am suggesting the following list of rules/practices which should be applied 
in order Scrum to be more applicable for large projects:  

1. Involvement of experienced Scrum Master. Experienced Scrum Master’s primary 
role is to encourage people to grow out of existing habits inherited from traditional 
methodologies and to try to transform hierarchical organized teams into self-
organized teams. His experience will also contribute to the education of other team 
members and their motivation not to be distracted from the real road. From Scrum 
Master is also expected to assist in properly resolving the problems without adding 
bureaucratic activities into the process. For large projects, without an experienced 
Scrum Master the chaos could easily get out of control. 

2. Involvement of business analysts in agile teams. At least one business analysts 
should be involved in each team who will act as a proxy to the client. In this way the 
role of Product Owner is scaled with people who are specialists in specifying software 
requirements, i.e. people who know best how to extract information from customers 
and who will best organize and pass on the desired functionalities to the team. 
Business analysts except as members of the development teams are acting as a special 
team of business analysts. The purpose of this team is to translate global requirements 
into user stories and to clarify dependencies and inconsistencies between the teams. 
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3. Adding teams with special purpose. In order the big picture to be kept and to cover 
tasks that are not in direct responsibility of any single development team, practice is 
adding of teams with special roles into a project. This kind of teams will cover 
segments of the software development lifecycle like verification and validation of 
customer needs; creation of user stories, their prioritization and resolving of 
dependences; creation of architecture and design; integration of solution and 
maintenance; system testing; etc. These teams may be composed of members of the 
existing development teams or by entirely new members. 

4. Involvement of specialists in the agile teams. Except experienced people with wide 
range of software engineering knowledge, agile teams should also involve people 
with some specific field of knowledge. This practice will reduce need for such a large 
number of people with wide range of knowledge (specialists will perform work for 
which they are specialized; other will cover all other tasks) and also will improve 
effectiveness of the team (It is expected that the specialist will perform the specific 
task faster and with greater quality then others). For example, each agile team may 
involve GUI designer, QA engineer, technical writer, database developer, etc. 

5. Putting bigger accent on software architecture and design. At the beginning of a 
large project we have to invest more in software architecture and design in order 
developed solution to be more robust, more scalable and more maintainable. Creation 
of the initial architecture and design will allow easier tracking of big picture, easier 
tracking of the impact from performed modifications, creating independent teams, 
including of less experienced people in teams, easier resolving of dependencies and 
inconsistencies in the system etc. 

6. Minimization of dependencies between teams. Agile teams must be as independent 
as possible between each other in order need for communication and synchronization 
between them to be as low as possible. Ideal situation would be when the need for 
communication between agile teams would be at most once a week. This can be 
achieved by initially creating the architecture and design solution, and then assigning 
implementation of independent components on each team separately. 

7. Modification of the planning process. In contrast to the small projects where one 
team is responsible for whole implementation and all tasks are defined and assigned 
during one sprint planning meeting, for large projects any required modification may 
have impact on more modules and with that on more teams. Taking into account that 
each team plans its tasks on separate sprint planning meeting, practices for 
synchronization of activities between teams is necessary in order modification to be 
completed at the end of a sprint. As a solution, each modification should be analyzed 
by team of business analysts and architects (equal on scrum of scrums team), during 
Scrum-of-Scrums meetings. During these meetings they have to perform impact 
analysis on required modification, to create user stories for all of the impacted 
modules and to define priorities for each of impacted teams. Expectations about these 
stories will be passed to the team by their representative on Scrum-of-Scrums 
meeting. 

8. Top-down approach for managing of the Product Backlog. In Scrum general 
requirements are defined at the beginning of the project and then these requirements 
are decomposed into smaller user stories (top-down approach). For large projects, 
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systems used for managing of the product backlog has to allow managing of all level 
items (general requirements, user stories, tasks,…) and to allow establishment of links 
between them. Linking between backlog items will allow keeping of the big picture 
for the project, better tracking of the project scope, project status and dependences 
between user stories. The system for backlog managing should also allow filtering 
and grouping of items by components. This functionality allows keeping of all items 
in one product backlog and setting of different views by defining custom filters. 

9. Creation of minimum required documentation. In large projects face to face 
communication is ineffective and therefore there is a need for creation of 
documentation that will contribute for easier communication between and within 
teams. In most cases it is practical to create software design document, technical 
documentation for specific algorithms and protocols used in the system, regularly 
commenting the code, test plan for system testing or SRS specification (not both 
because there is a 1:1 relationship between them). Type of documentation which will 
be created should be defined at beginning of the project and it must be created or 
updated in same iteration concurrently with the implementation of the required 
functionality. At the each iteration end we have to have potentially shippable product 
with completed documentation and code. 

10. Minimal introduction of new practices. If new practices are introduced for all of 
the detected problems then agile process will soon become as bureaucratized as 
traditional ones. Instead of this, each problem should be analyzed during a sprint 
retrospective meeting, in order the root of the problem to be found and to be disused 
how, in an agile way, it can be avoided in future. New practices should be added only 
if the same problem occurs several iterations in a row. Experienced Scrum Master has 
the crucial role for control of this point. 

4   Scaling of Scrum 

The suggested rules and practices in previous chapter may be applied in Scrum very 
easily because Scrum is defined as a framework, not as a classical process where all 
activities and steps are defined in details. The only prerequisites in Scrum for adding 
of new practice/activity in the process are: people who suggest change have to 
understand the problem really; proposed modification must not violate any of the 
agile principles and at the end Scrum Master have to confirm that proposed 
modification will give positive results.   

For the addressed problems about Scrum for large projects, explained in chapter 2 
and following the rules for Scrum scaling, presented in chapter 3, I am suggesting 
scaling of the Scrum by adding of the these activities (see figure 1): 

1. Collection of requirements and creation of product backlog. Initially a team of 
business analysts is created who should conduct the business analysis communicating 
with the client and the other stakeholders who are going to use the new system. Based 
on this analysis they create general requirements, after they decompose them into 
smaller user stories, detect dependencies and inconsistencies between the stories and 
finally all the stories are entered into the system for managing product backlog. This 
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stage can last for weeks; but it is practical to be limited on one iteration or maximum 
one month. 

 

Fig. 1. Each phase of the scaled Scrum process uses classical Scrum process for execution of 
the team tasks. In the first phase classical Scrum process is used for creation of software 
architecture and design, in the second phase for implementation and in the third phase for 
integration and system testing. 

2. Creating the architecture, design and prototype of the solution. Once the product 
backlog is created, a team for creation of initial architecture and solution design is 
established. In this team experienced technical people and business analysts who 
previously worked on collecting of requirements are included. The goals of business 
analysts in this stage are transfer of information to technical team and decomposition 
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of more general user stories into a smaller. Because this phase may last several 
months technical team, concurrently with software architecture, creates prototypes for 
proposed solution. Creation of prototypes allows showing something valuable to the 
client as also the end of iterations. In this way it is easier for the client to check 
whether the offered solution meets his needs. It is practical the team who works on 
this task to be not distributed in order communication between team members to be 
without limitations. 

3. Creating teams. Teams should be created based on created software architecture 
teams. Ideally is for each separate component one separate team to be created. The 
teams created in this way very little depend on each other because they work on 
different components i.e. modules that can be easily isolated by mock/stub objects. 
The new teams, beside certain number of people with wide range of skills and certain 
number of specialists (tester, technical writer ...), have at least one of the team 
members from the architects and business analysts teams. They have a role to convey 
the current state, to present to the team into Scrum-of-Scrums meetings and do impact 
analysis on requested changes. In order to reduce the time needed for Scrum-of-
Scrums meetings and increase the efficiency, Scrum-of-Scrums teams can also be 
defined by the architecture of the solution. One Scrum-of-Scrums team should have 
only members of teams that directly depend on each other (see figure 2). 

 

Fig. 2. One Scrum-of-Scrums team is composed of team members from teams which directly or 
indirectly depend. Team members from boundary teams (for example team 5 and 9) are part of 
two Scrum-of-Scrum teams and they have responsibility to pass information between two 
teams. 

4. Implementation. Created teams implement assigned components using classic 
Scrum process. 
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5. Reconstruction of teams. Teams are reconstructed as soon as they finish with the 
implementation of some specific component. The team that has implemented some  
component may remain to function with smaller number of members if there are 
expectations for larger changes in the developed component. In opposite case the 
team is released and some of the members are transferred to the teams for system 
testing and maintenance. In both cases people who are experts on a certain part of the 
system are kept, these people will further be responsible for integration of all 
components in the solution and will be responsible for solving possible detected 
problems and system changes. 

6. Integration and system testing. System can be integrated by using any integration 
approach: top-down, bottom-up, big-bang integration strategy, etc. The way how and 
when system will be integrated depends on selected integration strategy. In any case 
integration should be performed by the team that implemented the component which 
is about to be integrated or by the team members from the maintenance team. After 
integration is finished, system testing should be performed. This kind of testing 
should be performed by a special group of testers that can work within or without the 
maintenance team. This phase may last more than one iteration, so for this phase we 
also use classic Scrum approach. 

7. Closure of the project. After integration and stabilization of the project whole 
team is released, except the maintenance team. This team is responsible for 
maintaining the system during his lifecycle. Optionally some of the teams may 
continue to work if they are responsible for some critical part of the system for which 
more frequent modifications are expected. After closing the product backlog product 
remains divided by components, but unlike before it will be run by one team. 

Conclusion 

Scrum methodology in the past 10 years had good results for small and medium 
projects, but it is still not too often used for large projects. Companies which tried 
Scrum for large project clashed with various problems as lack of initial design, loss of 
global picture, the impossibility of finding a sufficient number of “agile” people, 
spending too much time on communication and information loss. In this article I 
suggested several rules and practices that should be introduced into a Scrum in order 
these problems to be avoided or at least reduced. Some of suggested practices are 
investing more in software architecture, documentation and tools, introducing of the 
people with specific field of knowledge in agile teams, creation of agile team by some 
defined criteria, etc. These practices will make Scrum more robust and stabile and 
with this more applicable for large projects. 
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Abstract. In terms of systems theory, the greenhouse represents a complex nonlinear system with empha-
sized subsystem interactions. System decoupling is used in order to obtain simplified control structures for 
independent control loops. This gives limited results because of the strong interaction between system 
variables. Such system does not allow system behaviour optimization primarily in terms of energy effi-
ciency and/or water consumption. This paper presents a design of fuzzy logic based controller, which 
optimizes the Greenhouse heating, energy and water consumption. The design includes the main linguistic 
variables for sensors and actuators. Membership functions of Fuzzy Inference System (FIS) are generated 
and simulation and analysis of the behaviour of the designed control system is performed. 
 
Keywords:Fuzzy control, Protected Cultivation, Agriculture, Complex Systems, Energy Efficiency, Water 
Management, Inference Engines, System Integration 
 
 
1  INTRODUCTION 
 
Protected Cultivation, as an alternative way for food production, has become more 
important in recent years due to several factors that change the global picture in the 
world of agribusiness.  
The most relevant factors are: 

 Global increase on food prices by 33% in 2010  
 Reduced amount of quality water for irrigation 
 Increased use of arable land for production of raw materials used for bio-

diesel 
 Increased toxicity of arable land with heavy metals, excessive and/or misuse 

of fertilizers as well as long-term contamination due to the use of pesticides 
 Global climate changes 

Global trends show that these conditions will continue to rise in the future. Protected 
(Greenhouse production) allows for drastic reduction of amount of water for irriga-
tion. So-called Hydroponics or soilless systems address the growing problem of soil 
pollution, allow increased density of plants per unit area, reduces impact of climate 
changes, as well as application of bio control as an effective alternative to traditional 
methods of plant protection.  
The main advantage of these systems is the efficient use of water for irrigation. Using 
rock-wool as a growing substrate, offers the possibility to use water and fertilizers 
very sparingly. This is especially emphasized in the so called “closed irrigation sys-
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tems”, where water with fertilizers recirculate through the system and water is lost 
only through leaf transpiration. The water in rock-wool substrate is fully and easily 
available to the plant, as opposed to many other substrates used. There is also signifi-
cant economic impact regarding the possibilities for off season and early season pro-
duction.  
The role of the greenhouse in protected cultivation is to provide optimal microclimate 
conditions for plant growth. From the systems theory aspect, protected food cultiva-
tion in greenhouses represents a complex nonlinear system, including number of sub-
systems with emphasized variables interdependency. Basically, the main controlled 
variables are: 
 
Temperature control: The optimal growth condition assumes constant temperature 
inside the Greenhouse. Disturbance variables which affect the inside greenhouse tem-
perature are; Outside temperature, Relative Humidity (RH), Light Irradiation, Plants 
growth stage,  speed and direction of wind. It should be emphasized that the tempera-
ture can be controlled under various operating modes such as daily/night mode and 
different modes for each stage of plant development. Also, in more advanced systems, 
besides the inside temperature, the temperature of the plant and the temperature of the 
substrates are also measured. 
 
Relative Humidity (RH): Air RH should be kept in the appropriate limits depending 
primarily on the type and stage of the plant growth.  High RH levels cause develop-
ment of bacterial diseases, while low RH causes difficulties in the pollination process 
and exceeded water loss. Disturbance variables are: Air temperature, Light Irradia-
tion, Plants growth stage which increases RH by transpiration process, intake of fresh 
air and foliar irrigation. Beside the RH level of the inside air, in more advanced sys-
tems, the moisture content of the substrate is also measured.  
 
Lighting: The amount of lighting is of decisive importance for the physiological 
processes affecting plant growth. Insufficient amount of natural (solar) lighting can be 
supplemented by so-called HID lamps (High Discharge Lights). Recent studies show 
substantial progress in usage of  LED (Light Emitting Diodes) lighting, which is sig-
nificant to HID both in terms of energy efficiency and in presetting the specific light-
ing spectral density corresponding to the two peaks of chlorophyll a and b (420 to 450 
nm in blue and  630 to 660nm in red spectrum wavelength). 
 
Irrigation and nutrient solution control: When it comes to irrigation of soilless 
systems, it is necessary to establish the correct ratio of macro and micro - nutrients, 
appropriate level of Ph and EC (Electrical Conductivity) or TDS (Total Dissolved 
Solids). This is opposite to the plant growth in soil, where all nutrient unbalances can 
be fixed by the soil itself. The control of an open irrigation systems has a relatively 
simple structure. The only problem refers mainly to the balance of all macro and mi-
cro nutrient ions, together with balanced Ph and EC. In the case of closed irrigation 
systems, all unused water is collected and reused, as opposed to the open irrigation 
systems, where usage of water for irrigation is 15 to 20% increased. In the closed 
irrigation systems water is reused, but in every irrigation cycle, nutrient solution 
should be rebalanced due to different absorption rate of nutrients. In both cases dis-
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turbance  variables are: Air temperature, RH, lighting and  Plant growth stage. Ac-
cording to [6], only in recent years concrete efforts have been made to place problems 
particular to water loss in greenhouses. The vital relation between water supply and 
demand has not been adequately studied for greenhouse practice. Principal investiga-
tors have commented the limits of empirically obtained data [15] [18], using statisti-
cally derived relationships that have little relationship with physical principles.  
 
Carbon Dioxide (CO2): The amount of carbon dioxide in the atmosphere is essential 
for plant growth. The natural concentration of CO2 is about 350 ppm, and given the 
limited space, this amount of CO2 can be absorbed within a few hours. Also, it has 
been proved that additional concentration of CO2 can significantly increase yields, 
and positively affect the shelf life of fruits. Here, the disturbance variables are Air 
temperature, RH, Light, and Plans growth stage. 
 
2 GREENHOUSE CONTROL 
 
The problem of Optimal Control of Greenhause can be defined as achieving the con-
trol trajectory 
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And additional output representing auxiliary variables of interest 
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Where d(t) represents external input variables which are measurable but not accessi-
ble for control.  
 
System complexity and its nonlinear nature caused numerous researches to try and 
find a way to simplify the control structure in greenhouse production, or at least to 
automate part of it. The reasons for this approach, is the high cost of integrated con-
trol systems and the lack of a general system model that will cover important con-
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trolled and disturbance variables. Decoupling of the control system typically includes 
three different aspects:  
Greenhouse atmosphere control includes:  

 Inside Air Temperature; Plant Temperature; Substrate Temperature; Relative 
Atmospheric Humidity (RH); Substrate Moisture content; Carbon Dioxide 
(CO2) 

 Irrigation and Fertilization Control includes: Amount of water per plant per 
hour; Balancing of macro and micro nutrients; Ph levels; Electric Conductiv-
ity (EC); UV Water disinfection (for closed irrigation systems) 

 Lightning Control includes:  Daylight Intensity; Additional HID Light; Addi-
tional LED Light for photosynthesis spectral balancing 

It should be noted that this approach gives only partial results because of emphasized 
subsystems variables interaction. Lighting proportionally affects the plants transpira-
tion, and thus the amount of irrigation water; Leaf water transpiration increase RH in 
the atmosphere; The RH is inversely dependent on the temperature; it is meaningless 
to activate CO2 dosing system when windows are open for ventilation, and etc.  
It is important to note that these systems are quite energy demanding, and a particular 
aspect of control design should be their energy efficiency. Besides the optimal value 
of the controlled variables, two additional threshold values must be declared, and all 
controlled variables must stay in these boundaries. 
 
3 CURRENT SYSTEMS FOR AUTOMATIC CONTROL OF  

GREENHOUSES 
 
All growing phases can be controlled through Control of Air Temperature, Relative 
Humidity, CO2, Irradiation and Irrigation [20]. Good overview can be found in [18]. 
Common control systems for automatic control consist of sensor network for data 
acquisition connected to the central computer system through adequate communica-
tion protocols. Based on obtained data, and adequate algorithms, different actuators 
(motors, heat pumps, coolers, HID lights, etc.) can be activated in order to keep the 
measured variables in optimal range. Also, data from sensors and actuators is re-
corded in log files. Usually, GUI is used to display this data and to provide more op-
timal control of measured variables.  
There are different approaches in designing control systems according to their com-
plexity, control algorithms used, and number of controlled parameters.  
 
Timing Control: The simplest system used today is “Timing Control” system, where 
simple timers are used to manage actuators. This is open loop control system and 
requires high level of expert kno-wledge from the growers. Also, possibility for mis-
take is very high and requires continuous supervision by the grower. 
 
ON/OFF Control: This control design is based on simple feedback loops where the 
main goal is to keep desired variable in certain limits. The main advantage of this 
design is simplicity, they are inexpen-sive and reliable. But, this control strategy does 
not encompass strong interaction between variables (for example, influence of fog-
ging over temperature drop, or air heating over the drop of RH).  
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PID Control: PID Control systems overcome some of the disadvantages that the 
ON/OFF control has, but adjusting the parameters (P-proportional, I-Integrative and 
D-derivative) is based on system transfer function, which represents a problem with 
this type of control systems. Currently, PID control is usually applied in systems for 
nutrient solutions.  
 
4 FUZZY LOGIC BASED CONTROL DESIGN 
 
Fuzzy logic [22], [23], [11], [12] is mathematical theory dealing with uncertainty. 
This approach is widely used in modelling nonlinear systems with high complexity, 
plant dynamics is unknown or it can change rapidly. This approach is intuitive, input 
and output variables are linguistically described, and design of control algorithm is 
primarily based on if-then-else rules.  
Fuzzy Logic Controllers are widely used in different engineering areas [21], [8], [9], 
[10], [7] including AI, Expert systems, Robotics and Biotechnology. There are few 
researches in applying this promising method into control of greenhouses [2], [5], 
[14].  
The main unit of the Fuzzy Logic Controller is Fuzzy Inference system (FIS). The FIS 
consist of five processing parts: 

 Fuzzification interface which generates linguistic variables based on crisp data 
inputs from sensor subsystem 

 Defuzzification interface which generates crisp control output to the actuators 
 Decision making unit, based on predefined control logic, generates inference 

operations 
 Database process provides the fuzzy sets and membership functions used in 

fuzzy rules 
 Rule base unit consisting of an adequate number of fuzzy rules  

In the presented system input (sensor) variables are: Indoor Air temperature (IAT) in 
°C. , Relative Humidity (RH) presented in %, level of Carbon Dioxide (CO2) inside 
the greenhouse presented in ppm, stage of plant growth in days, and Light Intensity 
(Lux). 

 
Fig.1Temp.Membership function  (ºC) 

 

 
Fig.2 RH Membership function (%) 

 

 
Fig.3 CO2 Membership function (ppm) 

 
Fig.4 Plant Growth Stage (days) 
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Fig.5 Light Intensity (Lux) 

 
Output (Actuator) variables are: Heating system which can be activated in linear 
working regime from 0 to 100 %,, Windows position on the top of the greenhouse 
(closed - 0%  full open -100% ), CO2 dosing system (0-100%) and Irrigation system 
with irrigation time of 0 to 200 sec. (This assumption is made for 4L/hour drip irriga-
tion system which is equal to 1.1 mL/sec) 
 

 
Fig.6. Heating, Window and CO2 mem-

bership function (%) 

 
Fig.7.  Irrigation membership function 

(sec.) 
 

Presented FIS for Greenhouse control executes three actions, First process of fuzzifi-
cation (conversion of crisp values from sensors) into linguistic variables within prede-
fined fuzzy sets. Then, rule base unit based from the knowledge database generates 
control strategy, and third action is defuzzification where crisp output are generated 
for actuators. 
On Fig.8 is presented the membership function of the Ventilation subsystem activity 
depending on measured Air Temperature and RH. This is 2-dimensional function 
which define the status of windows on the greenhouse roof (0%- closed 100% full 
open) as a membership function depending of air temperature inside the greenhouse 
and Relative Humidity. 
 
On Fig.9 is presented membership function of CO2 Dosing subsystem depending of 
the measured level of CO2 and temperature in the greenhouse.  
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Fig.8  Ventilation subsystem activity depending on measured  Air Temperature and  
RH 
 

 
Fig.9 CO2 subsystem activity depending on measured Air Temperature and current 
level of CO2 
On Fig.10  is presented membership function of Irrigation subsystem activity depend-
ing on measured Light Level (PAR) and Growth stage of the plant.  
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Fig.10  Irrigation subsystem activity depending on measured Light Level (PAR) and 
Growth stage of the plant.  
Next step in the designing process is simulation of the obtained FIS. Obtained crisp 
outputs for actuator devices from the simulation has been studied, analyzed and com-
pared with the previously collected data from the real system.   
 

Fig.11 Defuzzified (crisp) actuators output for heating, ventilation, CO2 Dosing sys-
tem and Irrigation system, depending of the measured values of Air Temperature, RH,  
CO2 and Growth stage of the Plant crisp inputs. 
On Fig. 11 is presented  Fuzzy Logic control strategy based on measured input vari-
ables. In this case for input temperature of 21.9 C, RH of 82.5  % level of CO2 of  
1200 ppm, Plants old 103 days, and Light level of 5.000 Lux,  values of actuators 
should be positioned at 51.2 % of Heating system, ventilation windows should be 
positioned on 39.2 % of maximal capacity, CO2 system should work on 51,5 % and 
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Irrigation system should work 95, second in every irrigation cycle. This is real as-
sumption regarding that the temperature is near to the optimum, but high level of RH 
should be decreased by opening of ventilation windows. Also relatively old plants ( 
113 days) will produce additional increase of RH, and light level of 5000 lux assume 
clear sun and in this case 91.6 sec x 1.1 ml x10 cycles = 1007 ml of water per plant 
per day is quite real assumption for this growing stage of plants.  
 
5  CONCLUSION 
 
Presented design of Fuzzy logic based controller for integrated control of Greenhouse 
generate control strategies based on linguistic variables. This approach allows for 
human expert knowledge to be incorporated into computer based control. Further-
more, number of different expert based strategies can be simulated and analyzed and 
compared. The further research will be in area of optimizing energy and water con-
sumption, in order to obtain optimal control of greenhouse systems. 
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Abstract. E-commerce systems are important systems widely used by
internauts. To automate most of commerce time-consuming stages of the
buying process, software agent technologies proved to be efficient when
employed in different e-commerce transaction stages. Furthermore, e-
commerce systems should ensure correctness properties and a given level
of quality of service that meets users expectancy. Therefore, we need to
analyze such systems before implementation. This paper presents a high
level Petri net modeling and analysis approach for e-commerce systems
based on multi-agent technologies.
Keywords: E-commerce, Modeling, Multi-agent system, Hierarchical
colored Petri net.

1 Introduction

Nowadays, traditional business trading has evolved to a more flexible technolog-
ical mean, relying on electronic exchanges between customers and sellers. This is
the essence of e-commerce systems, where a great number of participants com-
municate to achieve selling transactions. In such systems, main characteristics
are exponential growing of information, information transparency, information
overloading and different negotiation scenariis. To sustain these characteristics,
multi-agent systems have been proposed to design e-commerce systems, for their
ability to deal with complex properties.

A Multi-Agent System (MAS)[1]consists of a set of agents interacting with
each other to achieve a common goal. Generally, MAS are known to work prop-
erly in a dynamic large-scale complex environment (open environment), thanks
to autonomy, adaptability, robustness and flexibility.

In the context of e-commerce, several multi-agent systems were developed
for the mediation of e-commerce, such as Kasbah[2] , Amazon [3] and eBay
[4]. Several interaction patterns were defined, ranging from collaboration be-
tween agents, to competition for resources, requiring some negotiation level in
e-commerce multi-agent system [5].

Although multi-agent technologies improve e-commerce services when used
in design and implementation of e-commerce platforms, however, companies en-
gaging in e-commerce are faced to a wide variety of challenges: how should the
company be structured to profit in the marketplace, what are main required
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correctness and safety properties, what is the quality of service which should be
offered to satisfy users. As a result, a qualitative and quantitative analysis of
such systems must be undertaken to build solutions adequate to targeted chal-
lenges, or to improve solutions that are already in place. In the field of MAS
analysis, several studies have been proposed for modeling these systems by Petri
nets. In [6], a model was proposed for a promotional game of viral marketing
on the Internet. Specifically, authors used stochastic Petri nets for modeling a
multi-agent wish list. As well, [7] used colored Petri nets (CPN) as a formal
method to model a containerized transport system, then simulate and solve the
storage problem. [8] applied a multiagent model formalization using CPN, to
study a hunting management system. Elfallah-Segrouchni, Haddad and Mazouzi
in [9] also proposed to use the CPN formalism to model interaction protocols.
They described in [10] transcriptions of AUML diagrams into CPN models.

Besides, [11] analyzed e-commerce systems based on agents technology by
deriving statistical results from interviews and questionnaires. In the context
of pure e-commerce systems analysis, most proposed works [12][13][14], relied
on simulations, testing and benchmarking to analyze e-commerce systems per-
formances . However, these techniques usually require long time periods to get
performance results. Moreover, the e-commerce system should be in operation
in the two last methods to be able to test it, and important bugs cannot be eas-
ily corrected in those cases. It would be interesting to predict performances of
e-commerce systems a priori during the design phase. Among proposals having
based their work on formal methods, [15]and [16]having used timed automatas
and PNs. The two works allow the modeling of the different interactions and
documentation circulating but without focusing on the buyer and seller entities,
which are an important part in market establishing.

Our primary objective is define a new e-commerce MAS based on three agents
types, and to highlight the interest and principle of using PN in the context of
e-commerce analysis. Therefore, we propose, in this paper, a formal method-
ology for modeling and analysis e-commerce MAS, using high level Petri nets.
This methodology starts by distinguishing different agents interacting. Then, we
model the different agent interactions using hierarchical CPN and finally, we
check a number of qualitative properties.

This document is organized as follows. Section II gives a brief introduction
to MAS as well as a description of interactions in e-commerce MAS. Section III
recalls hierarchical CPN concepts and details our methodology for modeling of
e-commerce multi-agent systems. In section IV we present our results and finally
section V, discusses the obtained results and presents future work.

2 Multi-agent systems and E-commerce

2.1 Multi-agent systems (MAS)

There are two main aspects in MAS framework: agents architectures and agents
interactions. Most implemented MASs will have a set of software components
that provide:
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• A communication language, like KQML (Knowledge Query Manipulation Lan-
guage) and/or ACL (agent communication language);
• a syntax for the protocol (e.g. FIPA Contract-Net Interaction Protocol);

In order to support the communication language, a MAS have at least one
communication channel (i.e. TCP/IP or CORBA, ...).

2.2 E-commerce system

According to Vladimir Zwass [17], electronic commerce is synonym of sharing
business information, maintaining business relationships and conducting busi-
ness transactions by means of telecommunications networks. With the dynamics
of Internet, electronic commerce has been re-defined[17]. The wide range of busi-
ness activities related to e-commerce brought a new terms to describe the In-
ternet phenomenon in business sectors. Some of these focus on purchasing from
on-line stores on the Internet. Since transactions go through the Internet and
the Web, the terms I-commerce (Internet commerce) and even Web-commerce
have been suggested but are now very rarely used.

These novel e-commerce characteristics changed the functioning of business
enterprises majority, even purchasing and selling habits, during the last decades.
To get much success in their business, enterprises are interested in ensuring
correctness and offer users expected performances and quality of service.

In this objective, our interest is focused on multiagent e-commerce systems,
and particularly, on modeling and analysis of such systems.

3 Using CPNs to Model E-commerce multi agent systems

Petri Nets (PN) and Colored Petri Nets (CPN) provide a framework for modeling
and analyzing distributed and concurrent systems.

3.1 CPNs

Definition : A CPN is defined by a 9-tuple (
∑

, P, T, A, N, C, G, E, I), where∑
a set of non-empty types (called Colored sets); P a set of Places; T a set of

Transitions; A a set of Arcs; N a node function; C a color function; G a guard
function; E an arc expression function; and I an initialization function.

In contrast to ordinary PNs, CPNs have data associated with tokens. A token
color is a schema or specification. Places in CPNs contain multi-sets of tokens.
Arcs exiting and entering a place can have an associated constraint function to
determine which multi-set elements are to be removed or held. Transitions of
CPNs are associated with guard functions enforcing constraints on tokens.

For our modeling, we choose to use hierarchical CPNs[18], which are CPNs,
where special transitions may represent sub-models given separately. Each sub-
model models a sub-component of the studied system. The interest in such CPNs
is to give a compact manageable not cumbersome global model. To go into
details, the special transitions are replaced by their corresponding sub-models.
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3.2 E-commerce MAS Modeling

E-commerce MAS description An e-commerce MAS is a MAS that con-
nects multiple sellers and buyers agents on a single electronic marketplace called
E-marketplace, where many interactions take place [19]. Agents involved are
cognitive agents, able to communicate intentionally:
• Buyer Agent (BA): The BA interfaces the customer with other agents in
the system: It connects to the system, understands the customer behavior, then
launches its requests. For that purpose, the agent allows the customer to send
his requests and see results after processing and filtering them. This agent is
seen as somehow the Front-office system.
• Seller Agent (SA): It models a merchant who has information that should
be offered or announced to buyers agents.
• Mall Agent (MA): It is responsible for responding to BA requests, receive
and record customer orders. The MA provides a list of BAs corresponding most
to the customer’s request, by comparing the customer’s request with product
features contained in the common database of the MA.

System environment: Our e-commerce MAS environment contains:
• The common compagny database (internal product database and catalog).
• The local databases of customers and sellers.

E-commerce MAS system organization When BA wants to find a product, it
sends a request to the MA, which responds by sending the corresponding sellers
agents list. The BA can then establish a process of direct negotiation with the
selected seller agents.

To distinguish between the different agents and the different exchanged mes-
sages (which vary depending on the purpose of agents communication), we choose
for Colored Petri nets to model the system described above.

CPN Modeling We model our e-commerce MAS with an hierarchically CPN
model, to get a compact view of the global system and model subcomponents
by separate sub-models for readability. So, we begin modeling by defining main
parameters characterizing our CPN model: the structural representation, tokens
coloration, the global model and its different sub-models.

Structural representation In our modeling, we consider:

– Places represent either agents states (before and after sending or receiving
operations), or resources (ie the database, the buyer agent cart,etc).

– Transitions model sending and receiving actions or some processing actions.
– Tokens express the different agents and the various exchanged messages.
– Incoming arcs labels specify data required for firing the associated transition.
– Outgoing arcs labels specify data produced by a firing.
– Italic symbols above places (i.e.AGENT,INT, etc) indicate the color (or type)

of tokens in these places.
– The symbols IN/OUT indicate that the place is as an input or output port.
– The symbol Fusion in places indicates that marks in these places are merged.
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Token Coloration To differentiate tokens, we use color sets: we associate with
each place the set of colors tokens that can mark it, and with each transition
the color sets for which it is fired.

– The color agent, noted AGENT contains information record about an agent:
1. The agent identifier denoted ID.
2. The agent state denoted STATE (Waiting, Ready, blocked).
3. The agent type denoted TYPE (Mall (M) Seller (S), Buyer (B)).
So, an AGENT color is defined by the triplet (ID, STATE, TYPE). An
example is (1, B, Ready).

– The color denoted by MSG contains information about exchanged messages:
1. The message sender and receiver represented by their identifiers,
2. The message type which may be a query response (Accept, Reject), an

offer, a contract or a call for Proposals.
Indeed, a MSG color is defined by the triplet (Rec, Sen, Type). As example
is (id1, id2, CFP).

The global model of an e-commerce MAS The global e-commerce MAS model
(top-level page of our model) is shown in figure 1. The overall CPNmodel consists
of sub-models refereing to: agents creation, registration of sales agents, product
research, negotiation, and purchasing. These sub-models are supervised by the
main model.

Fig. 1. The global model

Agent creation model When a client initiates the system to make a purchase,
the transition Connection( figure 2, left.) is fired, the place BA receives a new
color token, which involves the creation of BA. When SA offers a new products,
the place SA receives a new color token (SA creation).
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Products Registration model Figure 2, right, depicts the agent registration. The
registration of products, offered by the seller agent in the common database
(CDB), is represented by the transition Seller Inscription, which requires the
availability of seller and Mall agents. Products registration increases the SA
storage size.

Fig. 2. Agents creation (left) and Registration (right)

Products Search model We assume that communication between agents during
a product search conforms to the FIPA request protocol [20]. This protocol
allows an agent to ask another agent to perform an action. In our context, BA
asks the MA to do a search request. This query is modeled by the transition
Generate Query(figure 3). Then, the request will be sent to the Mall by the
transition Send Req. The availability of the common database is necessary to
search product. If the products exist, the MA returns a list of seller agents
Send Res adapted to the products.

Negotiation model E-commerce MAS are becoming more and more autonomous
to make decisions. They are based on the level cooperative protocol FIPA Contract

Net Interaction Protocol [21], which allows negotiation and decision-making
between two or more agents, each of which tries to achieve its objective. In our
case, the requesting agent is the BA, which negotiates for products based on
certain criteria, and the contractors are seller agents.

Consequently, we represent negotiation with the model of figure 4: So, the
places PP1, PP2, PP3, PP4, PP5, PP6, PP7 and PP8 model shared spaces
that describe the sending of messages. Whereas, all the places (SA, SA Wait,
BA, BA Wait) represent the BA and seller agents states:
• BA announces a ”call for proposal” on a seller agents network.
• Seller Agents who receive the announcement can answer by either an offer(via
the transition Send Proposal.), a reject(via the transition Send reject), or an
not understood response (via the transition Send notU ), indicating they did not
understand the announcement.
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Fig. 3. Research Products

• BA receives and evaluates proposals, sends an Accept to seller agents whose
proposals are accepted (hrough the transition send contract)and a Refuse to
other agents (via the transition Send Refuse).

• At the end of interaction, the seller agent sends to the buyer agent, an Inform
message to confirm the action achieving, or a failure message in a failure case.

Fig. 4. Negotiation model

Model of adding products to the cart The cart is the set of products selected by
the BA for possible order. Modeling the adding products to the cart gives the
model of figure5, left. Adding products to the cart depends on the negotiation
outcome saved in (Res nego) places: if the negotiation result is positive, BA
adds the product to the cart. Otherwise, there is no buying, leading to firing the
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transition NoPurchase. At the end of negotiation, the BA is activated (its state
becomes ready).

Purchase model The figure 5, right, shows the purchase model. After adding
products in the cart, BA can then validate the cart through the transition Val-
idate Cart leading to the purchase.

Fig. 5. Adding product (left) and Purchase model (right)

4 Experimental results

To experiment our models, we designed a website representing the main e-
commerce functionalities.

4.1 Editing models with the CPN TOOl

We use CPN Tools software [22], to create and analyze our models. and we con-
nect our MAS website with CPN tool using the library COMMS/CPN, developed
to enable communication between CPN Tools and Java applications

4.2 Analyzing models

• Boundedness: The generated reports show that all places are bounded (see
figure 6). This can be explained by the fact that the number of requests and
messages generated by agents are processed consistently.
• Liveness and dead marking: The generated reports show a non-live model and
existing dead markings. After analysis, we found that blocking appears in two
cases: no proposal made by sellers or all proposals rejected by buyers. To address
this, we added the assumption that: at least one proposal is always accepted by
buyer agents. Therefore, we get the report of figure 6.
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Fig. 6. Boundeness(left) and Liveness (right) properties report

5 Conclusion and future works

In this paper, we have presented a first modeling proposal for e-commerce MAS,
using colored PNs. The long-term goal is to allow analyze such systems, to ensure
correctness and performances expected by users. The models were connected
with CPN Tools to visualize agents behavior and analyze the system.

Modeling e-commerce functionalities within the MAS field highlights the fact
that all underlying concepts make it a very rich behavioral approach. Moreover,
it provides e-commerce enterprises a new tool to analyze their systems.

However, still more research work is required in several directions. We target
mainly to extend our modeling and analysis by introducing the temporal dimen-
sion for being able to perform a quantitative analysis and compute e-commerce
system performances(average waiting time, average connection number, etc). We
plan also to analyze other e-commerce systems such as auction systems, which
are more elaborated and complex than market place that we modeled.
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Abstract. Nowadays, human-computer information retrieval (HCIR) is one of 
the most researched approaches, which applies human computer interaction 
(HCI) in information retrieval (IR), especially for text retrieval. The involve-
ment of human activity (i.e. intelligence) in the process of retrieval is an inter-
esting and challenging aspect of HCIR, thus it takes an interactive character 
with the purpose to improve user’s needs. A number of researchers and research 
groups have conducted different experiments in this area. Innovative techniques 
for determining relevant documents and navigating in a large and complex set 
of full document results have been proposed. A novel approach based on fo-
cused retrieval for interactive identification of relevant document’s parts has 
brought many improvements in this field. A special emphasis was placed on re-
trieving passages and XML elements from structured documents. Numerous 
techniques for focused retrieval based on snippets, facets and relevance feed-
back have been presented recently, bringing advantages and a more realistic 
scenario for text retrieval, but also a lot of open issues that need to be explored. 
This paper surveys the fundamental characteristics of the HCIR, as well as the 
focused HCIR, such as using passages and XML elements as retrievable units 
from structured or pure textual documents, thus providing a basis for develop-
ment of novel HCIR approaches for interactive text retrieval, as our main goal 
in future research. 

Keywords: HCIR, information retrieval, passage, XML element, evaluation 

1 Introduction 

Information retrieval is researched paradigm more than a half century and it is related 
to searching information and calculating how those are likely to be relevant for a us-
er’s asked query [4], [21]. It is an automated process that includes: indexing, search-
ing, ranking, retrieval and presentation of the relevant information, as shown in Fig. 1. 
Usually, the searching is realized from very long and complex electronically stored 
sets of information (digital knowledge), such as World Wide Web, document collec-
tions, libraries, and relational databases. The results in different format, ranked by 
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their degree of relevance are presented to the user. The term results refer to docu-
ments containing text, images, videos, audios and their parts. The degree of relevance 
is obtained as a result of a process implementing variety of probabilistic and statistical 
functions [19], [21], [33-35], [39].  

 
Fig. 1. IR process (inspired by: G. Marchionini, Toward Human Computer Interaction 2005 

Lazerow Lecture, University of Washington) 

Innovative techniques for information retrieval were developed through the years, 
tested on different large document collections, as part of English and non-English 
evaluation forums. One of the most challenging branches in the modern information 
retrieval is human-computer information retrieval (HCIR). In this paper we describe 
the progress of HCIR techniques, as well as focused HCIR techniques, for text re-
trieval in detail. We present the state of the art researches and explain future direc-
tions. This paper is organized as follows.  

In Section 2, we survey the fundamental characteristics of HCIR, as well as various 
proposed techniques. The evaluation metrics used to measure effectiveness of HCIR 
systems are described in Section 3. Section 4 concludes the paper and shows future 
research directions. 

2 Human-Computer Information Retrieval 

An interesting and challenging aspect of HCIR is the involvement of human activity 
(HCI) in the process of retrieval (IR), thus it takes an interactive character and brings 
real scenario of searching, as shown in Fig. 2. With purpose to improve user’s needs, 
the interaction continues until the user finds the right information of his/her interest 
by refining the originally proposed query [15]. HCIR concept has been introduced by 
Marchionini G. [24] for the first time between 2004 and 2006. Nowadays, it has 
evolved to stage where the user with action, perception and reflection is more in-
volved in the relevant information seeking process [23], going beyond static queries 
and standard representation of results.  
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Fig. 2. HCIR process (inspired by: G. Marchionini, Toward Human Computer Interaction 2005 

Lazerow Lecture, University of Washington) 

2.1 HCIR Techniques 

Intersection between HCI and IR is subject of many researchers and research groups, 
such as Workshop on Human-Computer Interaction and Information Retrieval 1 , 
INEX2, CLEF3 and TREC4.  New and powerful techniques for determining relevant 
documents and navigating in large and complex set of full document results have been 
proposed [22], [40]. A novelty approach based on interactive identification of relevant 
document’s parts has brought many improvements in this field. A special emphasis 
was placed on retrieving passages and XML elements from structured documents, 
based on snippets, facets and relevance feedback/query expansion [5], [12]. All these 
techniques aim to effective and efficient interaction process without unnecessary costs 
of time, minimal mouse clicks or scrolling and context changing. 

Faceted retrieval.  
Given a query containing one or more terms, the information retrieval system re-

turns an ordered list of ranked relevant results. Usually, that list is very long and user 
finds difficulties to navigate through it. Faceted search provides interactive hierar-
chical search and enables users to quickly determine the desired results. It means that 
user can browse in the categorized list of relevant results, refine the query and narrow 
down new different relevant results proposed by the system. The categories are also 
known as facets and the values they contain are facet-values [21]. The advantage of 
faceted search is the opportunity users to choose relevant results from those categories 
that are closest to their needs and way of thinking [3-5], [12].  The research challenge 
is to investigate, introduce and evaluate new effective and efficient approaches for 
facets and facet-values formulation.  

                                                           
1 http://www.hcir.info/ 
2 https://inex.mmci.uni-saarland.de/data/links.jsp 
3 www.clef-campaign.org 
4 trec.nist.gov 
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The Relational Browser called RB was for the first time introduced Marchionini G. 
et al. [22]. It is an approach that provides a list of relationships among attributes in an 
information space, which helps users in full text information seeking. For better and 
effective browsing, simple interactive information manipulation is implemented. It 
underwent several changes [40]. The authors have developed a novel interface, called 
RB++, where the faceted search plays the main role, allowing users explore relation-
ships among facets and refine the original query by simple mouse actions on the fac-
ets and facet-values.  

 Ramirez G. [5] has experimented with large and highly structured document col-
lection of IMDB5 documents on Indri6 search engine. Fixed set of facets were used, 
according to the collection DTD7. The facet-values were presented on hierarchical and 
non-hierarchical way. A non-hierarchical presentation means that all the facet-values 
are at the same level. As opposite, a hierarchical presentation is related to granularity, 
thus there are nested facet-values in three hierarchical levels.  

Schuth A. et al. [5] also used the large and complex IMDB document collection. 
Limited numbers of facets covering not unique facet-values from a single document 
were defined. Each facet has name and an XPath8 expression by which the facet-
values can be retrieved. Two strategies for facets formulation were developed. The 
ranking of the facet-values in the both cases is based on hits that would be the result if 
the facet-values were selected. 

There have been a number of studies that have examined faceted search on mobile 
web devices, such as that described by Capra, R. et al. [7]. Also different design pat-
terns for mobile faceted search have been proposed9. Still there is an open question if 
faceted navigation is well-suited for the small screen. 

Snippet retrieval.  
Among the list of relevant returned results, there are also some irrelevant results 

that don’t satisfy user’s needs. Showing short summary of the result is another way 
for helping users to easily decide whether or not the result is relevant, without needing 
to view the result itself, because the summary is in more human-consumable form. 
The summary is called snippet. Usually, snippets are automatically generated from the 
result. They can be extracted as a block of text containing one or more sentences [6], 
[8] and [13], and a paragraph or several successive paragraphs from the result. In 
terms of size, the snippet can have fixed or variable length where the length is ex-
pressed as number of characters, words, lines or bytes. If the results have logical 
structure, the snippets can be formed with different kind of grouping elements. There 
are two types of snippet generation, static and dynamic [21]. The first one is not relat-
ed to the query. The second one is query dependent and follows the users’ needs [36], 
[38]. Also, metadata associated with the document as result can be used for snippet 

                                                           
5 http://imdb.com 
6 http://www.lemurproject.org/indri/ 
7 http://www.w3schools.com/dtd/default.asp 
8 http://www.w3schools.com/xpath/ 
9 http://www.uxmatters.com/mt/archives/2010/04/ 
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formulation. The research question is how to generate snippets to provide sufficient 
information for maximizing effectiveness and efficiency of the search process. 

The preliminary results in [5] showed that poor snippets cause the users to miss 
over than 50% of relevant results. Also, the percentage of non-relevant documents 
that are correctly assessed was very high, indicating that snippets are useful in non-
relevant documents determination.  

The evaluation in [36] and [38] have shown that use of query dependent snippets 
brought many improvements in terms of speed, precision and recall than the use of 
query independent snippets.  

Efficiency was main goal in [37], where also query dependent snippets were gen-
erated from results pages presented by search engines. The authors have proposed 
document compression method that significantly speeds up the snippets generation. 
Also, it was shown that snippets are generated faster if documents were previously 
cashed in the RAM.  

Huang Y. et al. [14] presented eXtract, a system that efficiently generates snippets 
from XML structured documents. They identified that a good snippet should be a self-
contained meaningful information unit of a small size that effectively summarizes the 
query result and differentiates it from others, according to which users can quickly 
assess the relevance of the query result. For that purpose, they have developed a new 
effective and efficient algorithm. 

Leal L. et al. [5] experimented on Wikipedia10  document collection and snippet 
generation was based on selecting highly ranked sentences, ranked according to the 
frequency of query terms. Also the title of the document was concatenated to the sen-
tences in the snippets. Snippets had limited length of maximum 300 characters, de-
pending to the document length. They expanded the original queries with query ex-
pansion technique, and main conclusion is that a large number of extra terms nega-
tively influences on sentences selection.   

Rongmei Li et al. [5] ranked the Wikipedia documents with the Language Model 
[39] and snippets are generated from the ranked list of relevant results. The snippets 
were term-extracted. Each term was weighed according its relative occurrence in the 
document and in the entire document collection. The top K scoring terms in two dif-
ferent clusters were chosen to form the snippet. One is a cluster containing only terms 
(words) that don’t have any relationship between each other. Another is a cluster that 
contains semi-sentences related to the query.  

Wang S. et al. [5] used Vector Space Model [19] for searching and ranking Wik-
ipedia documents, based on structure and content. The authors also expand the query 
with query expansion techniques. For snippet generation they used query relevance, 
significant words, title/section-title relevance and tag weight to evaluate the relevance 
between sentences and query. The sentences with higher score formed the snippets.   

Relevance feedback. 
Query refinement is core process in relevance feedback task, realized in order to 

improve retrieval performances. Information retrieval system fully automatically or 
                                                           
10 http://www.mpi-inf.mpg.de/departments/d5/software/inex/ 
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with user’s help can refine originally proposed query, depending of ranked results 
proposed by the system [1], [30]. There are three types of feedback: explicit, implicit 
and blind or “pseudo” feedback [21]. The explicit feedback is characterized by user’s 
involvement in the retrieval process. It is an interactive process where user marks 
relevant and non-relevant returned results for his/her asked query and the system re-
ranks unseen results and returns new list of results, closer to his/her interests. The 
implicit feedback is related to user’s behavior, thus results that are more often viewed, 
scrolled, clicked, saved and printed are considered to be more relevant [18], [25]. The 
main difference between implicit and explicit feedback is that the user doesn’t asses 
the results and give any addition effort, but he/she on indirect passive way influences 
on the feedback. The blind or “pseudo” feedback is a fully automated approach where 
information retrieval system simulates user’s activity and does standard information 
retrieval. It retrieves a number of relevant results, and supposes that top K results of 
them are most relevant to the user’s asked query, influencing on the feedback. Mech-
anisms for improving relevance feedback retrieval are interesting to explore.  

Rocchio algorithm is method that implements relevance feedback using Vector 
Space Model [19], proposed by Rocchio, J. J. [29], around 1970. By query refinement 
an arbitrary percentage of relevant and non-relevant results tends to increase the in-
formation retrieval system’s recall, and possibly precision. This scenario is optimal 
when the angle between the refined query vector and result vector is smaller, thus the 
similarity is maximized with relevant documents and minimized with non-relevant 
documents [21]. 

Kelly D. et al. [18] have continued the work of Morita M. et al. [25], experiment-
ing with implicit feedback, in context of these hypotheses: Users will spend more 
time reading those documents that they find relevant, Users will scroll more often 
within those documents that they find relevant, and Users will interact more with 
those documents that they find relevant.  

Lv Y., et al. [20] have proposed new effective pseudo relevance feedback approach, 
named positional relevance feedback, based on positions of query terms in feedback 
documents. Their experiments were conducted using full document feedback and 
passage feedback.  

Allan J. [2] has developed a hybrid approach for relevance feedback retrieval from 
large documents. The idea was to use passages in relevance feedback task only where 
necessary. It means that full short documents in combination with passages from long 
documents in relevance feedback, produce for more effective retrieval.  

Query reformulation may be a difficult and time consuming activity [21], thus fully 
automatic relevance feedback information systems were proposed and evaluated on 
[5], [21]. They have developed simulated exhaustive incremental user feedback [1]. 
Many proposed algorithms for focused retrieval based on passages and XML ele-
ments feedbacks went far beyond Rocchio feedback algorithm [5], [12].  
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3 On the Methodologies for HCIR System Evaluation: Issues 
and Prospects 

Usually, the metrics for evaluating the effectiveness of a standard information retriev-
al system [27] use the widely accepted Cranfield methodology [10], including docu-
ment collection, queries and relevance judgments in the evaluation process [21]. They 
are based on a set of measures, such as precision, precision @ K, recall, F-Measure, 
Mean Average Precision (MAP) and Discounted Cumulated Gain (DCG) [4], [9], 
[27].  

In faceted search, the relevance of the data covered by facet-value can be measured 
with Normalized Discounted Cumulated Gain (NDCG) as a DCG variant for calculat-
ing relevance for all queries [5]. For the first time, NDCG was introduced by Järvelin 
K. et al. [16], and modified in two variants: normalized NDCG and recursive NDCG 
by Schuth A. et al. [32]. Also, Interaction cost is used to measure effectiveness of a 
faceted retrieval system, based on user-computer interaction evaluation in information 
seeking process [5]. It is measured as the number of results and facets that the user 
examined before he/she encounter the first relevant results. Usually, the interaction 
process is simulated in order to avoid expensive user study and make user study re-
peatable [17, 32]. 

There is a pallet of measures for snippet retrieval evaluation. Overwijk A. et al. 
[26] have employed measures based on the standard precision and recall, modified in 
terms on spans and nuggets. Comparison of relevance assessments based on whole 
documents vs. short snippets was introduced by Bellot P. et al. [5]. They have pro-
posed a measure for calculating how effective snippets were in the retrieval process 
satisfying user’s needs, called Mean Prediction Accuracy (MPA). Its averaged variant 
over all topics is called Mean normalized prediction accuracy (MNPA). Negative 
recall (NR) is the percentage of irrelevant documents correctly assessed, averaged 
over all topics. Also, Bellot P. et al. [5] have used Geometric Mean of recall and neg-
ative recall (GM) for snippet retrieval evaluation. Different approaches for evaluation 
of web search snippets at Yandex, a powerful Russian web search engine were sur-
veyed and experimented by Savenkov D. et al. [31].  

Ruthven I. et al. [30] gave a review of evaluation methods for relevance feedback, 
intended to measure the effect of feedback on the unseen relevant documents. The 
first one is Residual ranking, where the documents used in relevance feedback sys-
tem, are removed from the document collection before evaluation. That includes the 
relevant and some non-relevant documents. Precision and recall are calculated on the 
remaining (residual) document collection. The second one is Freezing, where the 
initially top ranked documents are “frozen”, the ones used to modify the query. The 
relevance feedback system performs ranking again the remaining documents, and the 
precision/recall evaluation is conducted on the entire document collection. The third 
one is Test and control groups, where the document collection is randomly partitioned 
into two equal groups, the first used to train the relevance feedback system and the 
second used to evaluate the system. With simulated exhaustive incremental user feed-
back proposed by Bellot P. et al. [5] and Geva S. et al. [12], the approach for evalua-
tion was extended in several ways, relative to traditional ad-hoc evaluation with 
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standard precision/recall measures based on Cranfield methodology. It gives exhaust-
iveness on the evaluation process, thus it becomes reliable and less dependent on the 
specific search engine in use. Here, there is an evaluation platform where evaluation 
is performed over executable implementations of relevance feedback algorithms ra-
ther than being performed over result submissions. 

With HCIR popularization the need of new and different measures has occurred. 
Despite the information retrieval evaluation, user’s effort in the interaction process 
should be considered and evaluated. Our point of view is that, despite described au-
tomated measures, the complex process of HCIR evaluation could be solved with a 
range of different methods based on user behavior, such as eye-tracking [11, 31], 
manual evaluation [31], and click-through mining [28]. The aim of all the developed 
and effectively evaluated approaches in the HCIR field is the improvement of search-
ing quality. Nevertheless, we note that they can be used in the process of discovering 
how people search, thus different information retrieval systems should be built.    

4 Conclusion 

The major work realized so far in the field of HCIR is investigated in this paper. We 
have surveyed and explained several techniques that involve human effort in the 
searching process, such as facets, snippets and relevance feedback. Existing ap-
proaches for effective and efficient retrieval have been summarized and various re-
search challenges examined in detail, such as retrieval of document’s parts rather than 
whole documents. Thus, our contribution is to present altogether the problems and 
solutions in the domain of the HCIR paradigm as a base for further research steps, 
such as development of novel improved HCIR approaches for interactive text retrieval 
and experimenting with them on both English and Macedonian document collection.  
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Abstract. A new university information system that provides electronic 
services for both university management and students was developed for iKnow 
project and implemented at Universities in Macedonia. It is an eStudent system 
enabling complete electronic functioning of a University, rendering paper 
documents obsolete. The system is web based and implements state of the art 
modular service oriented technologies. This paper presents the modules and 
functionalities, software and database architecture. 
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student information systems, LMS, eStudent, MVP, MVC. 

1   Introduction 

The eStudent Information System iKnow is designed to store and administer student’s 
records and personal files, as well as related university data. It is developed using 
innovative approach and knowledge management techniques. The system provides 
exchange of electronic information among all stakeholders: students, professors, 
administration, university management and the Ministry of Education.  

The system consists of two main components, each consisting of modules: the new 
students Enrolment Student Services (ESS) and the Core Student Services (CSS). 
Special software modules have been developed for data migration from legacy 
software applications into iKnow using Excel template files.   

The Enrolment component consists of the candidate’s enrolment wizard, the 
enrolment forms for manual entry of candidate’s data, candidate’s data processing, 
ranking module and the enrolment results publishing. 

The Core student services component includes:  
- Module for administration (university and faculty), which encompasses users 

management, exams sessions, semesters and the integration with the 
learning management system (LMS) Moodle; 

- Module for study programs and schedules, study programs management, 
courses management, equivalency of courses, connections between 
courses and programs 
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- Student activities module, the students online services, with its components: 
semester enrolment, exam application, courses selection, documents and 
certificates request, grades overview, diploma thesis management, the 
student services department for overall student data processing; 

- Module for personal identification and access control 
- Module for electronic payment and use of resources 
- Migration of old data, interfaces to other systems 
This paper is organized as follows: Chapter 2 gives an overview of other systems 

similar to the one presented in this paper. Details of the implementation of the system 
are presented in chapter 3, including the software architecture, database specifics and 
performance tests. Technical data about the hardware server infrastructure and 
security issues can also be found here. The customization and fine tuning of the user 
interface along with evaluation of the functionalities implemented in the system are 
presented in the chapter 4. Evaluation analyses of the software implementation are 
presented in chapter 5, followed by the concluding remarks in the chapter 6. 

2   Related work 

Information systems used for storing and organizing data about students and related 
university concepts and activities have been around ever since computers became 
available in the university environment. With the advancement and increased 
availability of computers as well as software platforms, such systems grew in 
complexity and features offered. Lately, with the rise of the Internet and its ubiquitous 
presence these systems became ever more student oriented transferring increasing 
number of tasks as well as opportunities to the students themselves. Operating such 
systems becomes increasingly the student’s job offering them control over their 
educational choices as well as timely and transparent information they ought to have. 

Today’s members of e-Society expect each service they need to be available 
online. Young, IT era educated students are the potential primary users of such online 
services, rather than an exception to the rule. The availability of omnipresent Internet 
service through mobile devices anytime and everywhere increases expectations for 
higher education institutions to transform into 24 / 7 service providers. These 
expectations can only be met by deploying state of the art online student services that 
provide plethora of correct and timely information and enable instant feedback from 
students into the systems. Students expect to be allowed to apply for exams, read their 
exam results, choose elective courses or enroll in a semester by only scrolling their 
fingers on the touch screen of their mobile device anytime, everywhere. In the same 
time, the stored information must be safe, guarded from privacy breaches, consistent, 
readily available on demand and with permission only. On the other hand, educational 
institutions are expected to derive evermore complex statistical reports and archive 
data, provide more complex combinations of elective study programs, making their 
information systems increasingly strained and in need of features like extensibility, 
flexibility, modularity. 

Currently there are multiple student information systems in use in universities 
across the world [15], [16], ranging from in-house developed solutions, up to from-
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market of-the-shelf products sometimes adapted to the specific needs of the university 
in question. Also, they provide a variable range of online services for students, but 
very few offer complete electronic functioning and eliminated paperwork. In some 
instances CRM systems are adapted to serve as academic student info systems 
[17],[18],[19]. Also ERP solutions are sometime adapted for roles of student data 
storage [20], [21]. Systems use both open source and licensed databases with 
corresponding interfaces. 

3   Implementation  

3.1 Server infrastructure and security 

In order to increase the performance and secure the stability of the system in face of 
the increasing number of concurrent users, a reorganization of the server architecture 
was performed engaging virtualization. Two servers and an independent storage 
system were employed at University Sts Cyril and Methodius, Macedonia. The first 
server is used as SQL server with Microsoft SQL Server installed and the second is 
used as an application server. The system is upgraded by installing 4 virtual Windows 
servers using VMware. Both servers have an intel xeon e5630 2.56 GHz cpu and 
16GB of RAM, 1 TB storage. 

Significant improvement of the responsiveness is achieved since virtualization and 
the multiple Internet Information Servers (IIS) that resulted avoid deadlocks and 
blockings often experienced in single, overused IISs. 

Additional backup Internet link was installed in order to improve system 
availability in case of failures of the primary link. A third server on a remote location 
is installed that ought to be fully synchronized and take over in case of failure of the 
primary server farm or its Internet links.   

The SSL protocol is used when accessing all system functionalities; both web 
forms and web services. A digital certificate was installed to encrypt all the 
communication.  

3.2 Database architecture 

The system is based on an SQL Server 2010 R2 database. Other database platforms 
are also integrated because of usage of external Learning Management Systems 
(LMS) like Moodle. The SQL database contains 145 tables so far, including several 
ASP.NET membership tables. The tables are connected with relations following the 
rules of a normal database form. However, certain redundancies were allowed in 
order to optimize query speeds and reporting efficiencies. Although the student’s 
grade average can be calculated in real time, to avoid reporting delays and increased 
the efficiencies, the pre-calculated averages are stored for each student. There are also 
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other pre-calculated redundant data if they are often retrieved. Special attention is set 
to keep the consistency of these pre-calculated values. Recalculations are performed 
whenever the possibility arises for change of a pre-calculated value, and therefore the 
data consistency is guaranteed in the same time severely increasing efficiency. The 
database also contains 203 stored procedures used to increase efficiency and code 
transparency. Fig. 1 gives an illustrative part of the database diagram. 

 

 
Fig. 1 An illustrative part of the database diagram 

3.3. The MVP pattern used 

The software architecture of the system strictly follows the principles of the MVP 
software design pattern.  

Both the Model-View-Controller (MVC) and Model-View-Presenter (MVP) 
patterns have been use for several years [13], [14]. They both address the key 
principal of separation of concerns between the User Interface and the business layers.  

There are several frameworks that are based on these patterns including: JAVA 
Struts, several PHP libraries, ROR, Microsoft Smart Client Software Factory (CAB), 
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Microsoft Web Client Software Factory, ASP.Net MVC framework etc. The 
ASP.NET Web Forms MVP [12] implementation of the pattern was used for iKnow. 

The MVC pattern aims at separating the user interface - UI (View) from its 
business layer (Model). The MVP is a presentation pattern based on the concepts of 
the MVC pattern. In the iKnow pattern implementation of MVP the presenter 
interacts with a service (controller) layer to retrieve/update the model. One of the 
major advantages of the MVP pattern is the easy integration of unit tests. In the 
development of iKnow the advantage was used developing several unit tests in the 
view interface and service layer for testing the presenter and the model. 

The clear separation of concerns and responsibilities between layers and 
components imposed by the pattern in the development of the iKnow system 
benefited the project in many ways. The major benefit was in the testing phase which 
showed that software bugs were relatively low in number. Also, the bugs were rather 
easy to correct since functionalities were separated and the errors were easy to locate. 

Another benefit of using the pattern was the increased productivity due to code 
reuse. The project development speed increased as the system grew bigger since each 
new form or functionality was composed of controls that were previously developed 
for the preceding modules. Similarly, the flexibility of the used data layer enabled 
easily integrating different interfaces, ranging from the web forms for users to the 
web services for other third party systems. 

One of the drawbacks of using the MVP pattern is the added complexity of the 
project. Since iKnow is a relatively big project, the complexity of the used pattern 
added at the initial stages resulted in an eventually cleaner, easily maintainable and 
upgradable project in the later stages. While unnecessary in smaller application, MVP 
is useful in bigger projects producing a high quality code structure that is relatively 
bug-proof if the pattern is strictly followed. The complexity of the pattern paid out 
later in the agile development phase when multiple functionalities changes were 
easily implemented without introducing instabilities in the system.  

Another drawback of the pattern is the longer learning period even for relatively 
experienced developers that have not previously faced this architecture. This resulted 
in harder recruitment of developers in the team and inability to easily enlarge the team 
in face of incoming deadlines. However, after a learning period, different in length for 
every developer, the benefits of the high quality code produced compensate for the 
late engagement. 

The ASP.NET Web Forms MVP [12] implementation of the pattern was used for 
iKnow. WebFormsMVP is an open source project.  

The framework supports AJAX. Our experiments show that the speed and 
responsiveness of the application is more than satisfactory.  

Performance tests were performed over the system using a tool capable to simulate 
multiple users accessing the software (WAPT 7.1 http://www.softlogica.com/). Fig. 2 
shows the average number of http errors depending on the number of consecutive 
users using the system. It is obvious that the system is stable in the sense that the 
number of errors is constant and independent of the number of users. The test lasted 
for 25 minutes, starting from 10 up to 90 users, increasing the number of users every 
5 minutes with a rate of 20. The right axis and the black lines of the graph show the 
number of users, and the horizontal axis shows time. The red line shows the average 
number of errors with labels shown on the left axis. 
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Fig. 2 HTTP errors in percent with increasing number of users 

3.4 Software project architecture 

All logical components in the system comply with the NTier concept, meaning 
division of the application in Layers and Tiers. The architecture of the system is 
presented in Fig. 3. 

 
Fig. 3 Software architecture of the system 

Several of the projects included in the complete iKnow solution are shortly 
described in the remaining of this chapter: 
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UniSS.DataModel is a Class library project containing the Entity framework model 
of the data. The model maps all tables, procedures and functions in classes and class 
methods. The model takes care of the overall communications and data flow from the 
database to the application and vice versa. 

The audit log component is implemented in this project as well, logging all 
transactions from and to the database. The implementation is placed in the 
UniversityEntitiesCreator.cs class. Because the entity framework model is a partial 
class, and it is an extension to the model, it makes an addition to the OnSave event, by 
processing the XML of the changed data based on the old and new state of an entity. 

UniSS.Repositories is a Class library project storing the classes for implementation 
of the Repository template. The classes of the implementation are in the subdomain 
(folder) Repos. The refactored entities that exist only in the business layer are in the 
subdomain (folder) Domain. For instance, if a list of students containing their index 
number, name and surname is to be rendered on the interface, it is not the complete 
Student entity with 50 columns that is retrieved, but rather a subdomain named 
StudentsRefactored, containing the aforementioned three columns. It is an 
optimization that decreases the operational memory used by the application as well as 
the time needed to process the data. 

UniSS.Logic is a Class library project containing the implementation of the MVP 
template. The subdomain Models contains the models, Views contains the interfaces, 
and Presenters contains the presenters.  

UniSS.Logic is a Web Forms application project in which all forms are separated 
according to their functionalities. The structure is based on the following hierarchy: 
Master Page, Web Page and UserControl. The user controls usually contain the entire 
business logic of the form and a Web Page implements the appropriate control. The 
Master contains the main layout.  

The form named StudentsListReport.aspx is an example taken for illustrative 
presentation in this paper 

Every form has a distinct Model, View and Presenter. All data that the form can 
manipulate is stored in the StudentsListReportModel model. The data consists of all 
control variables, the records needed for the form filters retrieved from the database, 
results of the search etc. 

 The IStudentsListReportView View component implements all the events in the 
form, for instance, when changing certain filter values the appropriate filtered data are 
retrieved and shown. When the selected value in a DropDownList component is 
changed, an event is triggered that refreshes the data in the grid. When clicking the 
Export button, the appropriate event is triggered, etc.  

 The presenter makes a connection of the view and the model, making an 
implementation of the event handlers of the view. When an event is fired, the 
appropriate repository calls a certain data retrieval function. The data is stored in an 
appropriate model variable 

The function StudentsListReport defind in the repository is called, using 
LinqToEntities to query the database and retrieve data that is placed in the variable 
Students of the model. 

In the user control named StudentsListReportControl in the UniSS.WebSite 
project, the appropriate events of the View are triggered, and after the successful 
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execution, the variables in the model are filled with data and bonded to the 
DataSource of the grid. 

4   The User Interface 

4.1 User interface specifics and implementation details 

Systems offering electronic student services are complex information systems. They 
encompass multitude of functionalities provided to numerous users with different 
access privileges. Also, the users have different levels of familiarity to the system and 
the underlying processes. The user interface and it’s performance is essential for the 
system’s adoption as much as the systems reliability and scope of functionalities. 
[5],[6]. 

Agile development of a user interface is necessary due to multiple reasons:  
- changing requirements [4] 
- user satisfaction (constructive remarks by experienced users, habits gained 

by using legacy applications, trial period experiences , upgrade of 
technologies during development. 

Users demanded several important features : 
- grouping of functionalities on fewer forms for easy access and decreased 

need for navigation (Fig. 4)) 
- Screen size and resolution (conflicting) [2], [3] 
- Simplicity and impossible to make an error [1] 
- Automation of processes 

 
Fig. 4 Homepage – navigation through standard top and side menus or main part with folders 

The system was developed as a web application with multiple user profiles and 
privileges. Users tend to avoid leaving the current page that they are working on, due 
to time-consuming navigation. Therefore the forms were heavily enriched with 
popups that could present additional information or provide means for 
inserting/updating data [7].  
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Standard web page popups were avoided as deprecated, and instead, hidden forms 
existing on the same web page were used (Fig 6, Fig. 7). Although effective in terms 
of work efficiency and user satisfaction, such forms tend to exponentially grow in 
complexity and size. The side-effects of such policies are complex forms prone to 
higher number of errors and extreme difficulty to test and validate.  

Server side preparation of such forms presents a serious load on both the 
application and database server. Additionally, the size of the content itself is a burden 
to the Internet link since it generates a significant traffic. Since the demands are 
conflicting, a balance had to be reached for effective, but still lightweight forms that 
could be easily navigable. The advantages of AJAX and caching were heavily used to 
achieve the desired goals. For example, Fig. 5 shows a form in which students choose 
the courses they will enroll during the semester. Multiple calculations are performed 
in real time generating the multiple selection list containing only courses that the 
student is allowed to take, the courses the student must repeat, the ECTS credit 
limitations in the semester, the financial implications of the selections, etc. 

  

 
Fig. 5 Courses selection per semester, a backend complex form rendered easy to use 

The screen size of the monitors used by the employees in the student services 
department varies from 15” up to 22”. Therefore an adaptive interface had to be 
developed that is capable of using the benefits of large screens and resolutions, in the 
same time avoiding rendering small monitors useless. The content had to be visible 
and the interface usable in all screen sizes. Additionally, management used pads 
mainly for reporting, adding another layer of complexity, making the interface 
workable on touch screens and appropriate screen resolutions. Similarly students use 
Tablet computers or smartphones with variable, usually small resolution, demanding 
the interface to be robust and adaptable. 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 389

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 
Fig 6 Overview of student semesters, expandable as needed with modal popups with additional 
data for SMS payments, courses enrolled in the semester, etc. 

Although training is always thorough and unavoidable when deploying a complex 
information system such as this one, users tend to learn the system by “trial and error” 
and intuition.  The user interface had to provide clear and short labels and messages, 
prevent from accidental deletions, and lead the user through the business processes. 
We have followed the design principle that simplicity is the key issue (Fig. 7). 

 
Fig. 7 Modal popup for SMS payment automation 

Efficient use of the workforce in the student services department is only possible if 
the processes are as automated as possible, therefore bulk importing and fast input of 
grades for exams passed was developed. 

4.2 User interface evaluation 

In order to evaluate the usability and quality of the system, a questionnaire was 
developed and given to the end users to assess their opinions. The questionnaire 
consisted of 33 questions. Each question was answered by the users with a grade of 1-
5. The user could answer with a 0 if he/she had no opinion on the matter. 

The questions were organized in seven parts including: Accessibility; Layout; 
Navigation; Exception and status handling; User guidelines and online help; and 
Learning; and Content and Efficiency.  

The results of the evaluation questionnaire were statistically analyzed and average 
grades were calculated for each of the questions. The users that participated belonged 
to 5 different faculties in the university bringing diversity of user backgrounds. The 
number of users questioned was 12. Out of the users questioned, 83.3% were female. 
Religious and cultural background of the users was also diverse. The answers 
provided were mostly positive. 
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Fig. 8 a) Average grades given by the users in the questionnaire, b) Variance of average grades 
given by the users in the questionnaire 

Fig. 8a presents the average grade awarded to each question by the users, while 
Fig. 8b presents the variance of the average grades. 

The user satisfaction is evidently high, due to their participation in the user 
interface fine tuning and the efficient interface that resulted. 

The Core component has generally been accepted as quite usable, easy to learn and 
work on. User’s requirements have been implemented using agile development. 
Procedures and the user interface have been remodeled according to interviews with 
the initial users of the system. Adaptations of the interface have been made based on 
feedback from both teachers and student services employees. Students have 
confirmed the high usability of the application when asked.  

The enrollment component is in the process of adaptation and customization based 
on the experiences during the first use of the system in August and September 2011. 
Problems in its use were noted, passed to the developers and the updated version is 
expected for the next term of enrollments (August 2012). 

5   Evaluation of the software implementation 

5.1 Detailed evaluation of the enrolment component 

For the enrolment term in August-September 2011 the enrolment module was 
implemented with all planned functionalities except for the automatic transfer of the 
data for the enrolled students in the core module. Some faculties at the university 
completely relied on the iKnow system for enrolment (FCSE), while others used it in 
parallel with legacy systems, achieving identical results (Faculty of Natural Sciences, 
etc.) The faculties successfully completed the enrolment process using the iKnow 
system. Some smaller bugs noted during the enrolment process were addressed 
promptly by the developer that provided very agile response during the enrolment 
period. Fig. 9 gives detailed statistical overview of the number of bugs in the 
Enrollment component. 
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Fig. 9 Bug statistics of the Enrollment component 

Student-candidates are generally satisfied with the solution. It’s use is 
straightforward resulting in very few mails sent from students to the support team. 
The mails were often targeting data inconsistencies entered by the system 
administrators, and almost no mails were targeting issues of the functional system 
features and usability.  

The processing of candidate applications by the enrollment committee was 
optimized for performance and accuracy. Two interfaces were developed to process 
applications: a wizard similar to the candidates interface for detailed analysis, and a 
short form for quick processing and updating. The later short form enhanced usability 
and significantly reduced the applications processing time for the enrollment 
committee. The experiences from the initial use are being implemented into the new 
version aiming at further enhancement of usability, reduction of complexity, 
discarding unnecessary steps and stages of each application. Automation of certain 
checks are also implemented (client side validators, consistencies of specific data 
types)  

The main ranking of candidates for enrolment in different study programs was very 
rigorously tested prior to system roll-out, therefore no inconsistencies were detected. 

At the focus of our interest in the nonfunctional requirements were the usability 
and the response times. The response time was measured during the testing phase and 
several optimizations were demanded. By the time the enrolment process started, the 
application had satisfactory response times. The response time averaged below 5 
seconds for the most complex forms for fewer than 30 simultaneous requests, and 
below 10 seconds for the same forms for fewer than 50 simultaneous requests. The 
most frequently used forms by the students and the enrolment committee were 
optimized for its best usability. The main focus of optimization and design was aimed 
at the interface for student candidates, since the number of such users was to be 
measured in thousands. The strain of the servers was reduced to minimum, and the 
user satisfaction had to be high. Also, these users could receive no training; therefore 
they ought to face a trivially simple, yet fully functional error proof interface. Last 
minute optimizations were also made in the interface for the enrollment committees. 
Although of secondary importance, the speed of operation and the user satisfaction 
among the enrollment personnel was essential for complete adoption of the system in 
the entire university.   

The measure of success of the implemented system is a very important issue in 
order to improve its functionalities in the future. We are using social media as 
Facebook and twitter to reach to the end users and gather their experience of their 
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eventual difficulties when using the system as well as gathering ideas for further 
improvements. In order to better explain the enrollment process to the candidates, 
social networks were used as a communication channel [23]. The channels were: 

� Facebook page (Statistics shown on Fig. 10, Fig. 11) 
� Twitter profile 
� YouTube channel (Fig. 12) 
� website (FAQ, Contact & Facebook live-chat) 

 
Fig. 10 Facebook - All stories, talking about stories (left) and viral reach (right) [23] 

 
Fig. 11 Facebook – post by others, talking about posts (left) and viral reach (right) [23] 

 
Fig. 12 Enrollment training video seen 803 times on the Youtube channel [23] 

5.2 Detailed evaluation of the Core Student Services component 

Most of the functionalities in the e-student services are fully implemented. Few of 
them are dropped out when implementing the system as unnecessary burden in this 
phase and several are pending - mostly reporting modules. 
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According to the specification document [9], there are 76 functionalities. Fully 
implemented are 46 functionalities, 24 are going to be implemented in the near future, 
5 are not implemented in this phase, because other external systems should be 
established first, and 1 of them is discarded as irrelevant and an unnecessary burden to 
the system (administration of seminar thesis and reports, because mandatory seminar 
thesis are treated as any other course in the e-learning system). Fig. 13 gives detailed 
statistical overview of the number of bugs in the Core component. The average time 
spent working on resolving software bugs is presented in Fig. 14. 

 
Fig. 13 Bug statistics of the Core component 

 
Fig. 14 Average time working od software bugs 

Module for study programs and schedules 

The question of status and quality of the system’s functionality regarding the module 
for study programs and schedules in particular defining student programs, courses, 
prerequisites and rules for studies, is very important. These functionalities are 
implemented with special concern focused on making this interface easy to use with 
minimal steps in achieving results. Excel import with simple predefined templates 
was provided. Also, there are multiple different forms with the same functionality, 
offering options to various users to insert the data using several different methods, 
depending on the structure of the available data, user habits, the amount of data etc. 

The functionalities of mapping of faculty staff to courses are also implemented. 
Teachers can be mapped in the courses menu, one teacher for all occurrences of the 
course in programs, or in the programs menu, with a different teacher for each course-
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program link. The functionality of connecting equivalent courses is also implemented. 
Courses with different names or from different programs can be connected as 
equivalent so that students that change study programs during their studies can still 
keep their record of appropriate exams passed. 

 Student activities module 

System’s functionality regarding the student activities module with respect to the 
functionality of enrolment in a semester and selection of courses is implemented. 
Both students can do it by themselves or the student services employees can do that 
for them. The functioning is successful for both first time students that started using 
the system from the first moment of enrollment in the university as well as students 
that were migrated from legacy applications. 

Forming groups at the beginning of each semester is a very important functionality 
in order to begin the course activities on time. This functionality is implemented. 
Students can be assigned to groups for each course they have selected, both 
individually, or multiple student at once, using excel import or multiple selection. 

Module for administration 

The system’s functionality regarding the module of administration with respect to 
the administration of faculties and accredited study programs is implemented.  
Administration of members of the faculty is also implemented. Creation of users in 
the system is implemented in parallel. The administration of classrooms, rooms and 
laboratories is implemented. The administration of exams is part of the LMS, but the 
administration of earned ECTS credits and grades from exams passed is fully 
implemented. The functionality for storing and administration of personal records for 
students is implemented 

Module for personal identification and access control 

This module is implemented regarding the access control - currently, teachers can 
record the attendance of each student in the system. MS .NET membership access 
control is implemented. Based on special demands by the Faculty of computer 
Science and Engineering (FCSE), authentication was integrated with the Central 
Authentication Service used only by the FCSE users (both students and staff). 

Module for presence monitoring and student activities is planned. The university is 
working in parallel on a distinct system for attendance control using RFID cards. 
Integration of both systems is planned.  
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Module for electronic payment and use of resources 

Administration of payments by the students is implemented by automatic retrieval of 
SMS payments for administrative tax for students. Other payments are entered 
manually by student services department so far. 

The administration of the use of learning management systems (LMS) is 
implemented by Moodle integration. In the iKnow system, teachers can demand 
creation of a Moodle course, and all students enrolled in the course in iKnow are 
automatically enrolled in the Moodle course as well. 

Migration of old data, interfaces to other systems 

The system supports easy migration of legacy data using imports of Excel templates 
filled with the old data. The imports are limited to students, exams passed, courses, 
study programs etc. However, FSCE being the first faculty that uses the system and 
having access to the database structure, achieved more thorough migration of enrolled 
semesters for legacy students and the courses taken in each semester. 

The system incorporates web services that enable integration with external 
Learning Management Systems, Ministry of Education high school graduation storage 
systems, Biro of statistics. Also web services are available for developing external 
modules (mobile apps, etc).   

6   Conclusion 

This paper presents the details of the implementation of an advanced student oriented 
student services system that provides extensive list of functionalities to both students 
and staff using state of the art web software technologies. The integrated systems 
enables university level real time reporting and management. Students are provided 
with timely and secure information and opportunities to change information and their 
choices in the system by themselves anytime, anywhere. An interactive and intuitive 
user interface guaranties ease of use, reduced help and support effort and prolonged 
life of the system. 

Systems like the one presented never stop to grow and change. Legislation changes 
along with new ideas to improve high education and provide students with new 
services and choices. Therefore the modularity and extensibility of the system in 
question is a key issue that ought to guarantee the systems future and growth. The 
build-in web services that await their use in native mobile applications are an example 
of such forward thinking. Every important piece of information in the system can be 
retrieved or changed using the secured web services that can easily be integrated in 
Android, iPhone or Windows Mobile apps. Such examples are being developed and 
will be readily available. Similar web services are developed to enable integration 
with external Learning Management Systems, Ministry of Education high school 
graduation storage systems, Biro of statistics etc. 
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Another forward thinking feature of the system is the idea of providing software as 
a service. In the era of evermore growing popularity of the concept of cloud 
computing, this architecture hosted on a cloud can be adapted with relatively minor 
effort to server multiple universities bringing all the known benefits.  
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Appendix A: MVP and MVC pattern detailed elaboration 

There are several frameworks that are based on these patterns including: JAVA Struts, 
several PHP libraries, ROR, Microsoft Smart Client Software Factory (CAB), 
Microsoft Web Client Software Factory, ASP.Net MVC framework etc. 

The MVC pattern aims at separating the user interface - UI (View) from its 
business layer (Model). The pattern separates responsibilities within three 
components:  

- the view is responsible for rending UI elements,  
- the controller is responsible for responding to UI actions,  
- the model is responsible for business behaviors and state management. 

 In most implementation of the pattern, all three components can directly interact 
amongst each other. In some implementations the controller is even responsible for 
determining which view should be displayed (Front Controller Pattern). 

The MVP is a presentation pattern based on the concepts of the MVC pattern. The 
pattern separates responsibilities within four components:  

- the view is responsible for rending UI elements,  
- the view interface is used to loosely couple the presenter from its view,  
- the presenter is responsible for interacting between the view/model,  
- the model is responsible for business behaviors and state management.  

In some pattern implementations the presenter interacts with a service (controller) 
layer to retrieve/update the model. The view interface and service layer are often used 
to write unit tests for the presenter and the model. 

There are a lot of benefits as well as drawbacks when using either the MVC or 
MVP pattern. The biggest drawbacks include the additional complexity and learning 
curve. While the patterns may not be appropriate for simple projects; advanced 
software systems can greatly benefit from using a pattern.  

 Several major benefits from using design patterns are presented in the list below: 
- The presenter or controller serves as an intermediary between the UI code 

and the model allowing the view and the model to evolve 
independently of each other. 

- Clear separation of concerns and responsibilities 
- Testing - by isolating each major component it is easier to write unit tests. 

This is especially true when using the MVP pattern which only 
interacts with the view using an interface. 
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- Code Reuse - especially true when using a complete domain model and 
keeping all the business logic and state management procedures in 
appropriate modules. 

- Hide Data Access - Separating and distancing from the data access enables 
replacing the database platform in future implementations and other 
independent changes in the database. 

- Flexibility and Adaptability - A properly design solution using MVC or 
MVP can support multi UI and data access technologies at the same 
time. 

The key advantages of the MVP pattern include: 
- The view is more loosely connected to the model. The presenter is concerned 

with binding the model to the view. 
- Easier to unit test because the interaction with the view is channeled through 

an interface 
- Usually one view is mapped to one presenter; however, complex views may 

have multiple presenters. 
The ASP.NET Web Forms MVP [12] implementation of the pattern was used. 

WebFormsMVP is an open source project created by Tatham Oddie and Damian 
Edwards. 

The WebFormsMvp open source framework utilizes the following components 
[12]: 

- Presenter: This is a class that inherits from Presenter or Presenter<T>. 
- View interface: This is an interface that inherits from IView or IView<T>. 
- View Implementation: The page or user control that implements the view 

interface. 
- Event Arguments: A custom event argument class is the way to pass data 

from the view to the presenter. 
- Model: This is a class that contains the data needed 

Appendix B: Questionnaire 

The questions were as follows: 
Accessibility 
1. How do you judge the information of the launch and the training? 
2. How do you access the process of registration?  
3. Does your browser display all information correctly?  
4. Is site load time appropriate to content and response?  
Layout 
5. Text-to-background contrast  
6. Is the font size and style easy to read? 
7. Does the site have a consistent look and feel? 
8. If you have a disability regarding your eyesight: Is the content readable? 
9. Is the label location and format consistent? 
Navigation 
10. Are the major parts/menus of the site directly accessible from the main page 
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11. Are the navigation labels clear and descriptive? 
12. Is the workflow navigation consistent and easy to identify? 
13. Is the respective location within the process (site) transparent? 
14. Is the site search easy to access? 
15. Is the exit point clear on each page? 
16. Does it require minimal steps in sequential menu selection? 
Exception and status handling 
17. Are the messages regarding status clear and descriptive? 
18. Are the messages regarding exceptions/errors clear and descriptive? 
19. Position of messages on screen is good 
User guidelines and online help 
20. Is the site designed to require minimal help and instructions? 
21. Is the help and instruction information easily accessible? 
22. Is there an easy channel available to communicate with an administrator? 
Learning   
23. Easy to learn to operate the system    
24. Easy to explore new features by trial and error  
25. Easy to remember names and use of commands  
Content and Efficiency (refers to all information i.e. field explanations) 
26. Is the content understandable? 
27. Is the content well-structured and correlates to your requirements? 
28. How do you evaluate the support of the system? 
29. Do you observe an increase in efficiency? 
30. Does the system provide a sufficient number and quality of reports? 
31. It is easy to use.  
32. What is your overall evaluation of the system? 
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Abstract. This comparative analysis of the government ICT projects of Mace-
donia, Estonia and Slovenia faces and compares the projects in the three coun-
tries. All three countries have similar size, similar historical and socio-
economic background, but Estonia and Slovenia are significantly ahead in the 
development of information society and in economic development in compari-
son to Macedonia. Our thesis is that part of this successful economic develop-
ment is due to the government initiative and decisions regarding the choice and 
implementation of ICT projects (infrastructural and e-government). We have 
found six crucial preconditions for development of ICT that have tangible im-
pact on economic growth: government is the leader in introducing information 
society; government is early adopter of ICT; government is proactive; govern-
ment recognizes ICT as growth tool; government provides the funding; gov-
ernment provides quality project management. 

Keywords: ICT for development, ICT application, ICT projects, public sector, 
Macedonia, Estonia, Slovenia 

1 Introduction 

The proper application of ICT should lead to the people’s wellbeing and raising of the 
level of empowerment and participation. Technology must be applied with sensitivity 
to social, economic, and political contexts [8].  

The question whether ICT investments contribute to the economic growth had a 
vague answer for a long time.  The well-known Solow’s productivity paradox ‘You 
can see the computer age everywhere but in the productivity statistics’ [18] started to 
resolve in the early 2000s. There have been a number of macroeconomics studies 
demonstrating the positive impact of ICT on economic growth and development, 
conducted on the data from developed countries [19, 4, 14]. On the other hand, most 
of the authors arrived at negative or mixed results regarding economic growth or re-
turns to capital for developing countries [5, 16, 17]. More recent research started to 
indicate positive economic returns to ICT investment for developing countries also [9] 
and ICT driven returns to productivity gains momentum [15]. 

For example, Hosman, Fife and Armey have found that a 100% increase of ICT 
expenditure per capita produces an additional 9% increase in the growth rate [9]. An-
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other important ICT segment, especially for underdeveloped countries, penetration of 
mobile phones, has contributed significantly to economic growth. Fuss, Meschi and 
Waverman [19], looked at 92 countries, both developed and developing, to estimate 
the impact of mobile phones on economic growth for the period 1980 to 2003. They 
found that a 10% difference in mobile penetration levels over the entire sample period 
implies a 0.6% difference in growth rates between otherwise identical developing 
nations. 

These recent macroeconomics researches do prove that ICT investments lead to 
economic growth, but to gain insight into how ICT can contribute to the development 
of a country, we need a better understanding on the way ICT is adopted, how ICT 
funds are employed, or distinguish the characteristics of specific projects that make 
them likely to succeed, and make them catalysts for economic growth. 

There is strong evidence that e-government reforms are more likely to be a top-
down process rather than a result of citizen demand, even in highly developed coun-
tries as USA [21]. In the case of developing countries, this is even more emphasized, 
because of the modest number of e-services offered by the private companies, and 
underdeveloped awareness of their advantages. This puts even more responsibilities in 
the hands of governments of developing countries. 

Important obstacle in introducing ICT in a developing country is the resistance of 
political or business elites against new technologies.  It is argued that new technolo-
gies could be extremely disruptive. They sweep aside old business models and make 
existing skills and organizations obsolete. They redistribute not just income and 
wealth but also political power [1]. The political-business nexus of the socialist re-
gime elite that held power in the transition considered the introduction of new tech-
nology a threat. New technology brings transparency and empowerment to the citi-
zens, which is not acceptable. 

There are lots of questions concerning the challenges a government confronts in its 
effort to find the proper ICT strategy. One of the fundamental questions in formulat-
ing an ICT strategy for development in a country is what kind of project a government 
should choose to develop. We will try to offer some of the answers by comparing the 
most important ICT projects in Macedonia, Estonia and Slovenia. Besides that, we 
will consider nine horizontal enablers defined by EU Directorate General for Infor-
mation Society and Media as infrastructural elements that provide foundations for 
robust, streamlined and sustainable e-government services [6]. 

Our thesis is that the factors that led to the differences in economic development of 
the three countries are twofold: (1) historical legacy and geo-political circumstances 
(path-dependence), including relatively different social, economic and political con-
text and (2) "subjective" factors that largely depend on the decisions made by the 
governments. We will focus on the government decisions regarding the ICT projects 
(infrastructural and e-government) run by the governments in the three countries, and 
the other factors we will hold constant for the purpose of this research. 

2 Basic Information 

Macedonia, Estonia and Slovenia are of similar size and have a similar history – all of 
them were established as independent states after the fall of communism: all of them 
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were subject to a socialist planned state economy, more or less lacked private initia-
tive, and experienced the transition from socialism to capitalism.  

Slovenia and Estonia, unlike Macedonia, were the most economically developed 
regions in their former federal states (although Slovenia was at a considerably higher 
level in this regard), with geographical proximity to Western Europe: Slovenia bor-
ders Austria and Italy while Estonia has a maritime border with Finland [2]. Macedo-
nia was one of the least developed regions in former Yugoslavia, and its neighboring 
countries were also not as developed. Karch [11] states that geographical proximity 
has played a traditional role in explaining policy diffusion, at least until recently.  

Some of the basic data for the three countries are shown in Table 1. 

Table 1. Estonia, Slovenia and Macedonia, basic data, 2010  

Criteria Estonia   Slovenia   Macedonia 
Area 45,000 km2 20,273 km2 25,713 km2 
Ethnic groups  Estonian 69% 

Russian 25,5% 
Others 5,5% 

Slovenes 83,1% 
Serbs 2,0% 
Others 14,9% 

Macedonian 64,2% 
Albanian 25,2% 
Others 10,6% 

Population 1,333,000 2,018,000 2,056,000 
GDP  $19,083 billion (2010) 

$3,965 billion (1995) 
$49,158 billion (2010) 
$14,386 billion (1995) 

$9.300 billion (2010) 
$3,400 billion (1995) 

GDP growth  3,1%  1,2% 0,7% 
GDP per capita (PPP) $18,518 $28,030 $9,727 
Unemployment rate 5% (2008) 

16,9% (2010) 
11% (2011) 

7,5% (2008) 
10% (2010) 
12% (2011) 

35% (2008) 
32% (2010) 
31,3% (2011) 

Education expenditure 4,9% 4,95% 4,42%  
Expenditure on R&D  1,44%  1,86% 0,2% 

 
Estonia, in less than 20 years, has become one of the leading countries in Eastern 

Europe. The Estonian economy has experienced almost double-digit growth for years 
(i.e. 11.74% in 1997, 9.974% in 2000, 7.516% in 2001, 10.562% in 2006), which 
applies that it was one of the fastest growing economies in the world, until the world 
crisis in 2008. Today it successfully copes with the effects of the crisis and achieves 
positive growth rates again. Much of this success of Estonia is due to the application 
of ICT, which plays an important role in the country. 

Slovenia, in comparison to Estonia, experienced modest growth rates, but the start-
ing position, at the beginning of 1990s was much better then ones of the other two 
countries. The highest growth rate was in 2007, 6,873% and the lowest was in 2009, -
8,129%. During 1990s and 2000s, the average growth rate was 3,44%. Because of its 
good starting position (and traditional openness and trade with the West countries), 
Slovenian economic, social and political developments have been stable and relatively 
successful (its exports amount 60% of GDP), maintaining the biggest GDP in the 
region - despite having lower economic growth. Slovenians speak many languages 
(proficiency in English is one of the highest in the EU) and they are also prone to 
learning new technologies [3]. 

Macedonia, in comparison to Estonia, has experienced modest growth rates in the 
past 20 years, from negative ones in the beginning of the 1990s (i.e. -7,5% in 1993), 
to the highest one, 5,9% in 2007. In comparison to Slovenia, the starting position of 
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Macedonia in 1990s, with GDP about four times lower then Slovenia’s was also ra-
ther unfavorable.  

According to the research undertaken by the World Economic Forum on the use of 
information technology in 142 countries [20], Estonia ranks 24th in the Networked 
Readiness Index and it is the highest-ranking Central and Eastern European country. 
Slovenia takes 37th place, and Macedonia takes 66th place. 

3 ICT projects in Estonia 

At the beginning of the 1990s, when Estonia regained its independence, it was rela-
tively a technologically backward country. The industrial machinery from the Soviet 
era was outdated, and state infrastructure in terms of institutions and people had to be 
built up from scratch. However, foreign direct investments started coming to Estonia. 
Krull [12] states that crucial factors supporting the development of Estonian infor-
mation society and growth were: 

� Building modern telecommunication infrastructure; 
� The Tiger’s Leap project and Estonian Educational and Research Network, back in 

1993, provided schools with computers and Internet, from which generations of 
advanced ICT users rose, bringing their knowledge and their habits to their fami-
lies, therefore producing a spillover effect; 

� Early adoption of regulation related to information society; 
� Introduction and the raising of public awareness for government programmes such 

as e-government, Village Road, x-Road, ID cards, etc.; 
� The collaboration among the government, private companies and NGOs for vari-

ous ICT programmes, such as the Tiger Leap programme. 

According to many analyses, the government was the leader in introducing infor-
mation society in Estonia, together with a pro-active ICT sector and advanced ICT 
user population. The business sector and NGO followed when they found their own 
interest in ICT projects run by the government. The most successful projects run by 
the government are the following [7]: 

� Electronic ID card, which is used by almost 90% of the population. It serves as an 
identity document and as a travel document within the EU. It serves as a pass to 
almost every e-service in Estonia, to e-banking, e-elections, buying transportation 
tickets, e-taxes, e-education, e-health, etc. 

� Mobile phone applications – m-parking, m-ticket for public transport, m-banking. 
� E-taxes – Estonia’s tax board offers online a pre-completed tax form, which ena-

bles easy and fast submission of taxes by citizens and companies. In 2011, over 
93% of the income tax declarations were presented via e-tax system.  

� E-elections – since 2005, Estonians, among the first countries, have been given the 
opportunity to vote via Internet, using the ID card or mobile phone as identifica-
tion. In the 2011 parliamentary elections 24.3% of the people who voted used the 
e-voting system.  

� E-business registration – full e-service for a registration of a new company. 
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� E-banking – bank sector was a fast follower to the introduction of information 
society by the Estonian government with the e-banking project. It was widely ac-
cepted, and currently 98% of the bank transactions are received through e-banking.  

� E-ticket for the public transport is paid via Internet and is registered on the citi-
zen’s personal ID card. 

� Digital prescriptions – integral information system that keeps record of the medical 
prescriptions in a central database, and enables patients to get their prescribed med-
icine in a pharmacy only with an ID card. It was launched in January 2010. 

� E-health record – medical information system started in 2010, which contains in-
formation on diagnoses, doctor’s visits, tests, treatments, prescribed medications 
etc. There is a patient portal that can be accessed with patient’s ID card. 

� E-school – since 2003, parent-teacher communication is facilitated with the portal 
e-School for all Estonian schools. The grades of the students can be tracked, their 
absence from classes, the content of their lessons etc. 

� University via Internet – the results from the state exams are kept in an information 
system, together with the high school grades. Students may submit applications to 
universities via the state’s internet-based application system, using the former data. 

Important factor in developing e-services was early introduction of X-Road (2001), 
the data exchange layer of the state information system, which included a complex 
security solution: authentication, multi-level authorization, a high-level log processing 
system, encrypted data traffic with time stamps, a warning system for servers against 
cyber attacks etc. An important principle applied from the very start of the X-Road is 
its service-oriented architecture. Besides basic 20 e-services, in 2008 Estonia had over 
800 e-government services for citizen and companies, being second after Austria in 
EU in terms of fully electronic services, according to the Capgemini survey [10]. All 
the common horizontal enablers, according to EU Directorate General for Information 
Society and Media, are available in Estonia, as one of six leading EU countries.  

4 ICT projects in Slovenia 

With 95% full online availability of e-government services Slovenia is above the EU 
average of 82% [6]. Slovenia develops its e-government services according to EU 
recommendations, focusing on 12 services for citizens and 8 for businesses, which are 
defined as priority ones: 

� Income taxes: declaration, notification of assessment – there is prefilled tax decla-
ration for taxpayers as in Estonia, but they cannot use their ID card for authentica-
tion and authorization, but a qualified certificate issued by any registered certifica-
tion authority in the country. 

� Job search services by labor offices – there are two online job search services, by 
Employment Service of Slovenia and by the Ministry of Public Administration. 

� Social security benefits –online processing of unemployment benefits, child allow-
ances, medical costs (reimbursement or direct settlement), student grants. Not all of 
the social benefits are available online. 
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� Personal documents: passport and driver’s license – there is information on the 
application process and email reminders on the expiration date of passports; other-
wise the process is conducted in traditional manner. Renewal of a driver’s license 
is a full online service that includes paying online, and receiving the new driving 
license by post. This e-service holds one of the lowest grades regarding online so-
phistication scores in the country - 50 out of 100 in 2010.  

� Car registration (new, used, imported cars) – full online service. 
� Application for building permission– full online service. 
� Police report (e.g. in case of theft) - Since 2004, citizens can report crimes to the 

police online. Authentication with a qualified digital certificate is required. Since 
2009, an anonymous denunciation of corruption to the Police has been enabled. 

� Public libraries (availability of catalogues, search tools) - full online service that 
contains over 3 million bibliographic records, with a booking system. 

� Certificates (birth and marriage): request and delivery - full online service that can 
be used by all residents equipped with qualified digital certificates. 

� Enrolment in higher education/university – online application. 
� Announcement of moving (change of address) - users need to send the electronical-

ly signed application form together with requested enclosed documents. 
� Health related services (interactive advice on the availability of services in differ-

ent hospitals; appointments for hospitals) – information services. Lowest ranking 
grades regarding online sophistication scores in the country – 32/100 in 2010. 

� Social contributions for employees – full online service. 
� Corporate tax: declaration, notification – full online service, same as for citizens. 
� VAT: declaration, notification – full online service. 
� Registration of a new company – full online service.  
� Submission of data to statistical offices – full online service. 
� Customs declarations – full online service. 
� Environment-related permits (incl. reporting) – mainly informational web sites, 

some electronic services for obtaining environment-related permits.  
� Public procurement - portal was established in 2007. It supports prior information 

notice, contract notice and contract award notice, as well as their amendments, ten-
der documentation and relevant questions, answers and explanations. In 2009 the 
portal was upgraded with an additional platform for e-Submission, e-Tender evalu-
ation and e-Auctions.  

Besides these 20 e-government services, there are about 600 additional e-services 
in the country. Out of 9 measured horizontal enablers, 6 are available in Slovenia. 
These are: E-ID, Authentic Sources, Secure e-Delivery, Architecture Guidelines, Cat-
alogue of Horizontal Enablers and E-Payment. The following enablers are not yet in 
place: Single Sign on, E-Safe and Open Specifications. 

5 ICT projects in Macedonia 

In 2005, the Republic of Macedonia has established the portal Uslugi.gov.mk as the 
single point of access to information and services of the government. The portal is a 
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result of the government’s efforts to create a more efficient and transparent admin-
istration by presenting all available services for both citizens and businesses to the 
public. The assessment of the 10 basic services recommended by EU, and offered by 
the Macedonian government is as follows [13]: 

� Income taxes: declaration, notification of assessment – there is no prefilled person-
al tax declaration for tax payers as in Estonia and Slovenia. Companies may pay 
the taxes online. Since 2012 there is also an online form of e-taxes for citizen. The 
percentage of tax declarations presented via e-tax system is very small, because of 
the small number of owners of the qualified certificate issued by registered certifi-
cation authority in the country. 

� Job search services by labor offices – there are two institutions in this field, Em-
ployment Service Agency and Administration Agency. The former one offers 
online submission of the data of new employments and the termination of em-
ployments, and the latter one offers online information on job openings and online 
job application. No other online services are offered.  

� Social security benefits – other than online application for student dormitories, 
loans and grants, there is no other e-service regarding social security benefits. At 
best, there are information and downloadable forms for the social benefit. 

� Public libraries (availability of catalogues, search tools) - online service that con-
tains over 500 000 bibliographic records on book and non-book materials in Mace-
donian libraries. 

� Health related services – G2B information on required documents or downloadable 
forms, no G2C online services. Information system on e-health record is under 
construction, health e-cards are being distributed to patients currently. 

� Social contributions for employees – full online service. 
� Corporate tax: declaration, notification – full online service. 
� Registration of a new company – full online service.  
� Customs declarations – Single Window for Export/Import licenses and tariff quotas 

system (EXIM) is online. Construction of the integral Customs information system 
with online services in progress.  

� Public procurement - Public procurement is one of the most advanced part of e-
services in Macedonia. Portal was established in 2007, and it is a one-stop-shop for 
public procurement in the country, which streamlines complex procedures and fa-
cilitates interaction between businesses and government institutions. It is also 
compliant with the European Union Directives and supports all forms of public 
procurement, including electronic auctions. Public institutions and businesses reg-
ister with the system and obtain the obligatory digital certificates for posting ten-
ders or sending bids. Since January 2008, e-Auctions have also become part of it. 

The other 10 basic e-services recommended by EU, and listed in the previous chap-
ter are not available at present. Most of them offer static information about the service 
to the citizen and businesses, or downloadable application forms.    

Other significant projects regarding ICT in the public sector are: a computer for 
every student project; document management system for all the ministries; electronic 
land registry system, launched by Real Estate Cadastre Agency (May 2010), currently 
available for the city of Skopje and few other towns, and working on including entire 
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country; electronic grade-book, mandatory for all schools since 2012/2013; web pub-
lishing of school textbooks (April 2010); m-service which enables the payments of 
administrative fees by mobile phone (July 2011); m-parking; 680 Internet kiosks with 
additional wireless Internet in rural areas (January 2010); free of charge ICT courses; 
free of charge internet clubs; system for ranking of applicants for ‘social apartments’; 
system for ranking of applicants for international cargo transport licenses (2007); 
budget planning system for budget users (www.e-budget.gov.mk); e-democracy – 
integral system for parliament document and process management, etc. 

Out of 9 measured horizontal enablers, only 2 are available in Macedonia: e-ID and 
e-Payment. The other 7 are either not yet in place or are used only within the individ-
ual projects.  

According to World Economic Forum in 2012 [20], the Government Online Ser-
vice Index that assesses the quality of government’s delivery of online services on a 
0-to-1 scale, Macedonia is ranked 69th out of 142 countries with index 0.32. 

6 Discussion 

Given the experiences regarding the role of ICT in the public sector in Estonia, Slo-
venia and Macedonia, we can make several conclusions about the role of ICT in the 
development growth paths of the three countries. As mentioned before, we focused 
solely on the comparison of selected ICT projects by the governments of the three 
countries, and not on the analysis of historical, political, social, and economic context 
of each country that requires more comprehensive approach. 

Our insight shows that all the contries put the accent on services. Roughly said, 
ICT in the eyes of the users equals e-services of the government. However, the differ-
ences between the three countries are more than obvious. To put it more clearly, in 
Macedonia 10 basic e-services recommended by EU are not available, unlike in Slo-
venia or Estonia. In Estonia all horizontal enablers are functional, in Slovenia 6 out of 
9 measured horizontal enablers are available, but only 2 in Macedonia. 

Why is that so? Estonia has focused on ICT since its independence, and has been 
an early adopter with a consistent policy of promoting ICT use and investing in ICT 
infrastructure, as it has realized the potential benefits of ICT in enabling economic 
growth and development of the country. We have to mention again the proximity of 
technologically advanced Finland and Sweden, and population with high level of 
technical education, as a fertile ground for wide ICT adoption.   

We can say that Slovenian leaders consider ICT as one of the growth tools, but not 
the main one. They lack the Estonian proactive behavior, they follow the EU recom-
mendations, and that works well for Slovenia, because of its good starting position. 
The differences in ICT adoption in Estonia and Slovenia follow the differences in 
political reforms after gaining independence: Estonia directed radical changes in the 
sense of the liberalization of society, while Slovenia was oriented toward a so-called 
"gradualism" [2]. 

By contrast, Macedonia has been a late adopter of ICT (it lags at least 10 years be-
hind Estonia). Notwithstanding the historical and geo-political differences between 
Macedonia and the other two countries, this has been, in our view, the main difference 
between Macedonia, Slovenia and Estonia respectively, as to ICT. Therefore, it is 
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very important to emphasize that ICT initiatives had not been undertaken by the Mac-
edonian government until 2005. Starting 2006, a minister without portfolio in a newly 
formed Macedonian government was assigned to an information society development, 
and in 2010 a Ministry of Information Society was established.  

Despite of the initiatives of the government, it appears that ICT has still not been 
recognized as a powerful growth tool, as it is in Estonia and Slovenia. Macedonian 
investment in ICT is significantly below Estonian and EU average (2,9% in Estonia, 
2,7% in average in EU27, and 0,84% in Macedonia in 2009). Admittedly, individual, 
often successful ICT projects are undertaken, but there is a general lack of prerequi-
sites: solid infrastructure, common registries, common data exchange layer, interoper-
ability elements, most of the horizontal enablers, to number just a few. The ICT poli-
cies of the country are, though, of high quality. Laws regarding information society 
are also adopted to a large extent. On the level of written strategies and documents 
Macedonia is not behind the developed EU countries.  

One of the first actions that the government with a vision of developed ICT should 
undertake is a proper prioritization of ICT projects for development; that is to say, the 
government should make more serious efforts to provide funds for the projects, tech-
nical expertise, governance structures, proper management of the projects, and regula-
tion. The proactive behavior of the government will stay a set of wishes if the projects 
are not funded, if they are not backed by expertise and management. 

7 Conclusion 

ICT4D sets complex goals ahead, both as outcomes and as impact to a society. The 
effects for the economy appear where ICT users utilize the technology - create new 
knowledge, save time, create new jobs, new livelihoods, redesign business processes. 
Our research has analyzed the effects of ICT adoption and use in three countries with 
different approaches to ICT. Estonia was seen to be an early and intensive adopter of 
ICT, then Slovenia as first follower, whereas Macedonia lagged in the adoption of 
ICT and then did not adopt ICT as intensively.  

Our results suggest that Estonia's approach was the most effective in creating eco-
nomic growth; Slovenia has successfully developed its e-government services, but is 
behind Estonia. As to Macedonia's macroeconomic results that could be connected to 
development of ICT, we can say that they are still unsatisfactory.  

These outcomes from ICT adoption as an impact to an economic growth were re-
sult of government’s decisions in all three countries to invest in ICT. What makes the 
differences between them is the careful and elaborate selection of ICT projects and, 
which is, perhaps, most important, their successful execution.  

We can pick out six crucial preconditions for development of ICT that will have 
tangible impact on economic growth: government is the leader in introducing infor-
mation society; government is early adopter of ICT; government is proactive; gov-
ernment recognizes ICT as growth tool; government provides the funding; govern-
ment provides quality project management. 

The proactive government of Republic of Macedonia recognizes ICT as growth 
tool, but has funded poorly the ICT projects. In this respect, much more is needed to 
be done since Macedonia has to compensate the starting position of a late adopter.  
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1 Introduction

We construct quasigroup-based hybrid of a code and a cipher and give an algo-
rithm that describes this construction. Some results presented in this paper are
taken from [18].

Hybrid idea is sufficiently known, see, for example, [16], [17]. Following Mar-
kovski, Gligoroski, and Kocarev [9], [10], we name such hybrid as a cryptcode.

Author chooses ”example” style for this paper in order to make it accessible
for engineers and students.

Definition 1. A T -quasigroup (Q,A) is a quasigroup of the form A(x, y) =
ϕx+ψy+c, where (Q,+) is an abelian group, ϕ, ψ are some fixed automorphisms
of this group, c is a fixed element of the set Q [8], [15].

Theorem 1. A T -quasigroup (Q, ·) of the form x · y = αx + βy + c and a T -
quasigroup (Q, ◦) of the form x ◦ y = γx+ δy+ d, both over a group (Q,+), are
orthogonal if and only if the map α−1β− γ−1δ is an automorphism of the group
(Q,+) [14].

Denote elements of the group Z2⊕Z2 as follows: {(0; 0), (1; 0), (0; 1), (1; 1)}.
The group Aut(Z2 ⊕ Z2) consists of the following automorphisms:

(
1 0
0 1

)

,

(
1 0
1 1

)

,

(
1 1
0 1

)

,

(
0 1
1 0

)

,

(
1 1
1 0

)

,

(
0 1
1 1

)

Denote these automorphisms by the letters ε, ϕ2, ϕ3, ϕ4, ϕ5, ϕ6, respectively.
Notice that ϕ2

2 = ϕ2
3 = ϕ2

4 = ε, ϕ2
5 = ϕ6, ϕ

2
6 = ϕ5. It is known that

Aut(Z2 ⊕ Z2) ∼= S3 [6], [7].
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For convenience we give Cayley table of the group Aut(Z2 ⊕ Z2).

· ε ϕ2 ϕ3 ϕ4 ϕ5 ϕ6

ε ε ϕ2 ϕ3 ϕ4 ϕ5 ϕ6

ϕ2 ϕ2 ε ϕ5 ϕ6 ϕ3 ϕ4

ϕ3 ϕ3 ϕ6 ε ϕ5 ϕ4 ϕ2

ϕ4 ϕ4 ϕ5 ϕ6 ε ϕ2 ϕ3

ϕ5 ϕ5 ϕ4 ϕ2 ϕ3 ϕ6 ε
ϕ6 ϕ6 ϕ3 ϕ4 ϕ2 ε ϕ5

Information on codes can be found in [4].

2 Construction

Code part. We shall use a code given in [13, Example 19]. Let’s suppose that
the symbols x, y are informational symbols, and the symbol z is a check symbol.
Remember x, y, z ∈ (Z2 ⊕ Z2). We propose the following check equation x +
ϕ5y + ϕ6z = (0; 0), i.e., we set the following formula to find the element z:

z = ϕ5x+ ϕ6y (1)

Recall, statistical investigations of J. Verhoeff [19] and D.F. Beckley [2] have
shown that the most frequent errors made by human operators during data
transmission are single errors (i.e. errors in exactly one component), adjacent
transpositions (in other words errors made by interchanging adjacent digits, i.e.
errors of the form ab→ ba), and insertion or deletion errors. If all codewords are
of equal length, insertion and deletion errors can be detected easily.

Twin error is an error of the form (aa→ bb). In [13] it is proved the following

Theorem 2. Any (n− 1)-T-quasigroup code (Q, g) with check equation

d(xn1 ) = α1x1 + α2x2 + · · ·+ αnxn = 0

detects:

– any transposition error on the place (i, i + k), (i ∈ 1, n− k, k ∈ 1, n− i,
i + k ≤ n) if and only if the mapping αi − αi+k is an automorphism of the
group (Q,+);

– any twin error on the place (i, i+ k), (i ∈ 1, n− k, k ∈ 1, n− i, i+ k ≤ n) if
and only if the mapping αi + αi+k is an automorphism of the group (Q,+).

From Theorem 2 follows that the proposed code detects any transposition
and twin error. The proposed code is quasigroup code, therefore it detects any
single error [12], [13].

Suppose we have a word of the form ab, a, b ∈ Z2 ⊕ Z2. There exist 3 · 3 = 9
double errors that can be done in this word. It is easy to see that given code
detects 6 errors and it cannot detect 3 double errors.

Thus this code detects 12 from theoretically possible 15 errors in any word
of the form ab, a, b ∈ Z2 ⊕Z2, i.e., it detects 80% errors in information symbols
by supposition that the check symbol was transmitted without error.
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Cryptographical part. We construct cryptographical part of the proposed
cryptcode. For this aim we take three T -quasigroups over the group Z2 ⊕ Z2:

(Z2 ⊕ Z2, D) with the form D(x, y) = ϕ3x+ ϕ6y + a1;
(Z2 ⊕ Z2, E) with the form E(x, y) = ϕ2x+ ϕ5y + a2;
(Z2 ⊕ Z2, F ) with the form F (x, y) = ϕ3x+ ϕ5y + a3.

Lemma 1. The quasigroups (Z2 ⊕ Z2, D), (Z2 ⊕ Z2, E), and (Z2 ⊕ Z2, F ) are
orthogonal in pairs.

Proof. We can use Theorem 1 and Cayley table of the group Aut(Z2 ⊕ Z2).

Define three ternary operations:

K1(D(x, y), z) = D(x, y) + z

K2(E(x, y), z) = E(x, y) + z

K3(F (x, y), z) = F (x, y) + z

It is clear that these operations can be replaced by a more complex system
of operations.

Lemma 2. The triple of ternary operations K1(x, y, z),K2(x, y, z),K3(x, y, z)
forms an orthogonal system of operation.

Proof. We solve the following system of equations
⎧
⎪⎨

⎪⎩

ϕ3x+ ϕ6y + a1 + z = b1

ϕ2x+ ϕ5y + a2 + z = b2

ϕ3x+ ϕ5y + a3 + z = b3

(2)

where b1, b2, b3 are fixed elements of the set Z2 ⊕ Z2.
We use properties of the groups (Z2 ⊕ Z2) and Aut(Z2 ⊕ Z2):

⎧
⎪⎨

⎪⎩

ϕ3x+ ϕ6y + z = b1 + a1

ϕ2x+ ϕ5y + z = b2 + a2

ϕ3x+ ϕ5y + z = b3 + a3

(3)

We do the following transformations of the system (3): (first row + third row)
→ first row; (second row + third row) → second row; and obtain the system:

⎧
⎪⎨

⎪⎩

y = b1 + a1 + b3 + a3

x = ϕ4(b2 + a2 + b3 + b4)

ϕ3x+ ϕ5y + z = b3 + a3

(4)

In the third equation of the system (4) we replace x by ϕ4(b2 + a2 + b3 + b4)
and y by b1 + a1 + b3 + a3, obtaining:

⎧
⎪⎨

⎪⎩

x = ϕ4(b2 + a2 + b3 + a3)

y = b1 + a1 + b3 + a3

z = b3 + a3 + ϕ5(b1 + a1 + b2 + a2)

(5)
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Therefore, the system (2) has a unique solution for any fixed elements b1, b2, b3 ∈
(Z2 ⊕ Z2), operations K1(x, y, z),K2(x, y, z),K3(x, y, z) are orthogonal.

Triplets of orthogonal operations K1(x, y, z),K2(x, y, z),K3(x, y, z)
(by a1 = a2 = a3 = (0; 0)) define on the set Q 3 permutation with the fol-
lowing cycle type: 12214172141281, i.e., this permutation contains two cycles of
order 1, one cycle of order 2, and so on. Denote this permutation by the letter
K.

The order of permutation K is equal to 28. Notice that using isotopy [3], [11]
or generalized isotopy [14] it is possible to change the order of permutation K.

We shall use the system of three ternary orthogonal groupoids (Q,A), (Q,B),
(Q,C) of order 4 from [5].

In these tables A(0, 1, 2) = A0(1, 2) = 3, C(2, 3, 2) = C2(3, 2) = 2, and so on.

A0 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2

A1 0 1 2 3
0 1 0 3 2
1 0 1 2 3
2 3 2 1 0
3 2 3 0 1

A2 0 1 2 3
0 2 3 0 1
1 3 0 1 2
2 0 1 2 3
3 1 2 3 0

A3 0 1 2 3
0 3 2 1 0
1 2 3 0 1
2 1 0 3 2
3 0 1 2 3

B0 0 1 2 3
0 3 0 1 3
1 0 2 3 0
2 1 2 1 3
3 1 1 2 2

B1 0 1 2 3
0 2 1 1 0
1 2 3 3 0
2 0 2 1 3
3 0 0 3 1

B2 0 1 2 3
0 1 2 0 0
1 2 0 3 1
2 0 2 3 2
3 3 2 1 1

B3 0 1 2 3
0 3 3 2 2
1 0 1 2 1
2 0 2 0 3
3 3 1 0 3

C0 0 1 2 3
0 3 1 2 0
1 2 1 1 2
2 0 1 0 1
3 3 1 2 3

C1 0 1 2 3
0 1 2 1 3
1 1 2 3 1
2 0 2 2 0
3 1 3 1 1

C2 0 1 2 3
0 3 3 0 0
1 2 1 0 1
2 3 3 2 0
3 3 0 2 3

C3 0 1 2 3
0 2 1 0 0
1 2 0 2 3
2 3 3 2 0
3 2 0 0 3

Denote permutation that defines this system of three ternary orthogonal
groupoids by the letterM ,M =M(A(x, y, z), B(x, y, z), C(x, y, z)). This permu-
tation has the following cycle type: 11171201261. The order of this permutation
is equal to 17 · 20 · 13 = 4420.

In order to use the system of orthogonal groupoids and the system of orthog-
onal T -quasigroups simultaneously we redefine the basic set of the T -quasigroups
in the following (non-unique) way: (0; 0)→ 0, (1; 0)→ 1, (0; 1)→ 2, (1; 1)→ 3.

We propose the following cryptographical term (a cryptographical primitive):

H(x, y, z) =Mk(Kl(x, y, z)), k, l ∈ Z (6)

The transformation H is a permutation of the set Q3. Indeed, this transfor-
mation is a composition of two permutations: K l and Mk.

Remark 1. It is possible to use the following cryptographical procedure:

H1(x, y, z) = Kt(Mk(Kl(x, y, z))), t, k, l ∈ Z,

and so on.
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3 Algorithm

We propose the following

Algorithm 1 1. Take a pair of information symbols a, b ∈ (Z2 ⊕ Z2);
2. using formula (1) (or its analogue), find value of the check symbol c;
3. apply the cryptographical term H to the triple (a, b, c);
4. therefore, we obtain first three elements of the cipher-text;
5. take a pair of information symbols d, e ∈ (Z2 ⊕ Z2);
6. using formula (1), find value of the check symbol f ;
7. change values of the numbers k, l in the cryptographical term H; also it is

possible to change the term H by other term of such or other type;
8. apply the cryptographical term H to the triple (d, e, f);
9. we obtain next three elements of the cipher-text;

10. and so on.

Remark 2. At Step 7 of Algorithm 1 it is possible to use ideas of Feistel schema.
Namely, it is possible to calculate the numbers k, l using some bijective functions,
where the numbers of triplet H(a, b, c) and previous values of k and l are used
as arguments.

Decoding. Using permutations K−1 andM−1, we can construct corresponding
triplets of orthogonal 3-ary groupoids and so on.

Resistance relative to some possible attacks. Taking into consideration
Remark 1, we can estimate the number of possible keys in the presented crypt-
code. This number is equal to (64!). Length of any key is equal to 64 · 3 · 2 = 384
bits.

At each step of the proposed algorithm only three symbols (six bits) are
ciphered. Moreover, after any step this key can be changed. Therefore, brute-
force attack is difficult.

Statistical attack also seems to be difficult. It is possible to present the fol-
lowing argument: the symmetric group S64 acts on the set, which consists from
64 triplets 64-transitively [7].

A code-crypt algorithm. Denote the coding procedure from Algorithm 1 as
C(x, y) since this procedure is a function of two variables. Therefore, we can
describe procedures of coding and enciphering in Algorithm 1 by the following
formula:

H(x, y, C(x, y)), (7)

where H is taken from equation (6). It is possible to construct a code-crypt
algorithm by the formula C1(H(x, y, z)) since there exists a possibility to use an
analogue of the code C for three information symbols [13, Example 19], i.e., we
can transpose the procedures C and H.
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Conclusion. Almost all constructions in this paper are performed over the field
GF (22). An analog of Algorithm 1 can be constructed over a field of the order
more than four. Also we can use an alternating more powerful code [1].

Acknowledgment. Author thanks Referees for their helpful comments.
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Abstract. There are many challenges today for storing, processing and transfer-
ring intensive amounts of data in a distributed, large scale environment like 
cloud computing systems, where Apache Hadoop is a recent, well-known plat-
form to provide such services. Such platforms use HDSF File System organized 
on two key components: the Hadoop Distributed File System (HDSF) for file 
storage and MapReduce, a distributed processing system for intensive cloud da-
ta applications. The main features of this structure are scalability, increased 
fault tolerance, efficiency and high-performance for the whole system. Hadoop 
supports today scientific applications, like high energy physics, astronomy ge-
netics or even meteorology. Many organizations, including Yahoo! and Face-
book have successfully implemented Hadoop as their internal distributed plat-
form. Because HDSF architecture relies on a master/slave model, where a sin-
gle name-node server is responsible for managing the namespace and all 
metadata operations in the file system. As a result this poses a limit on its 
growth and ability to scale due to the amount of RAM available on the single 
namespace server. A bottleneck resource is another problem that derives from 
this internal organization. By analyzing the limitations of HDSF architecture 
and resource distribution challenges, this paper reviews many solutions for ad-
dressing such limitations. This is done by discussing and comparing two file 
systems: Ceph Distributed File System and the Scalable Distributed File Sys-
tem. We will discuss and evaluate their main features, strengths and weaknesses 
with regards to increased scalability and performance. Also we will analyse and 
compare from a qualitative approach the algorithms implemented in these 
schemes such as CRUSH, RADOS algorithm for Ceph and RA, RM algorithms 
for SDFS.   

Keywords: Algorithm, cloud filesystems, Hadoop distributed filesystem,  per-
formance, Ceph File System, Scalable Distributed File System 

1 Introduction 

 
Apache Hadoop is a famous, suitable platform for storing, processing and transferring 
large amounts of data sets in a cloud environment. The compact organization  
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realised by Hadoop Distributed File System [2] for storing data of different complexi-
ty and variety and MapReduce [3] for processing intensive distributed data applica-
tions, give HDSF a fundamental role in adapting the changing way  of storing and 
processing information today. Projected to run on low cost hardware, HDSF file sys-
tem is highly fault tolerant due to its replication policies for recovering data blocks in 
case of hardware failures or data corruption. Efficiency and high performance are 
provided adding to replication policies the ability to access data files in a stream, 
write-once-read-many [2] manner. One of the main features of HDSF is its ability to 
scale through hundreds of nodes in cloud computing systems. This is achieved by 
decoupling or separating metadata from data operations since metadata operations are 
usually faster than the data ones. MapReduce exploits the scalability of the file system 
[7] offering computation movement to interested data for a certain application. 

Several important fields benefit from HDSF services such as astronomy, mathemat-
ics, genetics [9] or even economy used in online commerce and fraud detection [7], 
etc. Also important organizations like Yahoo!, Facebook and eBay have successfully 
implemented Hadoop as their internal distributed platform.  

HDSF file system structure organization is based on the master/slave model where 
only a single NameNode server (master) menages the entire namespace, metadata 
operations and access to data files from clients of the file system. Data files are split 
into data blocks that are stored in DataNodes, usually one for every node in a cluster 
environment. Because of speed increasing, the whole file system metadata is stored in 
the NameNode single server’s main memory. This implies a limit on the capacity of 
the system to grow and scale into a larger number of nodes than those supported by 
the available amount of RAM present in the NameNode server. Also the presence of 
this single server as the only metadata source creates a bottleneck resource and a sin-
gle point-of-failure if it goes down. The same scenario can happen in the case where 
the number of contemporary requests for metadata operations that address the 
namespace server, reaches the limits of its capacities. Also the network bandwidth 
available for exchanging data between the actors in the file system is a limiting factor 
regarding scalability and overall performance. 

The contributions of this paper are: 1) review of Ceph distributed file system and the 
new Scalable Distributed File System with regards to growth and scalability limits 
and 2) compare their features, strengths and weaknesses 3) analyse and compare from 
a qualitative approach the algorithms implemented in these schemes such as CRUSH, 
RADOS algorithm for Ceph and RA, RM algorithms for DSFS. 

The rest of the paper is organized in the following order: section 3 will describe  the  
limitations and solutions of the existing HDSF architecture, regarding scalability im-
provement. In section 4, features and comparison of Ceph file system and DSFS file 
system will be discussed and in section. Also algorithms implemented in Ceph  such 
as CRUSH, RADOS and those implemented in DSFS such as RA, RM will be com-
pared from a qualitative approach. 

A lot of work has been made during the last years on the field of distributed net-
worked file systems. Andrew File System (AFS) [15] is a distributed file system that 
presents several advantages over traditional networked file systems, especially in the 
fields of security and scalability. It uses a cluster of servers to provide a homogeneous 
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and location transparent namespace to all the clients who want to interact with it. No 
matter the fact that it can handle large amounts of file requests it may not be conven-
ient for large scale and scientific operations like those handled by HDSF. 

The Networked File System (NFS) [16] is another way to share files on a network. 
It has the disadvantage that it oversimplifies everything by making a remote file sys-
tem appear as a local one. In situations like those handled in HDFS it wouldn’t be 
appropriate or even reliable. 

Other file systems used in distributed enviroments are Frangipiani [17] and Inter-
Mezzo [18]. Frangipiani is a distributed file system where disks on multiple machines 
are stored and managed in a single shared pool. Due to a simple internal structure 
system recovery and load balancing are easily managed. In InterMezzo, local file 
systems serve as server storage and client cashe and make the kernel file system driv-
er a wrapper around the local file system. These file systems do not have a good re-
souce allocation regarding dynamic link, storage and proccesing capacities. 

Another very well-known file system is the Google File System (GFS) [6] which 
resembles to HDSF and has recently announced a namespace distribution even if no 
information for the public hasn’t been provided yet. 

 

2 Related Work 

A lot of work has been made during the last years on the field of distributed net-
worked file systems. Andrew File System (AFS) [15] is a distributed file system that 
presents several advantages over traditional networked file systems, especially in the 
fields of security and scalability. It uses a cluster of servers to provide a homogeneous 
and location transparent namespace to all the clients who want to interact with it. No 
matter the fact that it can handle large amounts of file requests it may not be conven-
ient for large scale and scientific operations like those handled by HDSF. 

The Networked File System (NFS) [16] is another way to share files on a network. 
It has the disadvantage that it oversimplifies everything by making a remote file sys-
tem appear as a local one. In situations like those handled in HDFS it wouldn’t be 
appropriate or even reliable. 

Other file systems used in distributed enviroments are Frangipiani [17] and Inter-
Mezzo [18]. Frangipiani is a distributed file system where disks on multiple machines 
are stored and managed in a single shared pool. Due to a simple internal structure 
system recovery and load balancing are easily managed. In InterMezzo, local file 
systems serve as server storage and client cashe and make the kernel file system driv-
er a wrapper around the local file system. These file systems do not have a good re-
souce allocation regarding dynamic link, storage and proccesing capacities. 

Another very well-known file system is the Google File System (GFS) [6] which 
resembles to HDSF and has recently announced a namespace distribution even if no 
information for the public hasn’t been provided yet. 
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3 HDFS and Scalability 

The two main actors in HDSF architecture execute different operations over the file 
system. Operations like open close and rename of the files and directories of the 
namespace are executed by the NameNode server. Whereas operations like read and 
write, that in fact are client request operations over the data As mentioned above there 
are serious limitations regarding scalability, caused by the single NameNode server 
and its amount of RAM for namespace storage. Furthermore, from works by Shvacko 
at al. [10], 30% of the processing capacity of the name-node capacity is dedicated to 
internal load, such as processing block reports and heartbeat [2]. The remaining 70% 
of capacity processing can easily be expired by 10.000 writers on a 10,000 node 
HDSF cluster as calculated by Shvacko at al. [10]. Consequently a bottleneck and 
name-node saturation would happen. Any intention to increase the number of 
DataNode servers, files stored in the DataNodes or clients requests beyond the 
supporting abilities of the single namespace server, causes a single point-of-failure in 
the file system. 

When a client requests access to a file for a read or write operation, he first contacts 
the namespace server for the location of the data blocks forming the desired file on 
the datanodes. Than the transfer to or from the DataNodes takes place, as described in 
Fig.1. 

 

 

 

                                                          

 

Fig. 1. HDSF architecture by [1] 

 
Eventually the distribution of the namespace server and the decentralisation of the 

existing master/slave architecture represents an inevitable fact. That said, not all the 
approaches that attempt to introduce several namespace servers are successful. Such 
an example is Federation [8], where the number of clients and the amount of data 
stored increases, due to the presence of several NameNodes. But the static 
partitioning prevents from redistribution in the case when the growth of a volume 
reaches the NameNode capacities, so again we arrive at a lack of scalability. 

No matter the system’s  necessity of distributing the namespace server into a cluster 
of NameNode servers, the costs of money and time (even years for building such a 
distributed environment) it takes, have to be considered. This means we have to think 
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about a distributed namespace rather than a distributed environment of Namenode 
servers. Hbase [1] is such an approach, but even here the algorithms that have to be 
implemented for the namespace partitioning and the issue of renaming represent hot 
topics of discussion. 

4 Solutions Based on Distributed File Systems  

In this section we analyse two file systems that address HDSF limtitations above 
discussed. Ceph Distributed File System and Scalable Distributed File System (SDSF) 
main features, strengths and weaknesses are specified regarding namespace 
distribution, scalability improvement, higher performance and increased fault 
tolerance. 

4.1 Ceph [11]: How and Why 

Ceph is an open-source platform [6]. How to address HDSF scalability limitations 
using Ceph? “Simply” by using Ceph as the file system for Hadoop platform as 
explained in [6]. 

Ceph is an object–based parallel file system, which internal organization [6] fulfills 
HDSF main requirements for playing the role of its file system.  

One of the main strengths of Ceph is the distribution of the entire metadata 
operations and namespace file system into a cluster of metadata servers (MDS). The 
process of distribution is realised in a dynamic way thanks to the Dynamic Subtree 
Partitioning algorithm. Each MDS measures the popularity of metadata using 
counters. Any operation that affects the actual i-node increments the counters and all 
of it ancestors till the root. This way a weighted MDS regarding the recent local 
distribution, is provided. The achieved values are periodically compared and as e 
result appropriately sized subtrees are migrated,  to keep the workload evenly 
distributed. 

Besides workload balancing, also the ability to prevent hot spot points for metadata 
operation requests is achievable. Surely, the scalability and overall performance 
increase.   

When a client wants to interact with the file system, first he requests the MDS as 
can be seen by Fig.2. As a response the MDS returns the i-node number, replication 
factor and the striping strategy of the requested file. Than the client can calculate on 
its own the placement of the data objects and replicas of the requested files. 

OSDs (Object Storage Device) are the storage intelligent devices, that store both 
data and metadata, but due to RADOS (Reliable Autonomic Object Storage) [13] 
(also discussed in section IV) they are seen as a single logical object store by the 
clients and MDSs (as explined in Fig.2). RADOS represents a key component for 
Ceph because it provides every communication iniciatior with a cluster map 
containing information about OSDs, thier status and CRUSH (Controlled Replication 
under Scalable Hashing) [12]. CRUSH [12] resolves the problem of data distribution 
and location. It eliminates allocation tables by giving every party the ability to 
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calculate the data location. 
     No matter the strengths that RADOS and CRUSH offer, Ceph still remains in 

an experimental phase. Besides the advantages in scalability, it introduces a higher 
degree of complexity to the the file system, since it inserts objects, as storing entities. 
The abstraction that from it derives, it is not to be let out of attention. 

 

                 
Fig. 2. Internal Architecture of Ceph  by [11] 

4.2 Scalable Distributed File System: Another Alternative 

Scalable Distributed File System (SDSF) [4] is another distributed file system that 
attempts to resolve the limitations of HDSF platform. One of the main innovations of 
SDFS  is the introduction of a front end light server (FES), as a connection point be-
tween the NameNode servers (NNS) and the client requests. The NNS handling the 
current request is chosen by hashing the request ID. To a certain point of view, this 
solution distributes  metadata operations workload, but how many client requests can 
handle at once the FES [4]? Wouldn’t this be another critical point for the file system 
overall performance ? No matter the fact that the presence of this front end server 
does not cause a resource bottleneck, since it is stateless, what about the load of a 
single NNS [4]? No information is provided about how many contemporary requests 
can a NNS handle. All the questions above raised represent fragile points that need 
further development or alternative solutions.  

A strength point in SDFS is the introduction of a communication protocol that can 
achieve a better link utilisation during the operations with the file system. This is 
realised by the Resource Allocator (RA) and Resource Monitor (RM) algorithms, that 
will be further discussed in the next section. After a client connects to  the FES, it is 
its rensponsibility to find the appropriate NNS to handle the client’s request. As can 
be seen in Fig.3 the NNS finds the best block server (BS) after consulting the RA and 
the RM. The RA acts like a software router helped by the RM which gives the rmetric 
of every BS it is associated to. This scenario provides an increased scalability that 
derives from full link utilisation and rational resource allocation.                                  
By the end of this section we can conclude that namespace distribution is the key to 
scalability improvement regarding cloud file systems. 
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Fig. 3. Overview of SDFS by [4] 

5 Comparing File Systems and Internal Algorithms 

In this section we compare Ceph and SDSF file systems in their main features and 
their internal algorithms. While comparing we also try to give conclusions and further 
improvements for both file systems. 

Decoupled data and metadata- Ceph and SDSF both offer separated data 
management from metadata. Since metadata operations are more complex and 
represent 30-80% of all file system operations, decoupling data from metadata 
operations gives the clients of the file system the possibility to a faster access on data 
manipulation. Therefore this derives to a performance improvement. 

Distribution of Metadata Operation- Both file systems offer a distributed cluster 
of servers for namespace management, providing this way an increase in scalability. 
SDFS applies the hashing way [14] of spreading metadata workloads through the 
namenode servers (NNS). To some extend workload is evenly distributed for well 
behaved hash functions, but still hot spots can be created consisting of individual files 
located on a single NNS. Besides, the hashing algorithm destroys hierarchical locality 
and benefits that from it derive. Ceph offers a much better alternative using dynamic 
subtree partitionig for workload distribution in the MDS Cluster. As above explained 
this algorithm answers in a more effective way the dynamic needs of such cloud 
environments and a better chance to scale.  
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Data storage-  Since Ceph is an object-based file system, the key logical unit of the 
whole file system are objects. CRUSH [6] is the algorithm that distributes data objects 
in a pseudo-random way through the OSDs. It allows any party to individually 
calculate the location of data and subtitutes this way, the process of lookup with that 
of calculation. Also this avoids all the overhead crewated during the lookup of the 
allocation tables. The abstraction of allocation tables is still present in SDSF where 
data is stored in the BS as data blocks directed by the NNS. In general NNS use the 
policies of k-local allocation or even global allocation for the storage of new data 
blocks. Somehow these algorithms offer a fair distribution but are not able to respond 
to the contiguous evolution of cloud computing systems.                                             

Client requests- In SDSF client requests are handled at the front end light server 
that directs them to an appropriate NNS. No matter the fact that this server is stateless 
and in case of failures bringinig it up is very fast, still it becomes a critical point and 
compromises performance. The number of requests it can contemporary handle  is a 
finite one. This can be a limiting factor for scalability that in fact we want to increase. 
On the other side Ceph offers an alternative solution provided by RADOS. RADOS 
enables every client with a global cluster map  to direct requests. It also realises, 
OSDs to be seen as a single logical store. This way a critical point like the presence of 
the FES is avoided. 

A basical advantage of SDSF over Ceph is taking into consideration full link 
utilisation for every operation in the file system. The RA and RM algorithms provide 
that, by periodically monitoring and fairly allocating resources on every request. This 
provides a higher data rate of exchanging information that brings to an increased 
performance of the whole file system. 

We have to underline the fact that Ceph Distributed File system provides a higher 
abstraction for the system, but also introduces a more “intelligent” way to store and 
distribute data than SDFS. Ceph is an object-based file system, while the Scalable 
Distributed File System still conserves the stored data on blocks, stored in the BS[4]. 
This results in a higher performance and increased ability to scale. 

At the end of this section we can conclude that  both couples of algorithms 
(CRUSH, RADOS in Ceph and RA, RM in SDSF) are implemented in distributed file 
systems that are highly discussed today to become the file systems serving Hadoop, 
for scalability and performance increase. Even though there are main differences in 
the way they behave and the logical data partitions they operate on, a paralel 
comparision can be realised addressing the issues of scalability and performance. 

6 Conclusions and Future Work 

This paper reviewed solutions for the issue of scalability and performance increasing, 
regarding a well-known cloud filesystem like Hadoop Distributed File System. 
Because of having a single name node server as the source of all metadata operations, 
all stored in a finite size of RAM, scalability is seriously compromised. Two file 
systems were analysed and compared in their main fatures and internal algorithms to 
address HDSF problems: 1) Ceph Distributed File System and 2) Scalable Distributed 
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File System (SDFS) and their algorithms 1)CRUSH, RADOS for Ceph and 2)RA, 
RM for SDFS. It is for sure that to provide scalability improvement,  the namespace 
has to be distributed in a cluster of servers where fair policies of metadata workload 
have to implemented. Ceph seems to answer in a better way these needs with the 
dynamic subtree partitioning algorithm for handling namespace distribution 
dynamically. Also CRUSH and RADOS algorithms handle data storage, client 
requests and file system opearations in a way that fulfills the contiguous evolution of 
cloud enviroments. Anyway the complexity is high and further developement is 
needed for providing full compatibily with HDSF platform.  

On the other side SDSF preserves a more traditional structure with data stored in 
blocks and allocation tables used to retrieve them. This brings heavier workloads in 
the file system and therefore a lower performance. An advantage of SDSF over Ceph 
is this new protocol realised by the RA and RM algorithms that utilises nearly full 
link and results in faster operations in the file system. Implementing this new 
approach in Ceph should be point of further research and devlopement. A weak point 
in SDSF is the FES server because the amount of contemporary requests it can 
handle. Alternative solutions have to be provided to handle this scenario. 
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Abstract. This paper describes the design challenges which everyone faces 
when a backend server for mobile applications is developed. For this particular 
research a backend server for mobile context-aware services for industrial 
process management was developed. The context information is gathered from 
the employees' smart phones and the industrial process management legacy in-
formation systems. The goal of the research was to utilize the gathered context 
information in order to improve the management and monitoring of the indus-
trial processes, make the operations teams more efficient and taking the em-
ployee safety to a higher level. As a result of the research a prototype system 
was build and the defined use cases were tested. The build system is placed on 
top of the existing process control and management systems, acts like a gateway 
between these systems and the employees' smart phones and enables complete 
up to date information about the process state and monitoring of the vital para-
meters of the employees when they are working on some risky tasks. Based on 
the tests done, it was concluded that this type of design ensures: prompt infor-
mation sending to it is users, security, scalability, reliability and enables easy 
addition of extra system components for gathering process data and content 
adaptation for mobile devices. 

Keywords: backend server, industrial process management, operations and 
maintenance enterprise mobility, mobile phone application, context-aware ser-
vices. 
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1 Introduction 

To enable continuous production, the production companies must ensure that all of 
the systems and machines which take part in the production process work properly. 
Machines' maintenance is very important because production outage means lower 
incomes or lost of clients due to unmet delivery deadlines. On the other hand if a mal-
function or machine defect appears, the machine reparation may cost a lot or the res-
tarting of the production line takes too long. 

No matter how careful we are and what kind of precaution measurements we take 
the defects and production outages appear. If it's not a matter of a human error, the 
outages may appear because of machine's overloading or the machine parts simply 
abide due to machine's usage. Because the production outages can’t be avoided the 
companies have various procedures and business processes which tend to make the 
outages less frequent and define employee's responsibilities in such situations. In case 
of production outage the most important thing is that every concerned employee, no 
matter what position he/she holds in the company's hierarchy has to be properly and 
timely informed about the situation. To ensure fast and quality intervention by the 
maintenance personnel, the employees who will be sent must be those who are physi-
cally closest to the place where the problem happened and they should have the rele-
vant knowledge and experience in solving such problems. 

To enable prompt and correct information delivery to all concerned parties in case 
of an emergency and production outage there must be a system which will monitor 
the current state of the whole production process and which will “know” the current 
state of each machine which is used in it. The role of such a system is to timely in-
form all concerned employees and to send only the information which is relevant to 
them. 

With the development of the technology, the mobile devices and the smartphones 
are widely spread and they are becoming more and more powerful tools for accessing 
any kind of information in any format: audio, video, image or text. Because of that, 
they are perfect platform for displaying different kind of information. People are in 
constant movement and search for information, so it's very important to have the in-
formation available anywhere, anytime. Because of this and the various hardware 
accessories like: camera, compass, sensors for orientation, temperature, location etc. 
the smartphones enable us to detect the user's state so that we can send the most ap-
propriate information in that particular moment in time. The other useful things which 
can help us to determine the state of the user are the way the user interacts with the 
smartphone and their habits when they are using the phone. 

By using smarthones as a platform to which the relevant production process infor-
mation is sent, the employees can have the exact state of the whole production process 
anywhere, anytime, so that they can timely react in that particular situation. 

The goal of the research described in this paper was to make an overview of the 
problems which happen in the industrial process management, specifically the main-
tenance of the production lines and to give some pointers how these processes can be 
improved with using the modern mobile technologies, mobile devices and the services 
they offer. The idea was with minimal changes to the existing IT infrastructure to 
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enable access to the production process and production line data, organize it in a mea-
ningful way, and make it accessible to the employees' mobile devices anywhere, in 
order get the process maintenance on the higher level. 

2 Related Work 

2.1 General division of the systems 

There are different systems available on the market which partly cover the area 
discussed in this paper, but there are only a few which make their data available on 
mobile devices. 
These systems can be divided in three general categories: 

1. ERP [1] (Enterprise Resource Planning) and BPM (Business Process Modeling) 
systems. They are used by the management teams to organize the activities and the 
business processes in the companies; 

2. SCADA [2] (Supervisory Control and Data Acquisition) systems. They are used by 
the process engineers, process operators and the maintenance personnel to monitor 
the state of the production processes; 

3. Various custom designed systems used by the maintenance personnel used in their 
daily tasks. 

The ERP systems are usually used by the managers, but some of them have mod-
ules which are used by the warehouse or the maintenance personnel. These modules 
are usually used for tracking the state of machine parts, whole machines or tools 
owned by the company as well as for tracking the taken actions on the production 
line. Example of such module is the Plant Maintenance [3] (PM) module of SAP [4] 
and OpenERP [5]. These systems are great for tracking the company's processes, but 
in the field of plant maintenance they don't offer much except tracking the actions 
taken on the production line and parts replaced. Usually they lack the part which ab-
stracts the current process state and presents data which are relevant to a specific user. 
Regarding the data access from mobile devices they offer limited or no access, but 
some of them, for an extra charge, offer APIs so that some third party companies or 
the users themselves can develop mobile clients. 

The SCADA systems are the basic information systems in every control and moni-
toring of industrial processes. They visually show the process state, the values of the 
process parameters and alarm the operators in case of some abnormal state. The 
process state is acquired by reading various sensors or local controlling loops made 
with PLC (Programmable Logic Controllers). The alarms are usually made with 
sound (blowing a horn) but there are some systems which can send SMS or email 
messages. Regarding the mobile data access the things written for ERP systems are 
also valid. Many times these systems are built to specifically satisfy the needs of a 
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particular industrial process and they use a specific proprietary hardware which makes 
upgrades and data retrieval hard. 

The third group of systems comprises the systems which help the maintenance per-
sonnel. These systems improve the communication between the maintenance person-
nel, give better overview of the parameters of interest, give overview or the environ-
ment in which the work is done or even follow the vital functions of the employees. 
These systems are usually closely coupled with the monitored industrial process and 
have different implementations. The common thing about all of them is that they use 
some specialized hardware which the users are wearing on them, so called wearable 
computers [6][7][8]. 

2.2 Similar systems 

The systems similar to the one discussed in this paper, usually use location based 
services, wearable computers and augmented reality.

Google made an interesting system called Google Maps Coordinate [9]. The sys-
tem is build on top of few Google services like Google Maps and Google Latitude and 
it's intended to be used for coordination of the field work done by the maintenance 
teams.  The team coordination is done on a central place and the field worker posi-
tions and the jobs done are shown on a map in real time. The maintenance personnel 
can add write messages and update the job status reassign the jobs to some other 
worker etc. The system is quite new and is build on top of proven Google technolo-
gies. The difference between this system and the one discussed in this paper is that the 
data and the jobs are inserted manually and they are not taken out automatically from 
some production process. 

The other systems are made by some industry giants like SAP and Siemens. SAP 
has more general ERP solutions which are customized to the needs of a specific im-
plementation. On the other hand Siemens has some solutions which are completely 
closed and made from their own hardware and software. This is good in terms of sys-
tem integration, everything is from single vendor and can be easily integrated, but in 
case some hardware needs to be bought from some other vendor, there can be prob-
lems integrating it or maybe some extra charges for customization. 

The rest of the systems are developed mostly by some research institutions and are 
targeting electrical and nuclear plants and waste water facilities [10][11][12][13]. 
They use location based services for outdoor localizing and QR Codes or barcodes for 
indoor localizing or object detection. They also use augmented reality to show the 
users how to get to the place where the problem is. To read some process parameter 
when the users are standing in front of some machine augmented reality, barcodes and 
image processing on the mobile device are used. These systems are good, but they are 
made specifically for some particular plant and a particular process. 
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3 System Overview 

3.1 General overview of backend servers for mobile applications 

The general block diagram of a backend server for mobile applications is shown on 
figure 1. It can be seen that the content which has to be delivered to the mobile devic-
es is retrieved and processed so that it can be manipulated by the rest of the system. 
After this the contents are adapted so that they are suitable for displaying and delivery 
to the mobile devices. At the end the content is being delivered to the mobile devices. 

Fig. 1. Backend server for mobile applications block diagram 

The content retrieval and the initial data processing depends on the content sources 
and the form and amount of data which they are serving. Depending on the content 
sources the connectors for retrieval can use different mechanisms for data retrieval 
like content polling, some notification messages when there is data that the system is 
interested in etc. The retrieved data can be in various formats as well. 

The content adaptation is done depending on the number of different devices to 
which the data should be delivered and the format in which the data should be deli-
vered. If we have some devices which are connecting via web service we would prob-
ably use JSON or SOAP messages and if we are delivering to a mobile phone browser 
we'll have to adjust the HTML layouts and image sizes so that they will be appropri-
ate for a given device. 

The content delivery is made based on the way the content should be delivered. 
This depends on the way the communication between the backend server and the 
mobile application goes. 

The crucial thing that must be done is to move all the heavy processing on the 
server side so that the client mobile applications will act just like a thin terminal. The 
other thing that must be done is to optimize the power consumption on mobile device 
because the battery life is limited. The whole communication and the mobile device 
sensor readings have to be carefully designed so that the mobile device can handle all 
the data sent from the server without losing any of its parts. We should also be careful 
with the amount of data that the server sends to the mobile phones so that we do not 
affect the data plan and cause extra expenses for the users. If the mobile application 
uses the sensors, than we must optimize how we use them so that our app will not kill 
the battery in a short time interval after we started it. 

Speaking in general, the design of the backend server depends from the application 
in which it is used but we should always have in mind that the mobile devices have 
limited hardware resources and battery life, we must optimize and secure the data 
transfer and we should adapt the content so that it suits the best to the mobile device. 
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3.2 System block diagram and system requirements 

Before we set the system requirements for our backend server for mobile applica-
tions for the industrial project management we will give a short overview of the con-
text-aware data which can be acquired from the process and from the employee's 
smartphones. Context is a set of information which describes some object or a person 
in some particular situation. 

We can divide the context information gathered from the process in three general 
groups: 

• The place where the information is gathered; 
• The employee profile which need information of a specific type; 
• The meaning which the information has to the set production process goals and 

how it affects them. 

The information can be gathered in various places: the current state of the produc-
tion process, the state of the machines on the production line, the history of failures, 
etc... This is the information in its raw state and it is used by the process engineers, 
process operators and the maintenance personnel. 

The second group contains the same information as the first one, but it is filtered 
and grouped so that the each employee gets only the information which is relevant to 
him/her. 

The third group gives some interesting information based on abstraction. The 
process parameters are analyzed and based on their values or correlation to other pa-
rameters a conclusion is made and presented to a particular group of employees. For 
example if there are few parameters whose values observed together means that some 
machine is broken, the managers won't get the parameter values, but will get a mes-
sage saying that the machine is broken. 

The employee context information can be the employee's job position, current 
tasks, latest completed tasks and sensor readings from his /hers mobile device (loca-
tion, orientation, environmental temperature, vital functions – pulse, blood pres-
sure...). All these information can help us to determine which data is relevant for the 
employee in a specific situation. 

Based on the available context information and goals which are set for the backend 
server we can set the system requirements: 

• Reading of the process parameters in real time from various sources; 
• History of the process parameter values fluctuation; 
• Statistical analysis of the process parameter values and prediction of possible de-

fects; 
• Prompt delivery of the relevant information about the current process state and 

predicted failures to all concerned parties; 
• Support for various mobile devices; 
• Remote view and help for the maintenance personnel in the field; 
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• Tracking of the employee's vital parameters if they are working in some bad condi-
tions; 

• Tracking employee's performance on the reparation task and proposing the most 
appropriate person for a specific problem. 

According to the written above, we have designed the system whose block diagram is 
shown on figure 2. 

Fig. 2. Block diagram of the designed system 

On the block diagram few major groups can be seen: 

• Remote terminal unit manager and connectors – these are used to connect to sen-
sors and data sources apart from the legacy systems; 

• Legacy systems manager and connectors – used to connect to the existing systems ; 
• Process point and notification manager – management of process point parameters 

and their values as well as definition and sending of notifications; 
• User management – management of user rights, grouping the users by their posi-

tion in the company and data relevant to their working tasks; 
• Employee communication system and vital parameters monitoring – a sub-system 

which enables communication between the maintenance personnel while they are 
working and monitoring of employee's vital parameters. 

The designed system has modular component design which enables easy addition 
or replacement of various components. It is build on top of the existing IT infrastruc-
ture and process control circuits. This way without any problems it can be imple-
mented for various process control applications. 
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4 Implementation Details 

The system is designed to be implemented with standard well proven software 
technologies. Because the process control IT infrastructure can have many different 
legacy control systems produced by various manufacturers, we have decided to use 
messaging bus and interfaces to connect the control systems to it.  

The message bus is implemented with 0MQ [14] a high-performance asynchronous 
messaging library aimed at use in scalable distributed or concurrent applications. This 
library was chosen because it Open Source, it works under the most of the major op-
erating systems, it supports various types of messages and network topologies and 
supports many programming languages. The capability of developing messaging 
clients in various programming languages enables the developers and system integra-
tors to write the interfaces in the language the legacy system is build. The other basic 
system components such as the process point, notification, service discovery, message 
loggers are written in Java with the Spring [15] framework. The mobile application 
used in the testing was written for Android [16]. The component diagram can be seen 
on figure 3. This kind of system organization enables scalability, reliability and easy 
system component replacement in case of problems. 

Fig. 3. System component diagram 

On the system deployment diagram shown on figure 4 it is shown where and how 
the system is connected in the company's control systems IT infrastructure. It can 
easily connect to various systems on various levels of the IT network such as plant 
floor, operations network and business network. 
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6 Conclusion 

By the analysis of the system design and conducted test of the prototype system it 
can be concluded that the primary goals have been totally accomplished. If this kind 
of system needs to be implemented for a real industrial process, the whole system 
must be adjusted to that specific process. The build system can work out of the box 
for some small process, but for bigger processes there might have to be done some 
adjustments in order the system to handle all that big amount of data. Maybe just 
adding some extra system components to share the processing time will be enough. 
Maybe some adjustments of the data processing algorithms should be done. It all 
depends on the industrial process for which the system will be used. Besides the data 
processing adjustments, some changes in the content delivery components and the 
content adaptation components should be made in order to meet the requirements of 
the used mobile devices. 

Generally speaking this system design is a good base for building real world back-
end servers for mobile applications for industrial process. 
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Abstract. The topic of this paper is the use of advanced algorithms in order to 
solve the problem of optimal use of available space. There are a lot of 
algorithms that try to solve this problem but most of them are not taking into 
consideration the available space into the concave elements. In this paper we 
describe how to use this space in order to find the optimal solution. Most of the 
algorithms that solve this problem use genetic algorithms as a base for the 
optimization. Some of them also use heuristics in order to implement expert 
knowledge. Our approach is based on an algorithm that groups the elements 
utilizing the available space from concave elements and then continues with the 
optimization phase. The optimization phase is implemented as a genetic 
algorithm that uses specific problem heuristics. 

Keywords: space utilization, transportation optimization, combinatorial 
optimization, packaging problem, cargo loading optimization, genetic 
algorithms, heuristics 
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1. Introduction 

Optimal use of space is a generic problem area that includes various problem 
subtypes that are being solved with varying efficiency and quality. A lot of researches 
try to solve problems of this type and there are a lot of proposed algorithms that ought 
to solve them. But the proposed algorithms are very often limited to simple geometric 
forms, usually rectangular or in some cases cylindrical forms [8]. Since these 
algorithms offer an optimal placement of elements with the mentioned limitations, our 
aim was to build an algorithm that can be used to place elements with complex 
shapes. Also, we aimed at utilizing the space inside the elements e.g. the holes in the 
elements is a space that is not taken into consideration. We refer to this space as 
“hidden” space since is not “visible” for the algorithms (not taken into consideration). 
Our approach is mainly focused on using this “hidden” space in order to produce an 
optimal solution.  

We propose a two phase algorithm where in the first phase the elements are 
grouped, while the second phase is a somewhat standard loading optimization phase. 
The grouping phase of the solution that we propose can be incorporated in any 
optimization algorithm as an enhancement. When this phase is over, the algorithm can 
continue with an optimization phase. The second phase can implement any 
optimization algorithm, not limited to genetic algorithms, b-tree search etc. In this 
paper we present an application of an adapted genetic algorithm. 

Researchers have looked for a solution to this problem for a long time in the past. 
Apparently, back in the sixties of the last century [4] the need for optimal utilization 
of space emerged as a topic of more serious research. Since then this problem is quite 
researched and thus a number of techniques for its solution are proposed. However, 
optimizing the utilization of space has remained a popular research topic even today. 
Proofs of the continued interest are the papers that are published in the last few years 
focusing on this subject [1,4,6,24]. The fact that researchers are still working on 
finding more appropriate and more complete solution to these problems suggests that 
this is an area where there is room for further improvement. 

Optimization of space utilization finds application in areas such as transport of 
material goods, warehouse storage, packaging, etc. [5].  

The rest of the paper is organized as follows: section 2 describes the previous 
research on this topic, the limitations of the proposed solutions and the areas that can 
be improved. Section 3 describes our algorithm in detail. Section 4 describes the 
experimental results, while in section 5 the conclusion of this research is stated. In 
section 6 we present the future work aims and the planned improvements. 

2. Previous research 

Several ways of solving the problem of optimal utilization of space can be found in 
the literature. These solutions have reached the maximum utilization and offer an 
optimal solution for specific cases only. However, most of them are characterized by 
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certain limitations that make these algorithms applicable to only a small number of 
real world situations. Most common assumption for the algorithms that solve the 
problem of optimal placement of elements in a given finite space is that all elements 
must be in a form of a box [2,3,5,14,16,17,18]. For this specific case there are a lot of 
algorithms that can find the optimal solution. But in the real world elements often are 
in a form different from the form of a box. In this case the optimum utilization of 
space is more complicated and should be done in a different way. The actual research 
in this area offers some examples of solving the problem of optimal utilization of 
space when items should be placed in a form different than the shape of a box. In 
most of the cases the elements are in the shape of a cylinder [8].  

The main characteristic of most of the applications that solve the problem of 
optimal placement of the elements is to satisfy two main conditions. The first 
condition to be satisfied is the positioning of the elements in a way that does not 
exceed the space available for loading. The second condition is that the elements must 
not overlap each other. The applications that try to find the optimal solution are 
mainly based on these two conditions. However, a much larger number of factors 
affect the optimal placement of material goods such as restrictions on the rotating 
elements, stability of the packed elements, the complexity of the arrangement of the 
elements, limiting the maximum weight and fragility of the elements [1,4,21]. Some 
specific research and commercial applications for this purpose offer solutions that 
partially implement a fraction of these factors during decision making. Another 
feature that most studies do not take into consideration is the use of extra space that 
comes from elements that contain holes [6.9], which certainly leaves room for further 
research in this area. The main purpose of this paper is to make an improvement in 
this area. The purpose of our research is to implement a solution that will use this 
unused space and thus make a further step forward and offer a more complete solution 
to this real word problem. 

3. Loading Algorithm 

The loading algorithm consists of two phases. The first phase is referred to as a 
Grouping phase. In this phase we group the elements aiming to utilize the available 
hidden space (space that arises from holes in the elements) in an optimal way. In the 
second phase we place the already grouped elements in the available space of the 
storage using genetic algorithm in order to find the optimal arrangement of elements.  

3.1 Grouping phase 

In the initial phase the elements are grouped placing one or more elements in the 
empty space within another element. This way the set of elements for storage is 
reduced enabling more elements to be placed in the available space.  The 
implementation of the grouping algorithm works as follows: 

The algorithm maintains a list of elements and a list of available spaces that arise 
from the elements. Starting from the element with maximum volume we loop through 
the elements and try to find an available space within one of the elements using the 
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Best Fit approach. This approach makes sure that elements will be compressed as 
much as possible.  

Within the list of elements that are maintained, each element is described with a set 
of values that enable simple implementation of the Best Fit approach. The set of 
values includes the volume of the element, the shape of the element, the size of the 
element, list of void spaces inside the element as well as values that are used to 
describe the real position of the element in the space (orientation of the element and 
actual position). Shape representation is implemented using regular geometric forms. 
Each element can be described with a set of simple geometric forms. Simple elements 
are described as a box, a cylinder or a sphere. More complex elements are described 
by a composition of simple geometric forms. The available space which needs to be 
filled with elements as well as void space in the elements is also represented using the 
same notation. The use of simple geometric forms enables finding the space that best 
fits with simple checks. This reduces the complexity of the algorithm itself as well as 
its execution time. 

For each element the algorithm tries to find the space that fits best. For example, if 
the element has a shape of a box and also the space is in a shape of a box with the 
same dimensions the algorithm will place the element in that space utilizing 100% of 
the space. If this is not possible, the algorithm searches for the element-space 
combination that has the smallest difference between the volume of the space and the 
volume of the element. The space that is left unfilled is represented as a composition 
of simple geometric forms. In many cases, when one element is placed inside another, 
the space that is left empty can be represented as different compositions of simple 
geometric forms (Figure 1). For example, if we place a smaller box into another box 
the empty space can be represented with composition of three other boxes in six 
different ways. Three of them are shown on Figure 1. When this is the case, our 
algorithm adds all eighteen boxes to the list of available space. This is done in order 
to support all different elements that can be placed in this space. These spaces are 
referenced to each other and when one of them is used for placing of another element, 
the spaces from five other combinations are removed from the list. The available 
space that arises from the selected space is divided using the same logic.  

 
 

 
Figure 1. Different division of space 
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3.2 Optimization phase  

The optimization phase is implemented using a genetic algorithm. This phase can 
also be implemented with other algorithms, but for the needs of this research we have 
used an already established approach. The chromosome is represented with three lists 
of integers (Figure 2). The first list represents the index of the elements in the element 
set. The second list is the orientation of the elements. The third list represents the side 
of the previous element to which the current element is placed to. With this 
representation we represent the whole loading plan. The loading starts from the left 
bottom corner and each element are placed next to the previous one using a bottom-up 
approach. 

The crossover and mutation operations are done separately on each sub-list and are 
adapted to be in accordance with this representation [9]. 

The fitness function is implemented as a penalty function. If an element exceeds 
the available space the algorithm assigns 100 negative points to this solution. The 
second measure is the volume of the void space and can be from 0 to 100. The best 
solution is the solution with minimum negative points. 

 
Figure 2. Chromosome representation 

3.3 Heuristics 

Both of the phases implement heuristics in order to use expert knowledge during 
the placement of the elements. Using the expert knowledge we take in consideration a 
lot of important factors like fragility of the elements, the max weight that can be 
placed on top of them, the allowed orientation of the elements. The expert knowledge 
is implemented as a set of rules. When an element needs to be placed in a space, the 
algorithm checks the rules and decides if the element can be placed that way. For 
example, when an element needs to be placed inside another element by the grouping 
algorithms, or when the element needs to be placed next to another element by the 
genetic algorithm operators, the algorithm checks if the element can be rotated. If not, 
the algorithm does not consider this case as a possible solution which results in a 
reduced time complexity of the algorithm. 
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4. Experimental results 

The utilization of hidden spaces is highly dependent of the elements structure and 
properties. If the element set is consisted of elements that have a lot of free space 
(pipes for instance) and also the element set contains small elements, this algorithm is 
much better than the ones that work only with regular geometric forms and without 
considering the holes in the elements. 

We have made different simulations with different variations of the algorithm. The 
experiment was done with a small data set (with 10 elements) in order to compare the 
different variations. As a next step we are going to test the solution with larger data 
sets. At the beginning we tried the algorithm omitting the first phase. In this case we 
used a genetic algorithm that can arrange elements that contain holes. Then we added 
the grouping phase. Use of the grouping phase reduced the time needed to achieve the 
maximum result. With element grouping the element set was simplified which 
enables the genetic algorithm to reach the maximum producing less generations. We 
also tried to use a genetic algorithm that works only with simple geometric forms. 
This time we did not take into consideration the holes that stayed empty at the end of 
first phase because this space was already used in an optimal way. This change 
reduced the time complexity because the genetic algorithm fitness function was much 
simpler. There was no change in the efficiency of the solution despite this 
simplification. Figure 3 shows the comparison between different variations of the 
algorithm. The x axis represents the number of generations while the y axis represents 
the fill level of the container in percentage. The chart shows that simplification of the 
element set with inclusion of the grouping phase reduces the generations needed to 
reach the optimal solution.   

 
Figure 3. Comparison of the different variations 

5. Conclusion 

Current loading optimization algorithms have not reached the maximum efficiency 
and can still be improved. Using the hidden space offers a big improvement when 
there are a lot of elements with such characteristics. Such algorithms are applicable in 
many real world areas, for example for packing furniture, pipes etc.  
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Although this optimization problem can be solved with only an optimization 
algorithm, adding a simple phase at the beginning reduces the element set (depending 
on the structure of the element set). This enhancement reduces the time complexity of 
the algorithm. 

Since this kind of algorithms are applicable in many areas [24] it is worth to 
research further in this area.   

6. Future work 

In the real world, the set of elements that need to be loaded is often the same with 
the set of some of the previous loading operations. With continual usage of the 
algorithm, the solutions can be stored and the next time the algorithm is initiated, it 
can start from the best previous solution for the given set of elements. Also, the stored 
solution can be applied if the solution is not improved during a limited number of 
algorithm iterations.  

Also, implementing packing patterns as an expert knowledge will improve the time 
complexity and the efficiency of the algorithm. The pre-saved patterns can be a 
starting point for the algorithm. 

We also want to improve this algorithm by implementing more factors as expert 
knowledge. By implementing new factors the solution can be applicable for 
optimizing the loading for transport purposes.  
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Abstract. Parallel computing has become a key technology to efficiently tackle 
complex scientific and engineering problems. The ability of parallelism of an 
algorithm provides a useful rationale to recourse to it. Forgotten in years, the 
Jacobi algorithm has been identified with a high parallelism affinity, which is 
used today as a preconditioner for multigrid methods. This paper describes the 
message passing implementation of Karniadakis and Kirby as tested in a 9-node 
cluster with distributed memory. We outline details about tasks distribution and 
their mapping to the processes accompanied with a thorough description of 
communications running in a parallel environment.    

Keywords. iterative methods, systems of linear equations, C++ MPI, parallel 
programming 

1 Introduction 

There exists a lot of research regarding methods for solving systems of linear equa-
tions of the form Ax=b. Many algorithms from different math and computer science 
researchers are currently in place. Basically they are separated into two groups: direct 
and iterative methods. From the non practical application of Gaussian elimination as a 
direct method for solving systems Ax=b, iterative methods were widely studied from 
the scientists. There are lot of advantages and disadvantages between Gaussian elimi-
nation as an example of direct method and an iterative one like Jacobian [10]. 

The general framework of an iterative process is as simple as this: first, an initial 
assumption-solution is generated intuitively for the vector-solution x(0). Then, using 
this assumption the algorithm provides us with a possible solution x(1). Now the role 
of the solution x(1) becomes the input for the next possible solution. This process goes 
repeatedly, providing an array of vector-solutions x(0), x(1), x(2)…, until we get into a 
satisfactory solution. Apparently there are a lot of questions which need to be an-
swered: how does the initial assumption will be like? What kind of algorithm should 
be used? Do my iterative results converge to “the real” solution, and if yes, will they 
converge as fast as they would be better then Gaussian elimination? Much work has 
been done in this direction and it has been revealed that for certain algorithms and 
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certain types of matrices of A i.e. if A is symmetric and positively determined or at 
least not singular, the solution actually will converge. 

Some of classical iterative methods include: Jacobian, Gauss-Seidel and Richard-
son method. In this paper we will focus on the Jacobian method as one of the oldest 
iterative methods. It is worth mentioning that the most modern method for applica-
tions of numerical calculations seems to be method of Crylov subspaces [6]. 

Because of the high level of parallelization we have addressed the parallel imple-
mentation of Jacobi iterations. Currently, there exist some parallel implementations of 
Jacobi iterations like in C, C++, Fortran77 and Fortran90 [7, 9], CUDA and OpenGL 
[8]. We have followed the implemented Jacobi iterations given in [1] in a parallel 
environment through library routines of Message Passing Interface (MPI) of C++ 
language. MPI is designated for high performance on massive parallel machines and 
in cluster workstations. The application is implemented and tested in SEEUCluster of 
the South East European University. This cluster consists of 9 workstations PC com-
puters 1.5Ghz/128MB/20GB operating in Linux Red Hat Enterprise 4.0 operating 
system, configured with OSCAR 4.2 (Open Source Cluster Application Resources) 
software. LAM 7.0.6/MPI 2 C++/ROMIO - Indiana University is the parallel envi-
ronment for programming. 

The paper is organized as follows: Section 1 gives the mathematical background of 
the Jacobi iterative method; the decomposition method and process mapping are treat-
ed in Section 2; a thorough description of the implemented parallel algorithm of Jaco-
bi with MPI routines is given in Section 3. 

2 Jacobi iterative method 

When solving the systems of linear equations of the form: 

  or      
there exist two kinds of methods [1]:  

Direct methods, through which we obtain the solution of the system (*) after a fi-
nite and known number of steps and the error of these kind of methods is 0, therefore 
are also called exact methods. 

Iterative methods, which solving the system (*) produce an array of approximate 
values (vector-solution), which converges in some defined circumstances to the exact 
solution of the system. 

The Jacobi method is one of the oldest iterative methods which are engaged in 
solving the system (*). In order to describe the method procedure firstly we set the 
system in more proper form like the following:    
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   or     (1) 
   
Hence, the formula in terms of its elements would look like the following: 

 
 
Formula (**) meanwhile represents the Jacobian iterations. This method assumes 

we have all the input values of x in the previous iteration (k). But, usually there are 
not given all the x values. What we can do is to make an initial prepossession for x 
and to generate another group of solutions for x from the equation (**), which in fact 
will represent the input values for the next iteration (k+1). After we have found the 
group of x values for the previous iteration we continue generating new groups again 
and again until we arrive at an acceptable solution. These iterations produce an array 
of approximate values for the “real” solution of the system (*). 

With the word “acceptable solution” we will intend that group of solutions, respec-
tively to the approximations, of x with the required accuracy. 

If the vector-solution values are getting closer to the expected solution with the 
growth of iterations, then it is said that it converges to the solution of the system (*). 
In the majority cases the approximation array results with a good estimation for the 
values of x i.e. converges. Note that this algorithm is nonfunctional for all matrixes. 
One of the wide exceptions is any matrix with any 0 in diagonal. 

We stress out the following requirements of the Jacobi method, in order for it to be 
functional: 

1. All the members of the main diagonal of the matrix A must be nonzero (aii≠0, 
). 

2. This method requires a duplicate storage for the vector-solution x. This, because 
none of the members (elements) of x can be overwritten while all the x-elements 
are calculated for that iteration i.e. it is needed an array of current solution to ma-
nipulate with and another array, we will note it with xold, holding values of the 
previous iteration. 

3. Components (elements) of the new iteration vector solution are not dependent of 
each other, hence can be computed at the same time. This identifies the high poten-
tial of the parallelization of Jacobi method. 
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4. The solution provided by the Jacobi method not always converges. It is ensured on-
ly within some specified circumstances, which will be discussed in the next sub-
section. 

3 Parallelism of Jacobi iterations  

Referring to the equation (**) it can be observed the high potential of the parallelism 
of Jacobi. In contrast to Gaus-Seidel method, in which are used x-values of the previ-
ous and current iteration when finding the x-values of the next iteration, Jacobi puts 
borders between iterations; values of the vector-solution x are calculated only from 
the vector-solution of the previous iteration (noted with xold). Because of this, when 
it comes to parallelization Gauss-Seidel has certain disadvantages, even that the con-
vergence rate of the Jacobi-type iteration is no better than the convergence rate of the 
corresponding Gauss-Seidel iteration for any nonnegative matrix A [2]. 

3.1 Data decomposition 

Based on equation (**) we partition the problem into the following sub problems: 
D1: sum1 =  
D2: sum2 =   
D3: x1 = (-sum1 - sum2 + b1)/A11 
D4: sum1 = a11x1 
D5: sum2 =   
D6: x1 = (-sum1 - sum2 + b2)/A22 
D7: sum1 = a11x1+ a12x2 
D8: sum2 =   
D9: x1 = (-sum1 - sum2 + b3)/A33 
D10: sum1 =  
D11: sum2 =   
D12: x1 = (-sum1 - sum2 + b4)/A44 
                    

 
If we observe the problem decomposition we will find out that there are independ-

ent sub problems like: 1, 2, 4, 5, 7, 8, 10, 11, etc. and those dependent: 3 dependent 
from 1 and 2, 6 from 4 and 5 etc. This way the process of parallelization looks more 
feasible and every process can do many of these tasks depending of the mapping to-
pology. The dependency graph of the problem decomposition would look like in Fig. 
1. 
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Fig. 1. Dependency graph of the decomposed sub problems 

For a more balanced workload, the matrix dimension is divided with the total num-
ber of processes which will be initialized in the MPI environment; the obtained result 
will be the number of rows to be computed by a process, except the last process which 
will in turn get also the remaining last rows of the residue.   

4 MPI implementation 

MPI as a message passing library accommodates a natural and easy partitioning of the 
problem, it provides portability and efficiency, and it has received wide acceptance by 
academia and industry [1]. 

Function ReadMatrix serves as input for capturing coefficients of matrix A of sys-
tem (*), while ReadVector serves for initialization of values for right side vector of 
(*), namely b. These functions are called from the main function main() and will be 
executed only by process 0, while at this stage pointers of matrix A, and vectors b and 
x from all other processes are null. 

Within the main function of the application of Jacobi parallel implementation i.e. 
main() function, the following variables are declared:  

� nbproc will hold the number of nodes which will do calculation in the parallel 
environment  

� myrank indicates the corresponding number of the node (process) of the base 
communicator COMM_WORLD 

� n holds the dimension of the square matrix Anxn and also the number indicating the 
amount of variables of vector solution x[n] 

� abstol provides the permitted error of the required result. We have instantiated it 
with  as a random value. 

In order to give the user free choice of matrices values there are used dynamic al-
location arrays. This rationale does not create close blocks, which means the operat-
ing system is more comfortable when deciding where to place things in memory. All 
the arrays used in our application use this methodology. After the instantiation of the 
input values the MPI routines for initialization and setting the parallel environment 
are executed. 

The value of n received from the user will be distributed through the MPI routine 
Bcast to all the initialized processes by the communicator. In order to ensure all the 
processes received what was dedicated to them it is used Barrier() function.  
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After the input instantiation the function Jacobi takes the control of running the ap-
plication. This function implements the Jacobi iterations based on system (**). It 
receives the number of processes initialized (mynode), the total number of nodes 
(numnodes), matrices dimension (N), matrix A as double** array, a vector x where 
will be placed the solution, a vector b holding the right vector of the system (*) and 
the permitted error (abstol). The main node is considered process 0 which delegates 
the tasks to other nodes, returns the vector solution and the number of iterations max-
it.  

As mentioned earlier on Section II. 2., the rows per node mapping are done 
through rows_local variable. It records the number of rows each node is responsi-
ble for calculation.  For example, if N=10 and number of nodes is numnodes=3 
than the first two nodes will make calculation within an iteration for 3 rows (since 
floor(10/3)=3), whereas the last node will do calculations for rows_local = 
10-3*(3-1) = 4 rows.  

After specifying the number of rows per node, next comes the distribution of ma-
trices A and b from the equation . 

Distribution of matrices rows are done from node 0, because it holds the whole ma-
trices. It sends the tasks to other processes based on their corresponding rank (node 
number) through the MPI routine for point-to-point communication, Send, specifical-
ly for our example:  

� for i=1 a message will be send to process 1 for j = 0, 1, 2  3 rows i.e. 
A[1*3+(0,1,2)] or A[3], A[4] and A[5] 

� for i=2 a message will be send to process 2 for j = 0, 1, 2, 3  4 rows i.e. 
A[2*3+(0,1,2)] or A[6], A[7], A[8] and A[9]  
Rows A[0], A[1] and A[2] will be processed from process 0 because they are 

already on process 0 and there is no need of distribution. Note that the rows distribu-
tion of process 2 is done through the last rows distribution code. Likewise to matrix A 
distribution, the vector b distribution is done. 

Normally, before task reception of processes (except process 0), because we are 
dealing with dynamic allocation arrays, it is required to create their structures in these 
nodes and then through Recv routine to be received messages dedicated for the corre-
sponding nodes. 

Vectors x and b will be of length rows_local i.e. every node will process the 
rows taken over. Specifically for our example, process 1 will process rows 3, 4 and 5; 
therefore it will return the values for variables x3, x4 and x5, in each iteration. 

After rows distribution has been performed, the Jacobi iterations are ready to 
begin. But yet to do it, locations are reserved in corresponding processes for values 
that will be hold for vectors xold, count and displacements. Vector xold will 
serve for saving the vector solution from previous iteration of the current one. Under-
standably that this vector is of length N i.e. the number of variables of system (*) and 
as initial values for its components we will take 1. The other two vectors length is of 
the same as the communicator size, namely the value of variable numnodes. In our 
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example these vectors would be of length 3. Before entering the final stage of the 
Jacobi iterations the following variables needs to be described: 

� i_global holds the indices of rows processed by the corresponding nodes i.e. on 
process 2 i_global takes values 6, 7, 8 and 9, while on process 0 takes values 0, 
1 and 2 and on process 1 takes 3, 4 and 5. 

� displacements is an integer type vector of size of the communicator. Input i 
specifies the dislocation (depending on the recvbuf) where will be placed data in-
coming from process i.  

� local_offset  the local swerve or the index of the first row of matrices A and 
b of each process. For example, process 1 ka local_offset=3 i.e. the first 
row that will be processed in this node is the third row. 

� count saves the number of rows which are received from the previous vector 
solution (xold). 

As an example, for testing the Jacobi implementation so far explained a system of 
10 linear equations is used running on 3 nodes. The Jacobi iterations are implemented 
with the following lines of code of the Jacobi function: 

for(k=0; k<maxit; k++){ 
  error_sum_local = 0.0; sum1 = 0.0; sum2 = 0.0; 
 for(j=0; j < i_global; j++) 
  sum1 = sum1 + A[i][j]*xold[j]; 
 for(j=i_global+1; j < N; j++) 
  sum2 = sum2 + A[i][j]*xold[j]; 
 x[i] = (-sum1 - sum2 + b[i])/A[i][i_global]; 
 error_sum_local += (x[i]-xold[i_global])*(x[i]-
xold[i_global]); 
}    
COMM_WORLD.Allreduce(&error_sum_local,&error_sum_global,1
,DOUBLE,SUM); 
COMM_WORLD.Allgatherv(x,rows_local,DOUBLE,xold,count,disp
lacements,DOUBLE); 
  ... 

These lines of code do the following:  

─ Find the values of vector solution x[] based on formula (**) 
─ Calculate the sums of the local errors referring to the new values of vector solution 
x[] and those of the previous iteration xold[] based on the Euclidean norm 
(***) 

The function Allgatherv enables us to specify how much information we are expect-
ing from every node. Recall that standard Allgather assumes that each node sends the 
same amount of data [3]. Specifically, nodes will send their corresponding results of 
rows, respectively of the corresponding components of vector solution x. Based on 
Table 1 we can indicate the following: 
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Process 0: sends the first three components of the vector solution x(0,1,2) 
Process 1: sends the next coming three components of the vector solution 

x(3,4,5) 
Process 2: sends the last four components of the vector solution x(6,7,8,9) 
 

 

Table 1. Updating the vector solution xold through Allgatherv 

For each iteration, MPI routine Allreduce will help us to sum up the whole local er-
rors in one variable error_sum_global, which will be compared with the per-
mitted error abstol (Table 2). If the result holds the required accuracy then the 
iterations will stop, the memory will be cleared out of arrays A, b, x, xold, 
count and displacements and the function will return the value of the last 
iteration k. Otherwise, the iterations will continue until an accepted solution is ob-
tained. In order iterations to not last forever, except the Euclidian norm, there is 
placed another stopping criteria – the maximum number of iterations maxit which is 
instantiated in our example with the value 1000. Finally, the execution returns to the 
main() function, which gives the final iteration and closes the parallel environment. 

During the testing of our example on SEEUCluster, an acceptable result is obtained 
at the seventh iteration when error_sum_global takes a value 0.00867182 with the 
vector solution x=[0.0267993, -0.0943336, -0.060582, -0.000628417, 0.000524287, 
0.00245644, -0.00043372, -0.00262186, 0.0878125, 0.0629833]. 

5 Conclusion  

As we outlined on this paper, the initial distribution of the main matrix A and right 
one b, the Jacobi method is very parallelizable. Only two MPI routines are needed in 
every iteration – Allreduce for calculating the error and Allgatherv for distributing the 
vector solution x updated at the end of each iteration. The algorithm gathers the calcu-
lated components of vector solution x from every node to formulate the whole vector 
solution. This method implies that matrix vector multiplications in different nodes are 
done independently. 
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As opposed to the high level of parallelism, the Jacobi algorithm suffers from nu-
merous communications issues and do not scale easy for a big number of nodes. 
However, this paper demonstrates the ability of Jacobi parallelism based on message 
passing technology through MPI routines. It can serve as a “floor” for further studies, 
measurements of parallel programming performance, and comparison with other it-
erative methods. 
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Table 2. The first iteration of our running example illustrated in Fig. 4 calculated through 
Jacobi method in a parallel environment with 3 nodes   
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Abstract. In this paper we give an overview of distance vector routing proto-
cols. We focus on the convergence mechanisms in two widely known distance 
vector routing protocols: EIGRP and RIP. With the aim to provide open source
protocol, we propose a solution that inherits the simplicity of the RIP protocol
and the fast convergence of the EIGRP protocol. We believe that our proposal
will provide faster convergence and better scalability in large networks.

1 Introduction

In a computer network, it is vital to know the shortest paths between each pair of 
nodes (routers), because shortest pats are preferred choice for directing the flow of 
end-user traffic. In the early networking days, network administrators were manually 
configuring routes that were under their administrative domain. However it became 
obvious that this approach did not scale well and it was prone to errors. As the num-
ber of nodes in computer networks grew linearly, the number of links among the 
nodes grew with quadratic speed. Hence it became impossible for administrators to 
catch up on such a growth, i.e. to maintain best routes, to keep second the best routes 
as back-ups, and so on.

In the early ‘80s, routing protocols started to emerge on the commercial routers. A
routing protocol is a network protocol that implements graph-based algorithm for 
finding shortest paths to distant networks. In addition, routing protocols specify mes-
sage format and communication procedures that will allow them to share information 
about the remote networks. Routing protocols determine the best path to each network 
which is then added to the routing table. Most often, it is considered that routing pro-
tocols operate at layer three of the OSI model, with the exception of the IS-IS proto-
col which operates at layer two. 

Internet can be seen as interconnection of separate routing domains or autonomous 
systems. This formulation divides routing protocols in two categories: 

� Interior gateway routing protocols (IGPs) – protocols used for intra-domain rout-
ing
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� Exterior gateway routing protocols (EGPs) –routing protocols used for routing 
between autonomous systems ([1]-[3]).

Interior Gateway Protocols exchange routing information within a single routing 
domain. Prominent members of IGP family are: OSPF, EIGRP, and RIP routing pro-
tocols. Considering the type of the shortest-path algorithm they use, these protocols 
are further subdivided in two categories:

� Distance vector routing protocols (EIGRP and RIP)
� Link-state routing protocols (OSPF)

In distance vector routing protocols routes to distant networks are advertised as 
vectors (objects with distance and direction). A metric must be defined within these 
protocols and the distance is measured according to this metric. The direction repre-
sents the neighbor router along the path to the advertised distant network. Well-
known example of the algorithm for finding best routes in distance vector protocols is 
the Bellman-Ford algorithm. Early distance vector routing protocols were designed to 
periodically send their complete routing table to all neighbors. This approach guaran-
teed consistent routing information among all routers in a network, but did not scale 
well for large networks [1]-[3]. 

Link-state routing protocols need to have a complete view of the topology before 
applying the Dijkstra’s shortest path algorithm. Thus the first step for link-state rout-
ers is to exchange information about the topology. In contrast to early distance-vector 
protocols, link-state protocols offered faster convergence with almost zero control 
traffic taxing the network.  However, with the advent of the EIGRP it has been shown 
that distance vector protocols can maintain fast convergence with the same amount of 
control traffic as link-state protocols [1]-[3].  

A disadvantage of link-state routing protocols is that if a link goes down then entire 
network will be down for the time the re-computation of shortest paths takes place.  
This can be alleviated with dividing the entire routing domain in sub-domains – but 
this step requires a knowledgeable administrator and more configuration commands 
on routers. In distance vector networks if a link goes down, only the routes that were 
going through that link will be unavailable for the time the re-computation takes 
place. Another disadvantage of link-state routing protocols is that they require more 
processor time than distance vector protocols.

In this paper we analyze the metric and convergence mechanisms of distance vec-
tor routing protocols. We say that a network has converged if all routers have com-
plete and accurate knowledge about the network. Our goal is to propose a new routing 
protocol that is based on the RIP protocol. 
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2 Distance vector routing protocols

First we will illustrate the differences between distance vector and link-state routing 
protocols. Imagine a road infrastructure of a country, but without accompanying guide 
lines or information signs. How would a driver know to drive from city A to city B? 
An obvious solution is the government to install guide and information signs. This 
solution represents distance-vector routing protocols. Another solution is in each car 
the government to install GPS navigating device. This solution represents link-state 
protocols. The question that arises is which approach is better? It is obvious that GPS 
solution is more expensive, but doable; though twenty years ago this would have been 
impossible task. 

The following example demonstrates disadvantages of link-state protocols: As-
sume that a distant road, (not on the route from A to B) is under construction. Then 
imagine that all GPS devices will be updating the topology change for 24 hours. In 
addition, imagine that each 60 days all GPS devices will not be working for 24 hours 
due to maintenance reasons.

The following example demonstrates disadvantages of distance vector routing pro-
tocols: let A’ and B’ are two neighboring cities on the road between A and B. Let 
assume that the road between A’ and B’ is closed for repair. Then a driver will be
driving a car in a loop around city A and its neighboring cities.

When we speak about computer networks, we use the term autonomous system to 
refer to a collection of routers interconnected with links and operated by single ad-
ministrative authority. End-users, or hosts, usually are not considered in the network 
model. Routers are special-built computers with the ability to find the shortest path to 
each network in the entire domain. Shortest paths to all networks in the autonomous 
system are kept in the fast memory of the router as a special data structure known as 
routing table. For each network in the autonomous system there is only one entry in 
the routing table usually composed of: the IP network address, metric, next-hop rout-
er, exit interface and expiration timer.   

The existence of shortest paths implies that there must be a metric by which routes 
will be measured and compared. Simple metrics are based on hop count, or the num-
ber of transiting routers, while more complex metrics include bandwidth and delay in
their calculations, even the waiting times in router’s ques. Usually, a concrete metric 
value is referred as cost – which is a term from weighted graphs. Let � �jid , repre-
sents the cost between edges i and j . We will assume

� �
�
�
�

�	



�
adjacentareand
adjacentnotareand

,
ji
ji
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     Assuming that costs are additive, the best metric between any two nodes � �jiD ,
can be found by finding the minimum
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where N represents all routers and � � 
�iiD , . It has been proved that procedure (2) 
will lead to shortest paths and several algorithms have been designed according to this 
procedure [4]. 

The theory of shortest paths on graphs, though useful in finding the shortest routes, 
does not solve all problems that may show up in reality. For example, networks have 
frequent changes in topology due to router failure or network maintenance. The 
mechanism that distance vector protocols use against router crashes is route timing 
out. For example, in RIP routing protocol the time out mechanism is set to 180 se-
conds. If a router does not get an update message that a certain route is alive for 180 
seconds, it declares that route unreachable. If a network becomes unreachable, the 
nearest router upon noticing this will advertise that network as unreachable. Each 
distance vector protocol has reserved a special infinity-metric value for unreachable 
destinations [4].

The above procedure equipped with route time out and infinity metric will always 
converge to appropriate shortest paths for each router. However, we did not mention 
the time needed for routers in a network to converge to shortest paths list. For exam-
ple, consider a simple network of four routers (Fig. 1) and assume that all routers are 
in a state of consistency, i.e. routers A and B know that to get to the server S their 
packets must pass through C [4].

Now assume that connection between C and D fails. With the help of timeout tim-
ers, C will notice that D is unreachable, but meanwhile A and B will falsely advertise 
a route to D through themselves. C will accept this false advertised route with bigger 
metric and it will advertise back to A and B a slower and unreachable route. This 
process of mutual deception, known as “counting to infinity”, will continue until in-
finity metric has been reached. In RIP, for example, hop count is used as metric and 
the infinity metric is represented by the number 16. Route time-out timers are set to 
180 seconds. This means that the convergence process of the network on Fig. 1 will 
last unacceptable 48 minutes.

Figure 1. Example of routing instability.

Several mechanisms have been proposed to speed up the convergence of the dis-
tance vector protocols. Split horizon rule forbids sending back routes to the neighbor
from which these routes have been learned. Split horizon with poisoned reverse
mechanism will advertise back these routes, but with infinite metric, thus improving 
the convergence. Triggered updates is a rule that requires routers to send update mes-
sages immediately when they notice a change of metric in their routing tables. The 
receiving routers will change their metric if their routes were through the sending 
router and will trigger update message to their neighbors [4].
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3 Routing Information Protocol

Routing Information Protocol (RIP) is one of the oldest and still alive routing proto-
cols. Its development began in the late ‘70s from the Xerox’s XNS protocol. The first 
document that describes RIP was published in 1988 [5], however recent RFC exten-
sions that were proposed to support IPv6 [6] and cryptographic authentications [7] 
secured its future existence. 

RIP metric is an integer between 1 and 15, with 16 being reserved for infinity. The 
way the costs for traversing networks are associated is not specified in the standard, 
but due to the limit of 15, the cost is usually 1. This is the well known hop-count met-
ric used by RIP.

RIP packets are encapsulated in UDP segments before being sent over IP network. 
RIP configured routers send and receive RIP packets on port 520. RIP packet format 
is given on figure 2 [4]:

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  command (1)  |  version (1)  |       must be zero (2)        |
+---------------+---------------+-------------------------------+
|                                                               |
|                         RIP Entry (20)                        |
| |
+---------------+---------------+---------------+---------------+

Figure 2. RIP packet format.

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Address Family Identifier (2) |        Route Tag (2)          |
+-------------------------------+-------------------------------+
|                         IP Address (4)                        |
+---------------------------------------------------------------+
|                         Subnet Mask (4)                       |
+---------------------------------------------------------------+
|                         Next Hop (4)                          |
+---------------------------------------------------------------+
|                         Metric (4)                            |
+---------------------------------------------------------------+

Figure 3. RIP entry.

We can notice that RIP packets are aligned on 32 bit boundaries. Version field (fig. 
2) helps to distinguish between RIP version 1 and RIP version 2 packets. The com-
mand field defines two types of messages:

1. Request – from a neighbor router to send all or part of the routing table
2. Response – from the neighbor router with all or part of the routing table.

Each RIP packet (fig. 2) can carry information for up to 25 routes. Parameters re-
quested or sent back for one route are carried with one RIP entry (fig.3). Response 
packets can be generated for three reasons: response to request packet, regular update 
or triggered update. Every 30 seconds each router will send its routing table to every 
neighbor with response packets. In order to avoid synchronization and unnecessary 
collisions over broadcast networks, each 30 second interval is jittered with a small 
random time less than 5 seconds. Triggered updates can over flood the network. Thus 
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after a triggered update is sent, a timer is set for a random time less than 5 seconds.  If 
other trigger events occur   before the timer expiration, a single update is sent after the 
timer expires.  The timer is then reset to another random value between 1 and 5 se-
conds [4].

With each route, RIP process on a router associates two timers: the time out timer 
(as described in previous section) and garbage collector timer. Once a route enters the 
routing table, the timeout timer is set to 180 seconds and reset each time if an update 
for the route is received. If the timer expires, the garbage collector timer is set to 120 
seconds and the route is considered unreachable. The route will remain in the routing 
table for the duration of the garbage collector, but it will be advertised as unreachable. 
After the garbage collector expires, the route is removed from routing table [4].

It is obvious that if we increase infinity in the RIP protocol, we will create more 
space for manipulating route costs. However, this will create backward compatibility 
problem and will confuse older versions of RIP. The best thing we can hope is that 
older versions will ignore routes with costs greater than infinity. Thus, the committee 
responsible for maintaining the RIP standard remained adamant to demands for in-
creasing the infinity value.

4 Enhanced Interior Gateway Protocol

Enhanced Interior Gateway Routing Protocol (EIGRP) is a CISCO proprietary dis-
tance vector routing protocol that was developed to address shortcomings of the RIP 
protocol, like the hop-count as a metric, maximum network diameter of 15, and the 
periodic broadcasts of the entire routing table [1]-[3].    

The proprietary part of EIGRP is protected with Protocol Dependent Modules
(PDM) and Reliable Transport Protocol (RTP). Protocol Dependent Modules gave to 
EIGRP capability to operate over various Layer 3 network protocols: IPv4, IPX, and 
AppleTalk, while RTP provided connectionless and connection oriented services over 
these networks.  In other words, RTP offers TCP-like and UDP-like services to 
EIGRP that do not depend on the protocol stack. 

EIGRP defines four packet types needed for its communication: Hello, Update, 
Acknowledgement, Query, and Reply [1]-[3]. 

The first thing an EIGRP router must do is to establish adjacency with its neigh-
bors. This is done with the help of Hello packets and this is lifelong adjacency. Hello 
packets are usually exchanged over 5 second intervals.  

The next step for neighbor routers is to exchange routing information. This is done 
with Update and Acknowledgement messages. This communication is connection 
oriented thus eliminating the need for periodic route refreshment and route timeout 
timers. A new Update message for a particular route is sent only if the metric for that 
route changes. EIGRP uses the term partial and bounded to describe Update messag-
es. Partial refers to the fact that only routes with changed metric are included in the 
update, and the term bounded refers to the fact that updates are sent only to those 
routers affected by the change. 
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If a route becomes unavailable, Query, and Reply messages are used in the search 
for alternative routes. Again, these two types of messages are sent in connection-
oriented manner accompanied with Acknowledgement message.

EIGRP uses the most complex metric of all routing protocols. It can be made of 
four parameters: bandwidth, delay, reliability, and load. Reliability and load are dy-
namic parameters measured at each interface, but they are seldom used in calcula-
tions. Thus most often the well-known bandwidth + delay formula is used in metric 
calculations. Let � �DRL , be a route from the router R to a destination D . Let 
� �DRL , be made of links il with bandwidth iw measured in bps and delay id . Then 

the EIGRP’s bandwidth+delay metric for � �DRL , is computed according to the for-
mula

� ��  �  ���
�

� i
i

d
w

DRLmetric
10
256

min
10256,

7

                    (3)

The bandwidth is usually specified on the interface by the producer. Cisco’s de-
faults are 100 Mbps for LAN interfaces and 1.544 Mbps for WAN interfaces. Default 
delays on Cisco’s routers are given on  the following table:

Media Delay

100 M ATM, Fast Ethernet, FDDI, ������

T1, 512K, DSO, 56K, 1HSSI ���������

Table 1. Default delays on Cisco routers.

EIGRP uses Diffusing Update Algorithm (DUAL) to perform the shortest path 
computation. Although, it is still a distance vector protocol, it is advanced version that 
is supposed to be better than the Bellman-Ford algorithm that is used by RIP.

In order to explain how it works, we have to explain the terms used by DUAL (all 
terms refer to one destination):

1. Successor – this is the next-hop neighbor on the route to a destination network;   
2. Feasible Distance (FD) – is the best (lowest) metric to the destination network;
3. Feasible Successor (FS) – is a neighbor who has a loop-free backup route, should 

any router on the best route fails;
4. Reported Distance (RD) – is the feasible distance to the destination network of the 

neighboring routers

Feasibility Condition (FC) – is a criterion based on which backup loop-free routes 
to destination network are found. EIGRP's DUAL algorithm maintains a topology 
table separate from the routing table. The topology table includes the best path to a 
destination network and backup path (via the Feasible Successor) that DUAL has 
found to be loop-free. In order a neighbour to qualify for Feasible Successor, it has to 
pass the Feasibility Condition:
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RDFD �                                            (4)

In [8] it has been proved that if (4) holds true, that neighbor has loop-free path to 
the destination network (a path that does not pass through the router that performs the 
feasibility test.

The EIGRP protocol explained so far, though better than rip, will not scale well on 
large networks. Thus several patches have been proposed that improve the conver-
gence time in large networks. Stuck-in-active, stub router, graceful shutdown, grace-
ful restart, multiple AS support, and so on.

5 Analysis of the EIGRP Protocol

EIGRP’s superiority has been attributed to the use of the DUAL algorithm, while 
other distance vector protocols use inferior Bellman-Ford or Ford-Fulkerson algo-
rithms. We believe that main advantage of EIGRP over RIP is EIGRP’s metric. Using
(3) EIGRP is capable of finding faster routes than RIP. However, we believe that this 
metric does not always find shortest paths. Consider the network on figure 4.

Figure 4. Shortest path demonstration on EIGRP network.

The first thing an administrator should do to ensure proper operation of the EIGRP 
protocol is to set appropriate bandwidth values on each router’s interface. However, if
default values for the delay are used, then the shortest path from the router A to the 
server S would be 

A->C->D->S
On this example intuitively it is clear that the shortest path is A->B->C->D->S. The 
reason for error in EIGRP’s computations is the default value for delay over serial 
links. The default delay value is same for T1 and 56k links (table 1). Some scholarly 
papers [10] suggest that we use propagation delay in (3). We believe that this ap-
proach is too expensive and again will lead the protocol to wrong conclusions. The 
best option is to use the serialization delay in (3), thus (3) will become

� ��  �
iw

DRLmetric 1~, .                                (5)

This result is proportional to the metric of the OSPF link-state routing protocol ([1] 
ch. 11).
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It is frequently advertised that one of the main advantages of EIGRP over RIP is that 
EIGRP maintains a topology table in which it stores backup routes. These backup 
routes are used if the best route fails, thus reducing the convergence time. We believe 
that this mechanism of EIGRP is not very useful. Consider the example on figure 5. 

Figure 5. Backup route demonstration on EIGRP network.

In this example, only router A will have a backup route through router B to cloud 
networks. If the link A-C fails, router A will use its backup route through the link A-
B. If the link B-C fails, then B engages in regular search for new route and eventually 
will find that it can use the link A-B. If any link in the cloud fails, then backup link 
may contribute to longer convergence, by installing wrong paths. Eventually, this 
problem will be solved with split horizon and triggered updates mechanisms. 

To summarize, with Feasibility Condition (4) only a fraction of the routers in a 
network will have backup routes in their topology tables. Failure of even smaller frac-
tion of links in a network will trigger proper usage of the EIGRP’s backup route 
mechanism.

Finally, we would like to emphasize that EIGRP does not use periodic updates for 
disseminating routing updates, but a sophisticated system of queries and replies. This 
mechanism provides faster convergence in case a route becomes unavailable.

6 New RIP-like Routing Protocol

The purpose of this paper was to analyze the convergence mechanisms of the EIGRP
protocol and to propose new RIP-like routing protocol. With this proposal we are 
proposing a new protocol that is not backward compatible with previous RIP proto-
cols. Our work is based on the implementation of the RIP protocol in the open-source 
Qugga routing software [11] .

The first upgrade that was done was to improve RIP’s metric. Our solution is to in-
troduce additional field in RIP entries (fig. 6). From previous chapter we concluded
that it would be simpler and more efficient if we use OSPF’s metric instead of 
EIGRP’s. 

The second step in building a better routing protocol is to eliminate the dependence 
on periodic broadcast updates and route aging timers. These mechanisms provide 
reliable but slow convergence. In order to achieve faster and reliable convergence, we 
have to use the TCP protocol for the RIP packets (fig.2). If a route becomes unreach-
able neighbor routers will be queried for alternative routes. This implies that stuck in 
active timers must be implemented. In TCP usage requires periodic UDP broadcast to 
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router’s neighbors to establish associativity. We propose this messages to include the 
number of entries in the routing table. If two neighbors disagree on this number will 
prompt routers to exchange their routing tables.

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Address Family Identifier |        Route Tag |
+-------------------------------+-------------------------------+
|                         IP Address |
+---------------------------------------------------------------+
|                         Subnet Mask |
+---------------------------------------------------------------+
|                         Next Hop |
+---------------------------------------------------------------+
| Hop Count |
+---------------------------------------------------------------+
| OSPF Metric                           |
+---------------------------------------------------------------+

Figure 6. Modified RIP entry.

The final step will be to implement a system for finding and keeping backup 
routes. Here we propose more powerful feasibility condition

RDFD �                                            (6)
This condition is better because we require the feasible distance (FD) to be greater 
than or equal to the reported distance (RD). In addition we apply (6) over two metrics: 
hop count and OSPF metric. With our proposal more backup routes will be found. For 
example, with (6) router B (fig. 5) will have a backup route through router A, and vice 
versa. Thus we increase the number of backup routes in a computer network.
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Abstract. Rapid development of technology is opening new perspectives for 
business, entertainment, and education. Learning with the help of technology is 
providing new opportunities for learners. E-learning is grasping with big steps 
into diverse areas engaging more and more different methods and activities. Lot 
of developments and lot of experiences are present in the field of e-learning 
everywhere in the world. One of the important features of technology is allow-
ing access to unprivileged, either with permanent or temporary disability. Using 
technology to make everything more inclusive has become important issue in 
developed countries. The focus of any new development is to be accessible to 
as wider audience as possible. How accessibility affects e-learning? This paper 
intends to review current experiences in the field of e-learning with the focus on 
accessibility. It will present basic accessibility guidelines and will reflect on 
how learners with special needs can access e-learning environment.  

Keywords: e-learning, accessibility, inclusivity 

1 Introduction 

New technologies and especially Internet have become very important part of our 
everyday work and life. Being so, the question has arisen how accessible it is to all 
groups of population. Internet, or web, accessibility for all has grown to be a burning 
issue in European Union. Some of the countries have adopted laws on accessibility, 
the others are implementing different projects’ activities in order to improve the ac-
cessibility of own web sites. US have adopted legislation on accessibility followed by 
rules and standards for accessible electronic and information technology purchased by 
federal agencies. There are a lot of initiatives on the international level that are help-
ing in designing and evaluating if and how much the web site and its content are ac-
cessible. Imperative for a successful accessible web site is to start from the very be-
ginning - in the planning phase. The web site should be planned inclusive and acces-
sible.  

Web accessibility means that it will be possible to meaningfully use the web for all 
people regardless of their abilities, preferences or available technologies [9]. Web 
accessibility means two ways communication: every person can perceive, understand, 
navigate, and interact with the web, and everybody can contribute to the web. From 
web accessibility benefits all, people with disabilities but also older people with 
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changing abilities due to aging, or people with temporary disabilities or just changing 
preferences of the web use. Web accessibility includes all abilities, including visual, 
auditory, physical, speech, cognitive, and neurological different level abilities.  

E-learning is a new way of learning where learner is using available technology to 
learn in own way, on its own pace, with the tools and methods that are most adequate 
for him/her. E-learning is already present in our everyday life. It has influenced and 
changed a lot the curricula and academic teaching and learning [5]. The Web and e-
learning offers the possibility of unmatched access to information and interaction for 
different groups of people, including disadvantaged and people with disabilities. That 
is, the accessibility barriers to audio and visual media can be much more easily over-
come through web technologies. The web is becoming important source in many 
areas of our life: education, employment, government, commerce, health care, recrea-
tion. Vital is that the web is accessible to all in order to provide equal opportunity to 
everybody regardless their abilities or preferences [1]. An accessible web to all can 
also help different groups of people to participate in society more actively. 

New technologies such as mobile telephony are adding to the complexity of the is-
sue. Now the web can be accessible through most of the today’s mobile devices. That 
is helping final users and is increasing chances for accessibility. On the other hand, it 
is increasing the requirements placed in front of the web developers, since everything 
should be working properly and should be accessible, regardless which browser is 
used or from which mobile device the access is required. 

Another important consideration is that web accessibility is required by laws and 
policies in some countries. Government legislation and organizational policies can 
encourage inclusive design by fostering awareness of the need for inclusion and by 
setting broad expectations for society [4]. 

Web is becoming more accessible in different parts of the world and it is creating 
new opportunities for all users. Accessibility of web based materials is introducing a 
shift in education also.  Accessible web is opening new doors for learners and is in-
creasing their chances for success. So, how is this improvement of web accessibility 
influencing education and e-learning is important research question. 

2 Making the Web Accessible 

There are two aspects when talking about web accessibility. Most of the stress on web 
accessibility has been on the web developers’ responsibilities. But also web soft-
ware has an important role in web accessibility. Software needs to help developers 
produce and evaluate accessible web sites, and be usable by people with different 
types of abilities. 

World Wide Web Consortium (W3C) has started an initiative Web Accessibility 
Initiative (WAI) [11]. One of the roles of the WAI is to develop guidelines and tech-
niques that describe accessibility solutions for Web software and Web developers. 
These WAI guidelines are considered the international standard for web accessibility 
and are used as basis for concrete national accessibility guidelines, legislations or 
standards. There can be found a lot of documents describing the different web acces-
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sibilities, and how concrete improvements could increase Web accessibility. It can be 
very useful tool while developing new web sites or wanting to improve accessibility 
of already existing sites, to have at least some check list with all basic requirements 
for web accessibility. 

US have reviewed WAI guidelines and have developed own Section 508 [10], an 
amendment that requires electronic and information technology developed by or pur-
chased by the Federal Agencies to be accessible by people with disabilities. Federal 
Agency’s purchase power is tremendous. IT developers and market in general, faced 
with accessibility requirements from Federal Agencies will not be able to develop two 
parallel lines, so, will continue developing accessibility technology and software for 
all its clients. Most of web accessibility guidelines are present in Section 508, but are 
appended with technical standards, functional performance criteria and part about 
information, documentation and support. Representatives from industry, academics, 
government, and disability advocacy organizations have proposed standards for 
accessible electronic and information technology. 

The most effective way to ensure that some web site is accessible, is to plan acces-
sibility while starting with the sketch of the site. Making a web site accessible can be 
simple or complex, depending on many factors such as the type of content, the size 
and complexity of the site, and the development tools and environment. If planned 
from the beginning, many accessibility features are easily implemented. It is regard-
less of if it is about starting completely new Web site development or redesigning the 
existing one. Fixing inaccessible Web sites can require significant effort, especially 
sites that were not originally "coded" properly, or sites with specific types of content 
such as multimedia. 

Web accessibility guidelines are requiring web content to be perceivable, operable, 
understandable and robust.  

Perceivable Content. 
Text alternatives for non-text content convey the purpose of an image or function 

to provide an equivalent user experience. Text alternatives should be provided for 
non-text content such as: short equivalents for images, including icons, buttons, and 
graphics; description of data represented on charts, diagrams, and illustrations; brief 
descriptions of non-text content such as audio and video files; text description for 
labels for form controls, input, and other user interface components.  

People who cannot hear audio or see video need alternatives for multimedia. Well 
written text records containing the correct sequence of any auditory or visual infor-
mation provide a basic level of accessibility and facilitate the production of captions 
and audio descriptions. Examples can be: text record and captions of audio content, 
such as recordings of people speaking; audio descriptions, which are narrations to 
describe important visual details in a video; sign language interpretation of audio 
content, including relevant auditory experiences.  

Content should be developed in that way that it will be given the possibility to pre-
sent it in different ways for different users. In order for users to be able to change the 
presentation of content: headings, lists, tables, and other structures in the content are 
marked-up properly; sequences of information or instructions are independent of any 
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presentation way; browsers and assistive technologies provide settings to customize 
the presentation.  

Content should be made in such a manner that it will be easier to see and hear. Dis-
tinguishable content is easier to see and hear. Meeting this requirement helps separate 
foreground from background, to make important information more noticeable.  

Operable Content. 
Functionality should be available also from a keyboard. Many people do not use 

the mouse and rely on the keyboard to interact with the Web. This requires keyboard 
access to all functionality, including form controls, input, and other user interface 
components. Meeting this requirement helps keyboard users, including people using 
alternative keyboards such as keyboards with ergonomic layouts, on-screen key-
boards, or switch devices. It also helps people using voice recognition (speech input) 
to operate websites and to dictate text through the keyboard interface. 

Users should have enough time to read and use the content. Some people need 
more time than others to read and use the content. That means that users should be 
able to stop, extend or adjust time limits.  

Users can easily navigate, find content, and determine where they are. Content that 
is well organized helps users to orient themselves and to navigate effectively. Meeting 
the above requirement helps people to navigate through web pages in different ways, 
meeting their particular needs and preferences. Some people may be using the content 
with only a mouse or a keyboard, while others may be using both. While some people 
rely on hierarchical navigation structures to find specific web pages, others rely on 
search functions on websites instead. Some people may be seeing the content while 
others may be hearing it, or seeing and hearing it at the same time.  

Understandable Content. 
Material presented by text is readable and understandable for majority of users. 

Content authors need to ensure that text is readable and understandable to the broad-
est audience possible, including when it is read aloud by text-to-speech software. 
Software, including assistive technology, will be able to process text content correctly 
having all above requirements met. These requirements help software to generate 
page summaries, and to provide definitions for unusual words such as technical jar-
gon. It also helps people who have difficulty understanding more complex sentences, 
phrases, and vocabulary. In particular, it helps people with different types of cognitive 
disabilities. 

Many people rely on predictable user interfaces and consistent appearance. Users 
can be disoriented or distracted by inconsistent appearance or behavior. That is why 
web developers should ensure that content appears and operates in predictable ways 
throughout the all pages on the web. People can easy and quickly learn the functional-
ity and navigation mechanisms on a website. So, people can use them according to 
own specific needs and preferences. Some people assign personalized shortcut keys to 
functions they frequently use to enhance keyboard navigation. Others memorize the 
steps to reach certain pages or to complete processes on a website. That can be done 
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with predictable content because they both rely on predictable and consistent func-
tionality of the web sites. 

Forms and other interaction can be confusing or difficult to use for many people. 
As a result, they may be more likely to make mistakes. Web site should have explana-
tory interactions. If web site itself helps to avoid mistakes, or explains what mistakes 
were, it will be much easier for users to interact on the web. Helping users to avoid 
and correct mistakes can be done by: descriptive instructions, error messages, and 
suggestions for correction; context-sensitive help for more complex functionality and 
interaction; opportunity to review, correct, or reverse submissions if necessary.  

Robust Content. 
Robust content means it can be used with all possible browsers, assistive technolo-

gies or other agents, existing in the moment of development, without losing any in-
formation or feature. This will maximize compatibility with current and future user 
agents, including assistive technologies and all kind of browsers. It enables assistive 
technologies to reliably process the content, and to present or to operate it in different 
ways. This includes non-standard (scripted) buttons, input fields, and other controls. 

2.1 Accessible Content Management Systems 

Education, especially e-learning, is based on databases with necessary data and in-
formation used for learning processes. These databases are important part of a learn-
ing structure. Content Management Systems (CMS) are systems that are allowing 
storing, publishing, editing or modifying content, while big number of user can ac-
cess, share and contribute to the stored data. CMS can be commercial or open source 
and all are with varying features. Content published on the CMS can be documents, 
videos, audio, text, pictures, diverse types of data, articles, etc. Therefore, evaluating 
CMS is necessary to determine at what level content is accessible and which one to 
use.  

CMS are systems that, no matter how fancy and good-looking are, still are remain-
ing just tools for managing data. If it does not comply with necessary accessibility 
requirements, it should be changed with something more accessible. First step in se-
lecting CMS is thinking about its functional requirements. CMS should be able to 
deliver what is needed for the activities. After the functional requirements are deter-
mined, decide whether you want to follow any kind of accessibility standards or 
guidelines. It is advisable to follow the W3C Web Content Accessibility Guidelines 
(WCAG). It gives a list of recommendations, which will help to make the system 
more accessible. It is important to check accessibility of all the CMS: theme, module 
of the CMS, but also administrator part.  

CMS systems are penetrating in the area of learning, hence their accessibility 
should be observed from the perspective of user/learner too [2]. They are increasingly 
drawing and maintaining the attention of a learner due to use of new technologies. 
Learning is taking place only in cases when learners are actively involved in it. In 
order to have active learners, existing content should be attractive to them, which is 
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taking us to the basic precondition that learners need to be able to access it in a fist 
place. Furthermore, content generated or uploaded by learners while using CMS 
should be stored and could be retrieved and used by other learners/users. That is why 
it is crucial to conduct capacity building activities with those users that will be filling 
the system with information in terms of accessibility and its requirements. All users of 
the CMS must have some knowledge of accessibility. Without this knowledge, 
no CMS can ensure that only accessible content is published to the site. Personnel 
using a CMS must have the necessary training and support to enable them to produce 
and publish accessible content. 

2.2 Web Interactivity 

Interactive web sites are web sites that are not just transmitting information to the 
users, but are allowing communication with users. They are not just simply delivering 
information but are adapting it according to the users’ actions. There are different 
ways to provoke interactivity on the web sites.  

The most effective way of learning is by providing interactivity. Interactivity 
should be secured by content that is allowing learners to communicate virtually, to 
exchange, to share, to collaborate. This means that both content and software are to 
have interactive nature that is attractive for learners. In such environment, the role of 
teacher/educator is changed from person that possesses the knowledge into person 
that is facilitating the learning processes. Interactivity is narrowing down the bounda-
ries between learner and educator; they are starting to disappear.  Both categories of 
users of these systems should be aware of the accessibility rules and to apply them. 
Especially, the content that is developed by users need to be developed according 
accessibility rules. Namely, learners with disabilities access and navigate the web in 
different ways, depending on their individual needs and preferences. Sometimes even 
learners without disabilities configure standard software and hardware according to 
their needs, and sometimes people use specialized software or hardware that helps 
them perform certain tasks. Acting this way, equal opportunities for learning, and 
inclusiveness of all learners in secured.  

Some common approaches for interacting with the web include: 

� Assistive Technologies - software or hardware that people with disabilities use to 
improve interaction with the web. These include screen readers that read aloud web 
pages for people who cannot read text, screen magnifiers for people with some 
types of low vision, and voice recognition software and selection switches for 
people who cannot use a keyboard or mouse. 

� Adaptive Strategies - techniques that people with disabilities use to improve 
interaction with the web, such as increasing text size, reducing mouse speed, or 
turning on captions. Adaptive strategies include techniques with standard software, 
mainstream browsers, or with assistive technologies. 
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3 Evaluating the Web Accessibility 

Evaluating accessibility early and throughout the development process is a must when 
developing a new one or redesigning an existing site. It can identify accessibility 
problems when it is easier to address them. Simple techniques such as changing set-
tings in a browser can determine if a Web page meets some accessibility guidelines. 
Or, trying to access the web site through different mobile devices can point some of 
the possible issues needed improvement. A comprehensive evaluation to determine if 
a site meets all accessibility guidelines is much more complex. 

There are different evaluation tools that can be found online and can help with 
evaluation. However, no tool alone can determine if a site meets accessibility guide-
lines. Knowledgeable human evaluation is necessary to determine if a site is accessi-
ble and to what extent [6]. 

Most commonly available browsers provide bookmark functionality, and screen 
readers provide functions to list headings, links, and other structures on a web page. 
Nevertheless, the design of the content is an essential factor to support different styles 
of navigation [3]. Examples include: 

� Person with visual disabilities or from any other reason not being able to see the 
screen, needs to get an overview and orient themselves by scanning the headings 
on a web page; the headings need to be designed to also support such purposes.  

� After screen magnification, person can only seeing small portions of the screen at a 
time, and need to orient him/herself using visual cues; the visual design needs to 
also support such purposes.  

� The structure of web pages need to be designed to support and effective use of the 
keyboard because there can be a person using only the keyboard (or keyboard 
alternatives) to navigate through the web content.  

� Web browsers need to provide supporting functionality that is easy to use and 
remember, since some person can have difficulty remembering the addresses, 
names, or particular functionality of websites.  

� Websites need to provide alternative mechanisms for navigation because user can 
be a person who does not think and organize concepts hierarchically, as how most 
navigation menus are designed to be.  

There are a few pitfalls to avoid when creating an accessible document (printed or 
electronic).  

Floating graphics are a particular issue and these are generally not accessible. 
Word art is one example that is interpreted as a graphic and is supposed to be text. 
This also includes images set to float behind or in front of text.  

Headers and footers are accessible by screen reader software, but the user needs to 
know that they are there. It can't be assumed that an access technology user will au-
tomatically look for headers and footers. Depending on the document it may be ap-
propriate to include a line to say that information is contained in the header or footer 
or simply to ensure that important information is also repeated in the main body of the 
text.  
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Preparing for other needs. No matter how well designed and produced your docu-
ment is, any printed material will never meet the needs of all people. Some people 
will not be able to read print, and may prefer the same information in another format 
like braille or audio, or simply by accessing the electronic file. It is always a good 
idea to keep a text based electronic original of your document.  

Web based materials should be inclusive for all [7]. E-learning can be online and 
offline, but should be supportive to widest possible audience in order to be able to 
secure successful results. There are a lot of materials for e-learning with big variety of 
topics covered. Not all of them are inclusive and accessible to wide audience. Some, 
developed for concrete known target group, can stay that way. But others, developed 
for wide population should be adapted to be accessible for all. Assessment is a start-
ing point in improving the accessibility of already existing e-learning materials. 

4 Conclusion 

People navigate through the web and find content using different strategies and ap-
proaches depending on their preferences, skills, and abilities. Someone using a web-
site for the first time may need more thorough guidance than someone who has more 
experience with that particular website. Many functions to support different styles of 
navigation are built directly into web browsers and assistive technologies.  

Using the Web on a mobile device with a small screen may need more orientation 
cues than someone using a desktop computer. While these are generally considered to 
be usability aspects that affect people with and without disabilities, some situations 
affect people with disabilities more directly. Accessibility solutions are beneficial for 
people with and without disabilities and are becoming increasingly available in stand-
ard computer hardware, mobile devices, operating systems, web browsers, and other 
tools.  

E-learning materials are designed to support learning. A research of e-learning in-
teractive materials’ usage shows that different users use different approaches in order 
to secure cognitive learning [8]. It is clear that it depends on learning styles and also 
on available technology and its functionality. E-learning materials should have built-
in accessibility and inclusiveness in them in order to be successful in delivering learn-
ing tool for all learners. 

According to the UN’s millennium development goals, access to learning must be 
secured for all. The audience that is using technologies for various purposes is rapidly 
increasing on a daily basis, as well as, possibilities for learning via web content. Vari-
ous learners might have various disabilities (temporary or long-term) that might be 
limiting their access to digital learning content. Or, some learners might need to be 
able to customize the learning content. In such case, it is inevitable, that all learning 
content should be developed according to accessibility guidelines.   
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Abstract: Germany’s local governments face considerable pressures: Budget 
restrictions, increasing citizens’ expectations concerning service quality, socio-
demographic distractions, and environmental issues – to name just a few. From 
the beginning of the Internet era, governments have tried to exploit modern 
ICT. For some time now, the focus has been on a new eGovernment dimension: 
Open Government. The basic idea is to get citizens more involved in local is-
sues. In line with the Social media paradigm, Open Government targets open-
ness, closeness to people and participation. From a technological perspective, it 
is evident that this political agenda requires robust ICT, enabling fast, flexible 
and affordable solutions, tailored to specific local needs. This paper outlines the 
path from eGovernment to Open Government and presents an affordable Open 
Government platform, the OpenGovernment Suite, which fits into the general 
IT roadmap of the German Government.  

Keywords: eGovernment, Open Government, SAGA, OpenSAGA 

1   Introduction 

From the citizens’ point of view, local communities are the most delivering adminis-
trative units in Germany. Responsible for schools, traffic issues, cultural activities and 
the implementation of thousands of rules and regulations, they have a direct impact on 
the quality of life. It is estimated that more than 90% of all contacts address local 
governments. But times have become increasingly difficult for governments: an ex-
plosive blend of financial constraints, socio-demographic rejections and challenges 
concerning education, infrastructure and the environment demand careful but effec-
tive decisions.  

More than in previous years, local politicians and administrators need sensitive 
“antennae” for the troubles, concerns and needs of their citizens. The label “Open 
Government” circumscribes these efforts which target a closer interaction between 
local administrations and residents. The basic idea is to endow all stakeholders with 
flexible and barrier-free access to the many facets of government. It is expected that 
an intense interaction between administrations and citizens will strengthen regional 
identity, encourage new business models (i.e. by publishing local data) and support a 
local agenda setting (making use of the knowledge of locals). Moreover, while joining 
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the global Social media paradigm, public institutions have even more reason to dis-
cuss the challenges and opportunities of an Open Government agenda.  

From the early days, ICT technology has been a pivotal driver in local institutions 
in terms of productivity, service quality, communication speed, effortlessness of ac-
cess to information etc. Early in the 1990s, when the Internet began to unfold its po-
tential, the German Government opted for a comprehensive IT agenda, i.e. for a sys-
tematic, coordinated approach to stimulate and implement innovative, Internet-based 
eGovernment solutions. Obviously, the time has come for trials with social media-like 
solutions within the realm of eGovernment.  

However, the simplicity of the Open Government concept contrasts with its politi-
cal, organizational and technological complexity. This document focuses on some 
basic technological aspects of Open Government and presents an open-source plat-
form for Open Government solutions. This platform relies on software standards ad-
vocated by the German Government and will enable local governments to bridge the 
gap between local government and its citizens with an affordable, flexible and easy-
to-customize tool.  

2   Germany’s Path from eGovernment to Open Government 

When the Internet began to unfold its potential in the 1990s, the German Government 
decided to develop a comprehensive ICT agenda for Internet-based eGovernment. 
Initially, eGovernment was a fuzzy concept aimed at a more agile administration. The 
Federal Government soon initiated the Initiative Bund-Online2005, a project for a 
comprehensive modernization of federal services. Result: 350 different services in 
more than 100 units became “Internet-ready” with a financial investment of 1.65 bil-
lion euros [1].  

Despite of the success of BundOnline 2005, Germany’s eGovernment is not a Eu-
ropean role model [2]. Consequently, in December 2010, representatives of politics, 
administration and industry opted for a fast expansion of eGovernment and Open 
Government, i.e. to ease interaction between governments and citizens, to strengthen 
local identity and to encourage new business models with local data [3]. Also in 2010, 
the IT Planning Council outlined the objectives for a national eGovernment strategy 
by addressing eight key areas and a number of targets [4]. The ambitious objective is 
to set international standards for an effective and efficient administration in a federal 
structure. Among others, one focus is on transparency and social participation. The 
Federal Government transformed this agenda for the modernization of government 
into precisely defined projects [5]. Three projects can be regarded as critical: 

� An “Act on E-Government” to set the legal framework for secure electronic admin-
istration (electronic files, payment and access) and to encourage efficiency [6];

� The “Process Data Accelerator”, aimed at methods, open standards and architec-
tures for an electronic sharing of data between public administration and the pri-
vate sector (10,000 reports/year, implying 50 billion euros in total/year) [7]; 
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� An explicit Open Government strategy leading to more transparency, participation 
and innovation [3]. 

3   Social Media and Open Government

Today, we are witnessing the penetration of life by social media applications. Face-
book, Twitter, LinkedIn, YouTube, Yammer, Socialcast – to name just a few – have 
changed the expectations of people in terms of a fast, less formal exchange of data 
and information, unrestricted by space and time. Companies like Nike or VW have 
reacted to this process. Marketing in the print media is reduced in favor of faster, 
more dynamic communication with potential customers on social media platforms. 
These companies are re-defining communication and carefully learning from experi-
ence where customer opinions have initiated a kind of information tsunami. 

Citizens’ expectations towards government are likely to move in the same direc-
tion. People who are used to evaluation and feedback on e-commerce platforms like 
amazon.com, booking.com and the like and are used to communicating with their 
friends on facebook expect similar options regarding access to government. Recent 
polls indicate clearly that citizens prefer a much greater openness: 71% of citizens 
expect greater satisfaction with their administration if there were additional options to 
contact local offices. Only 29% are currently satisfied with the present communica-
tion channels on the Internet [8]. For some time now, German governments have 
looked for concepts and technologies to respond to this new mindset. Local projects 
target open budget, open data and consultation management. However, the challenge 
is significant considering the persistence of public administration: it is about the ac-
celeration of communication without a loss in quality, a more flexible responsibility 
of public employees and a new kind of liability in communication.  

The social media paradigm opens up extraordinary opportunities, and it is helpful 
to reflect business experiences. It was Friedrich Krupp who strategically introduced a 
systematic approach to leverage the knowledge of employees. Now, 130 years later, 
an increasing number of companies experiment with social media – referred to as 
Social Enterprise or Enterprise 2.0 – to stimulate innovative ideas from their work-
force. While companies use the knowledge of employees, local governments want to 
leverage the know-how of their citizens. Citizens are constitutive and the first and 
final authority when it comes to initiating new projects and the evaluation of past 
decisions. With social media technology at hand, citizens can get involved as “experts 
for the daily life” and become drivers for local innovations. Three different dimen-
sions are essential:  

� Transparency concerning political decisions-making; 
� Direct participation in relevant issues by means of comments, suggestions and 

voting mechanisms; 
� A fast way to communicate and collaborate. 

What may initially sound abstract is in fact of tangible value. Only one example: In 
the city of Bonn, the local government used brochures, meetings and questionnaires to 
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identify critical topics related to budget decisions. On average, only 40 people per 
year contributed directly to a budget. In January 2010, the city of Bonn started an 
Open Budget project. Focused on budget-relevant activities in the sectors of sports 
and nature/environment protection, the population was encouraged to suggest and 
comment on investments. Using a web-based social media-like platform, more than 
12,000 citizens registered on the website suggesting almost 1,500 approaches which 
stimulated 14,000 comments [9]. 

4   Open Government Requirements  

Open Government has a number of pivotal objectives: 

� To enable access to local data (socio-demographic, shopping patterns, traffic data 
etc.) and background information about community-related issues (information 
from the local council, etc.); 

� To encourage suggestions and ideas concerning all kinds of local issues; 
� To foster identification with the city, yielding a higher level of consensus; 
� To support easy and flexible communication. 

Without adequate software, the transfer of Open Government into real-world applica-
tions remains critical. A number of requirements are paramount: 

� Interoperability with available systems, ERP and GIS software in particular; 
� Open data that encourage new business models; 
� Cross-linking of data (linked data; budget, traffic, pollution, demographic, eco-

nomic etc.) and an automated, machine-assisted enrichment enhancement? process; 
� Communication features to comment on statements, contribute ideas and vote for 

or against proposals; 
� An architecture that is flexible enough to fit into new trends and experiences.  

The overall technological concept should address communities of all sizes and follow 
the concept of “start small then grow”. In addition, the system should be easily cus-
tomizable to suit local requirements, and it must be affordable [10].  

5   Technical Enabler: SAGA and OpenSAGA 

5.1   SAGA Standard 

SAGA (Standards and Architectures for eGovernment Applications) is an ambitious 
standardization approach for Germany's public administrations, published formally by 
the German Government, in order to: 

� Define technical standards and architectures for eGovernment applications; 
� Standardize processes and data in administrations to achieve interoperability and 

compatibility [11 and 12].  
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In technical terms, SAGA concentrates on five fundamental objectives: interoperabil-
ity, reusability, openness [13], reduction of costs and risks, and scalability. 

The Federal Ministry of the Interior released SAGA version 5.0 at the end of 2001 
with a refined collection of methods, specifications and software tools. Whenever 
reasonable, ICT solutions for governments should be based on these modules. 

5.2   OpenSAGA Platform 

The basic concept of OpenSAGA is outlined under [14]. The mission of the Open-
SAGA platform – officially released in May 2010 under the GPL V2 license – is to 
deliver an open-source framework for developing SAGA-compliant, Java-based web 
applications (for instance for a food emergency warning, Fig. 1). The innovative idea 
is to generate SAGA-compliant applications for eGovernment from domain descrip-
tions aiming at an 80% automation level while programming an additional 20% for 
more complex business logic.  

Four characteristics are constitutive for OpenSAGA: 

� It describes domain interrelationships (“what?"), while the appropriate technical 
implementation ("how?") is generated (if possible) automatically; 

� It makes reasonable assumptions, especially in terms of SAGA compliance; i.e. 
software developers do not have to take care of SAGA technologies; 

� It concentrates on semantic relations, i.e. programmers can concentrate their work 
on business logic instead of a large number of technical details; 

� It follows a model-driven approach. 

Fig. 1. Food emergency warning: Generated with OpenSAGA [15]. 

In architectural terms, OpenSAGA consists of four elements: 

� The domain models describe the domain; 
� The process model describes the behavior of the application and its reaction to user 

input; 
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� The view model describes the general structure and content of a view state within a 
process; 

� The generator creates a runtime model from the models’ XML files. 

With its strong reference to SAGA, OpenSAGA is obviously the first-choice platform 
for developing Open Government applications, and an Open Government suite. 

6   The Open Government Suite 

The Open Government suite (OGS) is based on OpenSAGA and exploits this plat-
form’s innovative features [16]. Following the architectural capabilities of OpenSA-
GA, the OGS is a modular, integrating, and configurable solution (Fig. 2) character-
ized by 

� An integrated, state-of-the-art user interface; 
� A single sign-on for all modules; 
� A homogeneous concept for the administration; 
� Functionalities for elective elements and the evaluation of ideas. 

Fig. 2. The Open Government Suite (basic scheme) 

Currently, the OGS features three core modules: the data catalog (open data), budget 
participation, and collaboration (Fig. 3). Additional modules may be integrated during 
the evolution of the OGS (council information module, business process modeling, 
reporting etc.). The overall advantages of the OGS are controllability, openness to 
extensions, easy implementation and a “start small, and grow according to experienc-
es and needs” approach. 

6.1   Open Data 

Open Data is currently the most evident European Open Government topic [17and 
18]. The OGS’s Open Data module enables a well-structured compilation of freely 
available local data. Users get a straightforward overview of available data, may sub-
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mit suggestions to the administration to add specific data to the pool or add relevant 
information (like links, assessments, Meta data etc.).  

Specific characteristics of the OGS: 

� Simple uploading of data following the REST approach; 
� A variety of search filters. 

Fig. 3. The Open Government Suite: Home Page  

6.2   Budget Participation 

A municipality’s budget is a political program defined in terms of financial figures. 
An increasing number of German cities have started to experiment in this field by 
explicitly encouraging citizens to comment on carefully selected topics [19 and 20].  

Specific characteristics of the OGS (Fig. 4): 

� Freely configurable categories (i.e. traffic, kinder garden, schools); 
� Filter concept to follow monitor? selected topics; 
� Easy to contribute to discussions; 
� Configurable voting procedures; 
� Statistical functionalities; 
� Transfer of master data to the following year. 
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Fig. 4. Citizens may contribute to selected budget issues (screenshot of the OGS, in German) 

6.3   Collaboration 

The OGS comprises a collaboration tool introduced as an event stream. Users may 
enroll and contribute to a topic. Whenever something "interesting" occurs on the plat-
form (new information or data sets, new evaluations, votes completed, etc.), partici-
pants will be informed. Analogous to modern social media systems, users may feed 
messages into that event stream at any time.  

Specific characteristics of the OGS: 

� Clustering of information into “streams”; 
� Usability follows well-known standards for social media; 
� Automatic information about new entries; 
� News-based information between participants; 
� Tagging.

Summary 

Governments face a considerable challenge, and the pressure to deal with the many 
problems grows every year. With the advent of social media, an increasing number of 
German local governments consider the inclusion of their citizens in a large number 
of local affairs. Referred to as Open Government, the focus is on transparency, partic-
ipation, and collaboration.  

For some time, the German Government has propagated SAGA as an open, in-
teroperable and sustainable standard for government applications. OpenSAGA is a 
SAGA-compliant platform to develop Java-based web solutions. Almost naturally, the 
OpenGovernment Suite is based on OpenSAGA and provides a comprehensive choice 
for communities to move forward on the path to much closer cooperation between 
citizens and local governments.  

However realistic this perspective may be: This is only the first of many steps for-
ward. New ideas like cloud computing and mobile solutions supplement the picture, 
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posing a constant need for additional ICT concepts. Creative initiatives in terms of 
open data, for instance in the German capital Berlin, are beginning to take shape, and 
the German Government has initiated lead projects with respect to cloud computing 
(also in the sector of eGovernment), the outcome of which will have to be evaluated 
carefully in the years to come. 
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A Comparative Review of Contention-Aware 
Scheduling Algorithms to Avoid Contention in Multicore 

Systems

Genti Daci, Megi Tartari

Abstract. Contention  for  shared  resources  on  multicore  processors  is  an 

emerging issue of great concern, as it affects directly performance of multicore 

CPU systems. In this regard, Contention-Aware scheduling algorithms provide 

a convenient and promising solution, aiming to reduce contention, by applying 

different thread migration policies to the CPU cores. The main problem faced 

by  latest  research  when  applying  these  schedulers  in  different  multicore 

systems,  was  a  significant  variation  of  performance  achieved  on  different 

system architectures. We aim to review and discuss the main reasons of such 

variance arguing that most of the scheduling solutions were designed based on 

the assumption that the underlying system was UMA (Uniform Memory Access 

latency, single memory controller), but modern multicore systems are NUMA 

(Non Uniform Memory Access latencies, multiple memory controllers). This 

paper focuses on reviewing the challenges on solving the contention problem 

for  both  types  of  system  architectures.  In  this  paper,  we  also  provide  a 

comparative evaluation of the solutions applicable to UMA systems which are 

the  most  extensively  studied  today,  discussing  their  features,  strengths  and 

weaknesses.  For  addressing  performance  variations,  we  will  review  Vector 

Balancing, OBS-X and DIO scheduling for UMA systems. While for NUMA 

systems,  we will  compare and discuss  DINO and AMPS Schedulers  which 

supports NUMA architectures aiming to resolve performance issues and also 

introduce  the  problems  they  have.  This  paper  aims  to  propose  further 

improvements  to  these  algorithms  aiming  to  solve  more  efficiently  the 

contention  problem,  considering  that  performance-asymmetric  architectures 

may provide a cost-effective solution. 

Keywords:  Uniform  Memory  Access(UMA),  Multicore  CPU  systems, 

Contention-Aware Scheduling, Non Uniform Memory Access(NUMA), Vector 

Balancing  Scheduling,  OBS-X Scheduler,  DIO Scheduler,  DINO Scheduler, 

AMPS Scheduler.

1   Introduction

Contention for shared resources  in multicore processors  is a well-known problem. 

The  importance  of  handling  this  problem  is  related  with  the  fact  that  multicore 

processors  are  becoming  so  prevalent  in  desktops  and  also  servers,  that  may  be 

considered a standard for modern computer systems and also with the fact that this 

problem causes performance degradation. Let's consider a typical multicore system 
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described schematically in Figure 1, where cores share parts of memory hierarchy, 

that  we  call  "memory  domains",  and  compete  for  resources  like  last  level  cache 

(LLC), memory controllers, memory bus and prefetching hardware.

Fig. 1. A schematic view of a multicore system with 2 memory domains

Preliminary  studies  considered  cache  contention  [5]  as  the  most  crucial  factor 

responsible for performance degradation. Driven by this assumption, they focused on 

finding mechanisms to reduce cache contention like Utility Page Partitioning [8] and 

Page Coloring [7]. Successive studies [1] calculated the contribution that each of the 

shared  resources  in  multicore  processors  have  in  degrading  performance  of  such 

systems, concluding that contention for last level cache (LLC) was not the dominant 

factor  in  degrading  performance.  Based  on  this  new  conclusion,  recent  studies 

selected scheduling as an attractive tool, as it does not require extra hardware and it is 

relatively easy to integrate into the system. Contention-Aware scheduling [1][2][3][4] 

is proposed as a promising solution to this problem, because it reduces contention, by 

applying different thread migration policies. The major part of these studies, found 

solutions that could be applied only in UMA (Uniform Memory Access) systems, that 

are not suitable for NUMA (Non Uniform Memory Access). So for UMA systems we 

will  discuss  DIO Scheduler,  that  uses  thread  classification  schemes  like SDC [9], 

LLC miss rate [2], Pain metric [2], Animal Classes [10] to take the best scheduling 

decision; OBS-X scheduling policy based on the data provided by the OS dynamic 

observation  of  tasks  behavior;  Vector  Balancing  scheduling  policy,  that  reduces 

contention for shared resources by migrating tasks based on the task activity vector 

information,  that  characterizes  tasks  regarding  resource  usage.  For  NUMA 

architecture, that still requires further research, is proposed DINO Scheduler. We will 

also discuss AMPS scheduler design for asymmetric-architecture multicore systems, 

that supports NUMA. 

The rest  of  the  paper  is  organized  as  follows:  In  Section 2 we argument  why 

contention-aware  algorithm  is  considered  a  promising  solution  to  mitigating 

contention. In Section 3 we review and discuss the scheduling algorithms valid for  

UMA systems. In Section 4 we review and discuss the scheduling solutions proposed 

for NUMA architectures and we conclude in Section 5.
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2   Contention-Aware Scheduling a Promising Solution

Preliminary  studies  on  improving  thread  performance  in  multicore  systems  were 

mainly focused on the problem of contention for the shared cache. Cache partitioning 

has a significant influence on performance closely relating with execution time. J. 

Lin, Q. Lu, X. Ding, Z. Zhang, X. Zhang, and P. Sadayappan [5], implemented an 

efficient  layer  for  cache  partitioning  and sharing  in  the  operating  system through 

virtual-physical address mapping. Their experiments showed a considerable increase 

of performance up to 47 %, in the major part of selected workloads. A number of 

cache partitioning methods have been proposed with performance objectives [7] [8] 

[25]. A. Fedorova, M. I. Seltzer, M. D. Smith [17] designed a cache-aware scheduler 

that compensates threads that were hurt  by cache contention by giving them extra 

CPU time.

The difficulty faced from S.  Zhuravlev, S.  Blagodurov and A. Fedorova [2] in 

evaluating  the  contribution  that  each  factor  has  on  performance  was  that  all  the 

degradation  factors  work  in  conjunction  with  each  other  in  complicated  and 

practically inseparable ways. 

To  take  into consideration  the result  of  their  work,  it  is  proposed  Contention-

Aware Scheduling, that separates competing threads onto separate memory hierarchy 

domains to eliminate resource sharing and, as a consequence to mitigate contention. 

To  design  a  contention-aware  scheduler,  initially  we  must  choose  a  thread 

classification scheme, that predicts how they will affect each other when they will 

compete for shared resources and a scheduling policy, which assigns threads to cores 

given their classification. So the classification scheme serves to identify applications 

that must be co-scheduled or not. S. Zhuravlev, S. Blagodurov and A. Fedorova [2] 

help us with their contribution in analyzing the effectiveness of different classification 

schemes like:

-  SDC (Stack Distance Competition),  a well  known method [9]  for predicting the 

effects of cache contention among threads, based on the data provided from stack 

distance profiles, that inform us on the rate of memory reuse of the applications. 

-  Animal Classes is based on the animalistic classification of application introduced 

by  Y.  Xie  and  G.  Loh  [10].  It  allows  classifying  applications  in  terms  of  their 

influence on each other when co-scheduled in the same shared cache.

- Miss Rate is considered as the heuristic for contention, because it gives information 

for all the shared resources contention.

- Pain Metric is based on cache sensitivity and cache intensity, where sensitivity is a 

measure of how much an application will suffer when cache space is taken away from 

it  due to contention; intensity is  a  measure of how much an application will  hurt  

others by taking away their space in a shared cache.

The results of evaluation of effectiveness of these classification schemes, show that 

the best contention predictor is Miss Rate [2][11]. A high miss rate exacerbates the 

contention for all of these resources, since a high-miss-rate application will issue a 

large number of requests to a memory controller and the memory bus, and will also be 

typically characterized by a large number of prefetch requests, while SDC performed 
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worse  because  it  does  not  take  into  account  miss  rates  in  its  stack  distance  

competition model and it models the performance effects of cache contention, which 

is not the only cause of degradation.

As a perfect scheduling policy, it is used an algorithm proposed by  Y. Jiang, X. 

Shen,  J.  Chen,  R.  Tripathi  [16].This  algorithm  is  guaranteed  to  find  an  optimal 

scheduling  assignment,  i.e.,  the  mapping  of  threads  to  cores,  on  a  machine  with 

several  clusters  of  cores  sharing  a  cache   as  long  as  the  co-run  degradations  for 

applications  are  known.   Jiang's  methodology  uses  the  co-run  degradations  to 

construct  a graph theoretic  representation  of the problem. The optimal scheduling 

assignment can be found by solving a min-weight perfect matching-problem.

3   Proposed Schedulers for UMA Systems

Several studies investigated ways of reducing resource contention and as mentioned 

above  in  Section2,  one  of  the  promising  approaches  that  emerged  recently  is 

contention-aware  scheduling  [2][3][4].  This  represents  a  promising  solution,  as 

several  research  co-scheduled  tasks  based  on  memory  bandwidth  or  other  shared 

resources. We mention here the co-scheduling tasks proposed for SMP [19,22] and 

for SMT [20]. These studies of contention-aware algorithms were focused primarily 

on UMA (Uniform Access Memory) systems, where there are multiple shared LLCs, 

but  only  a  single  memory  node  equipped  with  a  single  memory  controller,  and 

memory can be accessed with the same latency for any core. In this section we will 

review and evaluate OBS-X, Vector Balancing scheduling policy, and DIO scheduler 

by discussing their features, merits, but also their gaps.

3.1   OBS-X Scheduling Policy based on OS Dynamic Observations

According  to  R.  Knauerhase,  P.  Brett,  B.  Hohlt,  and S.  Hahn [3],  in  a  multicore 

environment the Operating System (OS) can and should make observations of the 

behavior  of  threads  running  in  the  system.  These  observations,  combined  with 

knowledge  of  the  processor  architecture,  allow  the  implementation  of  different 

scheduling policies in the Operating System. Good policies can improve the overall 

performance of the system or performance of the application. 

The  performed  experiments  on  this  study  have  included  various  software  and 

hardware environments. The lack of intelligent thread migration and also the fact that 

OS  handles  cores  as  independent,  without  taking  into  account  that  they  share 

resources represent the challenges faced by R. Knauerhase, P. Brett, B. Hohlt, and S. 

Hahn during this study, where they found a policy to address these challenges, as the 

traditional operating system scheduler does not take into account the fact that amount 

of contention is quite dynamic because it depends on each task's behavior at a given 

time. After analyzing this study, we faced a problem with the authors. 
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They developed an observation subsystem that collects  historical  and hysteretic 

data  by  inspecting  performance-monitoring  counters  and  kernel  data  structures, 

gathering so information on a per-thread basis. They introduced OBS-X scheduling 

policy, that uses observations of each task's cache usage. OBS-X's goal is to distribute 

cache-heavy  threads  throughout  the  system,  helping  so  to  spread  out  cache  load. 

When a new task is created, OBS-X looks for the LLC group with the smallest cache  

load, and places the new task in this group. OBS-X strength relates with the fact that 

this policy include the notion of overloaded tasks. 

They ran two sets of experiments across four cores in two LLC groups. The first  

set  of  experiments  consisted  of  four  instances  of  cachebuster,  an  application  that  

consumes as much cache as possible and four instances of spinloop, that consumes 

CPU with  a  minimum of memory access.  They used  [cb,sl][cb,sl]  pairing,  which 

represents the worst performance because both cachebuster applications contend for 

cache  resources  at  the  same  time.  With  the  addition  of  OBS-X,  cachebuster  

performance increased between 12 %  and 62 %, comparing with the default Linux 

default  load  balancing.  The reason for  the increase  is  that  OBS-X distributed  the 

cache-heavy tasks across LLC groups, thus minimizing the scheduling of heavy tasks 

together.  To  approximate  real-world  workloads,  they  ran  OBS-X  with  a  set  of 

applications from the SPEC CPU 2000 suite run. The overall speedup increases to 4.6 

%. 

3.2   Vector Balancing Scheduling Policy

This policy reduces contention by migrating tasks,  led by the information of  task 
activity vector [18], that represents the utilization of chip resources caused by tasks. 

Based on the information provided form these vectors, it has been proposed from A. 

Merkel, J. Stoess and F. Bellosa [4] the scheduling policy that avoids contention for 

resources  by  co-scheduling  tasks  with  different  characteristics.  The  definition  of 

activity vectors requires the read of a small number of the performance-monitoring 

counters (PMC) and asymmetric observations. This policy can be easily integrated in 

the OS balancing policy, so we can exploit the existing strategies. The weakness of 

this proposed solution by A. Merkel, J. Stoess and F. Bellosa [4] lies in the fact that 

these authors to avoid complexity in their research, assumed that tasks do little I/O, do 

not communicate with each other, they are independent. They used compute-intensive 

tasks. This assumption is a weakness because it limits the space where the Vector 

Balancing  can  be  applied  successfully.  If  there  is  communication,  co-scheduling 

based on resource  utilization can  have conflicting goals.  This  is  a  topic of future  

work.

3.3   DIO (Distributed Intensity Online) Scheduler

S.�Zhuravlev, S.   Blagodurov and A. Fedorova [2] proposed DIO contention-aware 

scheduler. DIO scheduler continuously monitors the miss rates of applications, as we 
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argued  in  Sector  2  that  it  was  the  best  contention  predictor,  then  finds  the  best 

performance  case  and  separates  threads.  It  obtains  the  miss  rates  of  applications 

dynamically online via performance counters. This makes DIO more attractive since 

the stack distance profiles, which require extra work to obtain online, are not required. 

Furthermore, the dynamic nature of the obtained miss rates makes DIO more flexible 

to application that have a change in the miss rate due to LLC contention. DIO was 

experimented in AMD Opteron with 8 cores, 4 cores for each domain. DIO improved 

performance by up to 13 % relative to default. Another use of DIO is to ensure QoS 

(Quality of Service) for critical applications, since it ensures to never select the worst 

performance case of the scheduler.

4   Adaptation of Contention-Aware Schedulers for NUMA  
     Systems

Research studies on contention-aware algorithms, were primarily focused on UMA 

(Uniform Memory Access) systems, where there are multiple shared last level caches 

(LLC), but they have only one memory node associated with a memory controller, 

and the memory can be accessed with the same latency from every core.  Modern 

multicore systems are using massively the NUMA   (Non Uniform Memory Access) 

architecture, because of its decentralized and scalable nature. In these systems there is 

one  memory  node for  each  memory  domain.  Local  nodes  can  be  accessed  for  a 

shorter time than the distant ones, and each node has its own controller. According to 

S.  Blagodurov,  S.  Zhuravlev,  M.  Dashti  and  A.  Fedorova [1],  when  existing 

contention-aware  schedulers  designed  for  UMA  architectures,  were  applied  on  a 

NUMA  system  (illustrated  on  Figure  3  [1]),  they  did  not  effectively  manage 

contention,  but  they  also  degraded  performance  compared  with  the  default 

contention-unaware scheduler (30% performance degradation). 

4.1   Why existing Contention Management Algorithms degrade Performance on 
        NUMA Systems?

S.�Zhuravlev, S.   Blagodurov and A. Fedorova [2] proposed DIO contention-aware 

scheduler. DIO scheduler continuously monitors the miss rates of applications, as we 

argued  in  Sector  2  that  it  was  the  best  contention  predictor,  then  finds  the  best 

performance  case  and  separates  threads.  It  obtains  the  miss  rates  of  applications 

dynamically online via performance counters. This makes DIO more attractive since 

the stack distance profiles, which require extra work to obtain online, are not required. 

Furthermore, the dynamic nature of the obtained miss rates makes DIO more flexible 

to application that have a change in the miss rate due to LLC contention. DIO was 

experimented in AMD Opteron with 8 cores, 4 cores for each domain. DIO improved 

performance by up to 13 % relative to default. Another use of DIO is to ensure QoS 
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(Quality of Service) for critical applications, since it ensures to never select the worst 

performance case of the scheduler.

4.2   DINO Contention-Management Algorithm for NUMA Systems

As argued above,  previous contention-aware  algorithms were valid only on UMA 

architectures,  but  when  applied  to  NUMA  architectures,  used  in  today's  modern 

multicore processors hurt their performance. To address this problem, a contention-

aware algorithm on a NUMA system must migrate the memory of the thread to the 

same domain where it migrates the thread itself. However, the need to move memory 

along  with  the  thread  makes  thread  migrations  costly.  So  the  algorithm  must 

minimize  thread  migrations,  performing  them  only  when  they  are  likely  to 

significantly  increase  performance,  and when migrating  memory  it  must  carefully 

decide  which  pages  are  most  profitable  to  migrate.  These  are  the  challenges  of 

designing a new contention-aware scheduling algorithm, which is appropriate with 

NUMA architecture. These challenges are handled in the study of S. Blagodurov, S. 

Zhuravlev, M. Dashti and A. Fedorova [1].  They have designed and implemented 

Distributed Intensity NUMA Online (DINO). 

DINO  scheduler  uses  the  same  heuristic  model  for  contention  as  the  DIO 

(Distributed Intensity Online) scheduler discussed in Section 3.3, that uses the  LLC 
miss rate criteria for predicting contention. First of all,  DINO tries to co-schedule 

threads of the same application on the same memory domain, provided that this does 

not  conflict  with  DINO's  contention-aware  assignment.  This  is  true  for  many 

applications [14].  DINO organizes threads in broad classes according to their miss 

rates as shown in the research study of Y. Xie and G. Loh [10]. The classes in which 

threads get divided are:

- Turtles: less than 2 LLC miss rates for 1000 instructions

- Devils: 2-100 LLC misses for 1000 instructions

- Super_Devils: more than 100 LLC misses for 1000 instructions

So the migrations will be performed only when threads change their classes, while 

they  preserve  their  thread-core  affinity  relation  as  much  as  possible.  For 

multithreaded applications DINO tries to co-schedule threads of the same application, 

in  the  same  memory  domain,  but  always  avoiding  to  create  conflicts  in  DINO's 

definitions regarding contention management. It also uses techniques to evaluate if it 

is  convenient  to co-schedule threads in the same domain or  it  would be better to 

separate them? DINO in this situation should at least avoid memory migration back 

and forth, preventing so performance degradation. DINO achieves this by separating 

threads in classes as explained above. 

Results  of  DINO  implementation  showed  that  DINO  achieved  up  to  30  % 

performance improvements for jobs in the MPI workload.
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4.3   AMPS the Scheduling Algorithm for Performance-Asymmetric Multicore 
       System NUMA & SMP

Since  industry  is  going  towards  multicore  technology,  and  traditional  operating 

systems  are  based  on  homogenous  hardware,  and  performance-asymmetric 

architectures  (or  heterogeneous)  [21][23],  present  a  very  convenient  solution 

regarding the cost they have, it appears the necessity to setup the relation between two 

different  technologies.  As  a first  step  towards  this,  T.  Li,  D.  Baumberger,  D.  A. 

Koufaty  and  S.  Hahn  [6]  designed  the  operating  system  scheduler  AMPS,  that 

manages  efficiently  both  SMP  and  NUMA-style  performance-asymmetric-

architectures. AMPS contains three components:

- Asymmetry-aware-load-balancing, that balances threads to cores in proportion with 

their computing power

- Faster-core-first scheduling, that controls thread migrations based on predictions of 

their overhead. 

Our evaluation demonstrated that  AMPS improved stock Linux for  asymmetric 

systems in the aspect of performance and fairness.

AMPS uses  thread-independent  policies,  which  schedule  threads  independently 

regardless of application types and dependencies. This is considered a weakness that 

should  be  eliminated  in  the  future.  Thread-dependent  policies  mostly  exists  in 

research. H. Zheng, J. Nieh [24] dynamically detect process dependencies to guide 

scheduling.

5   Related Works

Research on solutions for the problem of resource contention on multicore systems is 

wide and dates back many years. Initial research in this field, were based on the idea 

that the primary factor on degradation performance in such systems was contention 

for shared  cache.  We mention the study of J.  Lin,  Q. Lu, X.  Ding, Z. Zhang, X. 

Zhang, P. Sadayappan [5] who evaluated the impact of existing cache partitioning 

methods on multicore system performance. They observed with most workloads, a 

significant performance improvement (up to 47 %). The only limitation of this study 

was that their experiments were limited by the hardware platform they used.

S. Zhuravlev, S. Blagodurov, A. Fedorova [2] through extensive experimentation 

on real systems, determined that along with it, other factors like memory controller 

contention, memory bus contention and prefetching hardware contention all combine 

in complex ways to create the performance degradation. They proposed DIO which 

improved  performance  by  up  to  13  %  relative  to  the  default  operating  system 

scheduler. Prior to DIO, were proposed also other scheduling policies like OBS-X [3], 

which uses the operating systems observations of  behavior of threads running in the 

systems  and  then  makes  a  decision  on  how  to  migrate  threads  for  a  better 

performance;  All  these  studies  were  primarily  focused  on  UMA systems,   while 
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DINO  contention-aware  scheduler,  remains  the  most  appropriate  until  today  for 

NUMA and uses miss rate as a contention predictor, like DIO does. 

Prior  research  demonstrated  that  compared  to  homogeneous  ones,  asymmetric 

architectures deliver higher performance at lower costs in terms of die area and power 

consumption. T. Li,  D. Baumberger, D. A. Koufaty, S. Hahn [6] proposed AMPS 

scheduler  that  manages  efficiently  both  SMP  and  NUMA-style  performance-

asymmetric architectures. The problem of contention of heterogeneous architectures 

is almost uncovered, that is why it is a field of future research.

6   Conclusions and Discussions

Based on the wide dissemination of multicore  processors,  we chose to handle the 

topic of contention for shared resources in such systems, as it affects directly their  

performance.  One  of  the  major  difficulty  encountered  during  design  of  such 

schedulers,  was  selecting  the most  effective  thread  classification  scheme,  used  to 

choose the best  performance case  respective  to  a specific  pairing of  co-scheduled 

threads. To mitigate contention for shared resources, we discussed and reviewed the 

best scheduling algorithms and policies, that do not perform equally when applied to 

different  multicore  architectures.  So  for  UMA  systems,  we  reviewed  OBS-X 

scheduling  policy,  that  uses  the  operating  system  dynamic  observations  on  tasks 

behavior  to  migrate  threads;  Vector  Balancing  scheduling  that  takes  migration 

decisions based on the task activity vector  information and DIO contention-aware 

scheduling which is the best solution for UMA, because it mitigates contention for all  

shared resources, not only for cache contention, as OBS-X does. Moreover, Vector 

Balancing  provides  a  limited  solution,  as  it  is  based  on  compute-intensive  and 

independent  tasks,  that  do  little  I/O.  These  previously  proposed  contention-aware 

scheduling policies applied to NUMA modern multicore systems proved to hurt these 

systems'  performance,  because they fail to eliminate memory controller contention 

and create additional interconnect contention, that is why they needed adaptation to 

this new architecture. The most appropriate solution for NUMA systems is the DINO 

contention-aware  scheduler,  as  it  solves  the  performance  degradation  problem 

associated with the previous contention-aware solutions by migrating the thread along 

with  its  memory  and  also  eliminates  superfluous  migrations.  AMPS  is  the  first  

scheduler proposed for the performance-asymmetric architectures, that supports both 

NUMA  and  SMP-style  performance-asymmetric  architectures,  but  it  does  not 

completely address contention, requiring further research in the future.
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Abstract. This paper examines and elaborates various electronic services used at 
universities on a world-wide level. Cloud e-University services provide learning help 
as well as practical knowledge for students, and enable teaching and administrative 
staff to fulfill their tasks through provided services and integrate various solutions into 
greater, encompassing platform for e-driven education. Electronic services include 
virtualization and Cloud services, computer clusters, GRIDs and storage, science and 
engineering software primarily used for development, video conferencing and 
distance learning services, social computing and support services, as well as Student 
Information Systems (SIS) and Student Lifecycle Management Systems (SLM). We 
give brief overview of how iKnow [1] functionalities can be mapped into ELF 
framework [2].  

Keywords: e-University, cloud computing, SaaS, electronic services, E-Learning  

1 Introduction 

Higher education institutions are amongst the few organizations facilitating 
development and deployment of new technologies. Cloud computing today is 
becoming “old news”, but this status is reached through no small effort and support of 
Universities around the world. Their role in Cloud computing development varies, 
from initial designers and developers, through consulting and participation in cloud 
services testing, and consumers of end-user solutions on the other end of the 
spectrum. Therefore, we can safely say that Universities today are more and more 
becoming e-Universities, given the amount of electronic services developed, 
deployed, and consumed.  
Universities, as leading researchers and innovators of new technologies have eagerly 
adopted benefits provided through Cloud computing, and developed various means to 
exploit these virtual resources.  
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For implementing a complete e-University system there are plenty e-Learning 
Framework variations developed throughout the years. On Figure 1, we present 
working e-Learning Framework developed through coordinated efforts of U.K Joint 
Information Services Committee (JISC) and Australia Department of Education, 
Science and Training (DEST) [3]. This Framework recognizes 59 distinct 
functionalities divided into three main groups: Sample User Agents, Learning Domain 
Services and Common Services. 
 

 
Fig. 1 The E-Learning Framework. 

2 Cloud implementation of University student services 

According to [4] there are “…[besides Service Oriented Architecture] two other 
common ways of integrating systems, which are to integrate at the user interface level 
using portals, or at the data level by creating large combined datasets or data 
warehouses.” Out of these words, one can clearly see why we propose Service 
Oriented Architecture as building and Web Services as delivering model for 
University-wide integrated and maintained electronic services solution. Both of the 
alternative approaches require highly trained IT professionals, data warehouses, 
servers and infrastructure than any faculty possesses on its own.  
A sample Cloud architecture and cloud computing service levels are shown in Figure 
2. Figure 2(a) shows simple cloud architecture, where data from database residing in 
the cloud is providing cloud service using cloud based platform. All of these 
components are using cloud infrastructure, typically a Virtual machine, and are 
connected using loose coupling. Figure 2(b) illustrates 3 service levels in cloud 
computing, namely, Infrastructure as a Service, Platform as a Service and Software as 
a Service. Cloud clients use provided service through appropriate application. 
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a) b) 

Fig. 2 (a) Cloud architecture, and (b) cloud computing service levels. 
 
According to objectives stated in [5], “…university information system should 
automate the overall business processes of the university. … organize student data, 
employees, study programs, various data about the educational process and the 
faculty’s research and scientific work. … automate the work of the student service, 
human resources management, schedule of lectures, management of student payments 
on various grounds, distribution of resources (professors and classrooms), 
organization of online services for the students and various other activities…” 
According to [6], “…Cross-institutional cooperation [in Macedonia] by sharing 
information is a need which arises, because many courses [at Universities] are 
beginning to be taught collaboratively realizing the concepts of student mobility and 
lifelong learning…”. Therefore, realizing iKnow system as cloud service(s), should 
become one of the most important goals for the next period, since interoperability and 
standardization of data and services is one of the benefits when using cloud 
infrastructure. 
For example University Sts Cyril and Methodius, started the iKnow project [1] to 
establish a central placeholder for ideas, requirements, functionality descriptions and 
activities toward designing and developing Student Information Services and Student 
Enrolling platform. This solution consists of five modules, and is intended to 
implement 76 identified basic functionalities. Most of functionalities are specific only 
to one module, but there is a number of functionalities shared between modules, 
where Core module is involved in all of those situations. 
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Fig. 3 iKnow system defines 5 modules and 76 basic functionalities [1]. 
 
Our goal is to provide insight into adjusting these services for cloud computing. In 
this paper we will not provide detailed description of needs and means to transform 
each and every service into cloud services. Rather, we will provide some suggestions 
how to divide responsibilities on service clusters, and general directions how to 
proceed to the desired goal – fully functional electronically driven University 
completely moved into the cloud. 
The only requirement is that system must work, and must be reachable from any 
institution using its resources. What faculties need to do, is to provide their 
requirements regarding processing power, storage and bandwidth. 
Regarding functionalities stated in provided project documents, we can make some 
additional observations, and give our ideas on improving service level and interaction. 
We recognize that full implementation of ELF framework through transformation of 
iKnow system into Cloud Computing solution will require substantial additional 
reworking.  
Some of the cloud services beneficent for students and staff have been already 
implemented at the University, i.e. at the Faculty of Computer Sciences and 
Engineering. FCSE Computing Centre is using Microsoft’s Live@Edu facilities in the 
form of Email service and SkyDrive as Cloud Storage [7]. Our experience is teaching 
us that these cloud services provide high-level functionalities without need to use 
technical resources and staff to implement, use and maintain these applications. Other 
educational institutions have positive experience with cloud services as well – for 
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example, various services at JISC CETIS (Centre for Educational Technology & 
Interoperability Standards) [8], such as Microsoft Live@Edu [9], Enrollment RX [10], 
Amazon Web Services [11], and so on. 

3 Moving into cloud 

Strategic Technologies Group at JISC CETIS in April 2011 organized Workshop [12], 
drawing a number of conclusions regarding cloud computing in higher education. In 
their view, there are a number of services suitable for moving into the Cloud, such as: 
Email, Travel expenses, Human Resources, Finance, Student network services, 
Telephone services, File storage and Infrastructure as a Service. They also postulated 
which services should stay “in house”: Course and curriculum management, 
Admission process and Research processes. Another researcher at JISC CETIS, Yuan 
Li, formulates these conclusions with following observation [13]: “…Clearly, those 
are non core business or business critical to institutions are most likely to use cloud 
computing services. More complex, more customised data would be more difficult to 
move to cloud…”. Clearly, in this context, “cloud” means public clouds, as opposed 
to private clouds, owned by service consumer.  
Following these observations and [4], we provide our view on what iKnow 
functionalities can be moved to the cloud, and which should be institution governed. 
First, it should be mentioned that for some of the services, data should originate from 
faculties themselves and University, i.e. its Computer Center consumes that data; and 
with certainty, there are situations where Faculties use University provided services. 
Second, although we mention public and private clouds, it is recommendable for the 
initial phase, and services encompassed by iKnow project, only using private cloud 
(i.e. cloud owned by the University). Using functionality distribution among modules, 
illustrated on Figure 2, we briefly provide our view on functionalities’ transfer into 
cloud. 
After thorough analyzing, and mapping of ELF Services with appropriate iKnow 
functionalities, we divided all services into three tables, similar to division introduced 
by JISC CETIS E-Learning Framework. It is noticeable that a number of iKnow 
functionalities [1], such as  functionalities regarding Administration and pricing, 
various reports intended for information exchange with Ministry and Statistical 
Office, do not map into ELF services. These functionalities can be implemented as 
SaaS, but require additional reworking. 
iKnow Services supported by AAI module – involving services such as wireless 
infrastructure, authentication and authorization services, and so on - can be directly 
implemented as IaaS at the University level; at the same time, there is a number of 
iKnow functionalities directly mapping into ELF services, which require 
transformation from web application into web services available for different higher 
education institutions. In fact, most of iKnow functionalities can be mapped into 
Sample User Agent and Learning Domain Services, while requiring SOA approach. 
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4 Conclusions 

In this paper, we have presented how a number of  iKnow services can be mapped 
into ELF framework, thus becoming fully functional “as a Service” solution. From 
our brief introduction of offered services, we can see that most of the Universities 
have consolidated their computer centers and offer various cloud and non-cloud 
solutions. It is also evident that cloud solutions offered, present mix of various in-
house and outsourcing solutions, such as Google Apps, Microsoft’s Live@Edu, and 
others. 
We have also offered insight into our past experience with various cloud solutions, 
which are positive, and encourage further investment in this direction. Computer 
Center at FCSE is also working on various cloud infrastructures and on establishing 
Authentication and Authorization Infrastructure with Shibboleth, which could be used 
at University-wide level. 
iKnow system, intended to provide more than seventy five important functionalities 
which will enable concerned parties at Universities in Macedonia to fulfill several 
very important business processes, can only benefit from moving its functionalities 
into the cloud. We gave our arguments for this transfer, firmly believing that it will 
provide numerous benefits, such as increased interoperability, central bookkeeping 
and data warehousing, tightened security, campus-wide authentication and 
authorization, and so on 
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Abstract. The parallel system can be regarded as a multi-state system with 
graduate failure. When the system is not in its perfect state, it can be repaired to 
some higher level under some cost, in our case, to repair k components costs C0
+ kC1. The objective of this research is to find the optimal repairing policy, so 
that the system makes the greatest possible profit. The main idea of the optimal 
solution is based on the analysis of the system performance during periods with 
a certain length, which allows us to use dynamic programming as optimizing 
technique.  Additionally for the systems with unlimited working time we give a 
way for computation of the optimal repairing level. 

Keywords: Optimal profit, multi-state system, parallel system. 

1  Introduction  

Consider a parallel system with n independent components, so that each can be in 
either working or failure state. Some examples of such system are equal machines in a 
factory that do the same work, computers in the laboratory, buses in a transportation 
company or n-triple transportation line. The cost to repair a failure component does 
not always depend only on the bill for individual repairing, but sometimes there are 
additional penalties that need to be paid like a transportation expenses or some influ-
ences on the system as a result of system reconstruction. For that reason, we assume 
that making a collection of recovers takes constant price C0 and recovering of indi-
vidual component takes come expected cost C1. The whole system can be regarded as 
a multi-state system, so k effective operating components can be regarded as a system 
working in level k. During the operation some of the components may fail and we 
assume that the random variable “time to failure” of each component has exponential 
distribution with parameter λ. Since the our assumption is that components are inde-
pendent, one level transition intensities can be regarded as independent Markovian 
transitions. If in the inspection there are failed components, we may decide to recover 
some of them. The objective here is to decide on which level it is best to get the sys-
tem, thereby obtaining the maximal future operating profit.  
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A similar machine replacement problem is given in [1], where the problem is 
solved by using dynamics programming, so, here we are led by the same idea.  The 
similar computations of the optimal policy for another type of multi-state systems are 
given in [3] and [4], where it is found that when the system works long enough there 
is a level on which the optimal profit is obtained, whenever the system is repaired 
when it is found under that level. On that line, we concentrate on analyzing the exis-
tence of such level.  

2 The Optimal Policy for Constant Time Periods 

Consider a system that operates m time periods with length T. During a period of 
operation some of the components may fail, i.e. the state of the system can become 
worst. We assume that at the start of each period, we know the state of the system and 
we must choose to let the system operate one more period in the state it currently is or 
repair k of the components for a cost C0 + kC1. Also we assume that the expected 
operating profit each component makes when it is in the working state for a unit of 
time is known and we will denote it by C.  The problem we regard is to find the opti-
mal policy for system repairing in order to obtain the benefit of bigger future operat-
ing profit.  

To solve the problem using dynamics programming we need to identify it optimal 
substructure. Let )(~

miC  be the expected future optimal profit the system makes in the 
next k periods of length T, under assumption that it started in state i and at the begin-
ning of the time interval mT the failure components are not repaired. By )(ˆ miC we 
will denote the expected future optimal profit the system makes in the next k periods 
of length T, under assumption that it started in state i. The problem has the following  

Optimal substructure: For all 0 ≤ k ≤ n
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k
miCkCmkC

0
)1()(ˆ)1(~)1(~ λλ           (1) 

})0|)10()(~{)}(~max({)(ˆ knrrCCmrkCmkCmkC −≤<+−+∪= . (2) 

Next in this chapter we will show that (2) can be simplified. It is clear that 
∀m, )(~)(ˆ mCmC nn = , so we are concentrating on computation )(ˆ mCk  for k < n.  

The expected profit one component makes for time T, if at the beginning of the pe-
riod it is in failure state (and it is not repairing) is 0)1(~

0 =C , and if at the beginning 
of the period it is in working state is equal to  

λ

λλλλλ )1(

0
)1(1

~ TeCT
dtteCt

T
dtteCTC

−−
=	 −+	

∞ −= .           
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It is easy to conclude that the expected profit k component makes in time T if at the 
beginning of the period all of them are in working state is equal to 

.)1()1(~
λ

λTekC
kC

−−
=

We will say that an n-component system is profitable if it is feasible to be repaired 
when all components are in the failure state. It means that there is a period m and 
number of components k such that 

.0)()(~
10 ≥+− kCCmCk

For an n-component profitable system we have that there is a integer m such that 
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 (3) 

By m̂  we will denote the smallest integer such that (3) holds. 

Proposition 2.1 ∀m ∈ N+, mm ˆ<  and nk ,0=∀ , 
λ

λ )1()(ˆ
mT

k
ekC
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−−= . 

Proof. The proposition is trivial for 1ˆ =m . Let  1ˆ >m  and m = 1. We need to proof 
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Suppose that the Proposition holds for all mmm ˆ1 << . Using (1) it is easy to prove 
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Lemma 2.1 For all positive integers k and m, such that mm ˆ≥ , 11 )(ˆ)(ˆ CmCmC kk ≥−+ . 

Proof: If kkCkkCmCmC kk >−+−= '),)'(()(ˆ)(ˆ
10' , the Lemma is true since 

( ) ( ) 110'10'1 ))'(()(ˆ)))1('(()(ˆ)(ˆ)(ˆ CCkkCmCCkkCmCmCmC kkkk =−+−−+−+−≥−+ . 

Now let )(~)(ˆ mCmC kk = . The lemma is true for mm ˆ=  since  
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Suppose that the lemma is true for all i < m. For m + 1, using (4) and 
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Theorem 2.1: Suppose that for some m∈N, there is k’ > k such that 

))'(()(ˆ)(ˆ
10' CkkCmCmC kk −+−= . (5) 

and k’ is the greatest integer that satisfied (5), then k’ = n.  

Proof: Let k’ < n, then using Lemma 2.1 

),(ˆ)(ˆ
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So k’ is not the greatest integer for which (5) holds, which is contradiction. So, k’=n. 

The last Theorem simplifies the formula (2) to 

)}.)(()(~),(~max{)(ˆ
10 CknCmCmCmC nkk −+−=  (6) 
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Theorem 2.2 Let k < n be an integer such that ))(()(ˆ)(ˆ
10 CknCmCmC nk −+−= .  

Then for all k’< k, ))'(()(~)(ˆ
10' CknCmCmC nk −+−= . 

Proof. ))(()(ˆ)(ˆ
10 CknCmCmC nk −+−=  implies ))(()(~)(~

10 CknCmCmC nk −+−<  i.e. 

10 )()(~)(~
CknCmCmC kn −+>− .  

For k’ = k – 1, using the proof of Lemma 1 we have 

.)()(~)(~)(~)(~)(~)(~
11011 CCknCmCmCmCmCmCmC kkknkn +−+>−+−=− −−

This implies )))1((()(~)(~
101 CknCmCmC nk −−+−<− , so the Theorem holds for k-1. 

By induction we have that the theorem holds for all k’< k.           

The last Theorem tells us that at the beginning of each time interval mT, there is a 
level k ≤ n, so that for all levels smaller then k the optimal policy is obtained by re-
pairing all the failure components and all the levels bigger and equal to k, the optimal 
policy is obtained when the failure components are not repaired. We will call this 
level boundary level for m-th step. 

3  The Algorithm for Evaluation of the Optimal Repairing 
Policy 

Using the earlier analysis we can construct an algorithm for evaluation of the optimal 
repairing policy, that takes O(mn). The psevdocode of the algorithm is 

Input: C0, C1, C, m, λ, T. 
Output: The boundary levels for k-th step, mk ,1=
for k=1 to n do 

       0][ˆ =kC ; 

        λλ /)1(][
~ TekCkC −−= ; 

for 1 to m do 
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      print k 
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     It is interesting that in the most of the experiments we made, for different   bound-
ary level for m-th step grows as m grows up, and there is some boundary level for 

∞→m . But there are some examples in which for some particular levels m and m + 1 
the boundary level for m-th step is greater then the boundary level for m + 1-th step. 
Next we give such an example. 

Example 3.1 Let λ = 1 e-T = 0.4545, C = 20.18, C0 = 10, C1 = 6, n = 2. For m = 1 
016.0)2()1(ˆ)1(ˆ

1020 =+−= CCCC  and 008.11)1(~)1(ˆ
11 == CC  so the boundary level is 0. 

The boundary level for m = 2 is 1 since 028.10)2()2(ˆ)2(ˆ
1000 =+−= CCCC  and 

028.16)()2(ˆ)2(ˆ
1021 =+−= CCCC . But, the boundary level for m = 3 is 0 again be-

cause 5638.17)2()3(ˆ)3(ˆ
1020 =+−= CCCC  and 7621.23)3(~)3(~

11 == CC . At the next 
steps, the boundary level remain at 0.  

4 Boundary level for a system with unlimited working time 

This boundary levels we get in our experiments, inspired us to make an additional 
analyzing in order to realize the existence of a boundary level when the working time 
of the system is unknown and we believe that that time is unlimited.  

Again we regard a parallel system with n independent components so that the prof-
it each component makes, if it is in the working state for a unit time, is C and the re-
pairing cost for k components cost C0 + kC1. 

Theorem 4.1 Suppose that whenever the system fails to level s, it is repaired to level 
k. Then the expected mean profit of such system is equal to 
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Moreover, the maximal expected mean profit is obtained in the case when k = n. 

Proof. If the system starts with its work in state i, then the expected time to work in 
level i is equal to (iλ)-1. The expected transition time from level k to level s is  
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The profit it makes during that time is  .
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 To repair it to level k

costs C0 + (k – s)C1. So, the expected mean cost is equal to 
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In order to proof the second stage of the theorem, we will show that the expected 
profit when the system is repaired to level k + 1 is greater then the expected profit 
when the system is repaired to level k, whenever it falls to level s, i.e. we will show 
that the following inequality is true 
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The last inequality is equivalent to  
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The last inequality follows from the fact that for all i, i < k + 1 which implies 
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If 1
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CC +≤
λ

, the system is unprofitable i.e. it is not profitable to repair it. So we 

will regard only the systems for which 1
0 C

n

CC +>
λ

. Our goal is to find the level s for 

which the mean expected profit will be maximal. To do this we need to compare prof-
its 

1,snP  and 
2,snP  for all 0 ≤ s1, s2 < n. The next Theorem gives the boundary for  C/λ

that under which snrPP rsnsn −<<> + 0,,, .            
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Theorem 4.2 For all ns <≤0  and snr −<<0  , rsnsn LL +> ,,  if 
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Proof. By simple transformation the inequality rsnsn LL +> ,, becomes  
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It is easy to see that after multiplication of the both sides, the first terms will be equal. 
So this inequality is equivalent with 
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Again we have equal first terms, so )(,, krssrss BB +++ <  is equivalent to 
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The last inequality holds because for all i and j, i ≤ s + r < j ⇔ 1/j < 1/i.

Proposition 4.2 For all 0 < s < n, .1,,1 +− < ssss BB

Proof: We need to proof that
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Using last two propositions we can prove the following theorem that characterizes the 
optimal repairing level.                  

Theorem 4.1 Let 
n

B
1

0,1 =− , ∞=+1,nnB  and 1, +ssB  are defined as in Theorem 4. Then 

if 1,,1 +− <≤ ssss BAB , the maximal profit is obtained when all failed components are 
repaired whenever the parallel system is found at level s.  
Proof. Using Proposition 1 we have kssss BBA ++ ≤< ,1, , for all k, 1 ≤ k ≤ n – s. From 
Theorem 3 we have that for all k, 1 ≤ k ≤ n – s Ln,s > Ln,s+k.  

From the other side, since AB ss ≤− ,1 , from the Proposition 2 we have that for all 1 ≤
k ≤ s, AB ksks ≤+−− 1, . Using Theorem ? we have that Ln,s-k < Ln,s-k+1, for all 1 ≤ k ≤ s. 
This imply Ln,s > Ln,s-k, for all 1 ≤ k ≤ s.  

From the last two theorems, in order to find the optimal repairing level we need to 
calculate all Bs-1, s for 0 ≤ s ≤ n. These numbers grow as s grows up, so we need to 
find the interval in which A belongs. If it is found on the interval (Bs-1,s, Bs,s+1), then 
we will conclude that the maximal mean profit will be obtained if the system is re-
paired in the moment when it is found at level s. These intervals are given in Fig. 1. 

Exampl� 4.1 Consider a system with 4 components. The boundaries are B-1, 0 = 1/4, 
B0, 1 = 12/23, B1, 2 = 6/5 and B2, 3 = 4. Let C0=3 and C1 = 1. Then for C/λ = 1.5, A = 
0.167 so unprofitable. For C/λ = 2, A = 0.33 so the optimal repairing level is 0. For 
C/λ = 6, A = 0.67 so the optimal repairing level is 2. For C/λ = 15, A = 4.67 so the 
optimal repairing level is 3. 
 The same result we obtained experimentally.  The operation of such system during 
the time T1, much greater than T, was simulated. Whenever the system enters the 
specific level k, it is repaired to the level s, ∀s > k. The optimal profit was always 
received for s = n and the optimal level matches with the theoretical results. 

Fig. 1. Decision intervals. 

B- B0, Bn-

Level 0 Level 1 Level n-1 Level nunprofitable
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We can design an O(n) algorithm for calculating the boundaries and finding the op-
timal repairing level. 

Input: C0, C1, C, n, λ. 
Output: if the system is profitable, the optimal repairing 
level, else the message that the system is not profitable 
A=(1/C0)(C/λ- C1)  
if A < 1/n then print “the system is unprofitable” else 

S = 1/n 
s = n-1 

 while A<=(1/(s+1))/( (n-s)/(s+1)-S) and s>=0 do 
  S = S+1/(s+1); 
  s=s-1; 
if s ≠ -1 then print “the optimal repairing level is” s+1. 

5 Conclusion 

This paper deals with operating process of a parallel n-component system. The objec-
tive is to find the level to which the system with k efficiently operating components at 
the beginning of each considering time needs to be repaired, or to make decision to 
left it at the current state, in order to obtain the maximal future operating profit. We 
regard two types of systems. For the first type we assume that at the start of each pe-
riod we know its state and only in that moment we are able to repair some of its com-
ponents. For such systems, we showed that in order to obtain the optimal future op-
eration profit, at the beginning of each period we need to make decision only between 
two choices, to repair all failure components or to left the system operate one more 
period in its current state. Moreover, it is shown that there is a boundary level under 
which the optimal policy is obtained if we leave the system in its current state. The 
current state for the second type of systems is known at any moment during their op-
eration, which also allows us to make decision to repair its components in each mo-
ment. It is shown that there is a level k under which it is not profitable to fail, i.e. that 
the optimal mean profit is obtained if all failure components were repaired whenever 
the systems takes that level k. 
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Abstract. This paper explores the potential of adoption and use of ICT in small 
and medium sized enterprises (SMEs) in Macedonia. In the paper we present 
preliminary results of a survey of around 60 SMEs. The purpose of the study is 
to explore the factors enabling or impeding the successful adoption and use of 
ICT by SMEs. The study investigates the types of ICT adoption and applica-
tions, the overall motivation for ICT investments, the advantages gained from 
ICT, the motive of using Internet and the difficulties in implementing e-
commerce applications. We find that SMEs are generally satisfied with their in-
vestment in ICT but they are concerned about the cost of such investments and 
are uncertain about the business benefits, failing to recognize ICT’s strategic 
potential to increase business flexibility, to increase productivity and to support 
globalization. Besides the concern about the ICT related cost, other major ob-
stacles in adopting ICT were lack of internal ICT capabilities and lack of infor-
mation about selecting, implementing and evaluating suitable ICT and e-
business solutions. Our findings have important implications for policy aimed 
at ICT and e-business adoption and use by SMEs and will provide a foundation 
for future research by helping policy makers to understand, assist and support 
the SME sector. 

Keywords: SMEs, ICT, e-commerce, adoption, challenges, obstacles 

1  Introduction 

The adoption and use of ICT is critical for the competitiveness of Macedonian’s 
SMEs in the emerging global market, while promoting significant positive conse-
quences on the nation’s economy. Through this research we would like to know more 
about the effects and usage of ICT by SMEs. We investigate the types of ICT adop-
tion and applications, the overall motivation for ICT investments, the advantages 
gained from ICT, the motive of using Internet and the difficulties in implementing e-
commerce applications. 
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2 ICT adoption in SMEs – theoretical framework 

Many studies show that SMEs are the driving engine of growth, job creation, and 
competitiveness in domestic and global markets. They also play a pivotal role in in-
novation and productivity growth (Blackburn and Athayde, 2000). In the USA more 
than half of all employment comes from firms with fewer than 500 employees (Bald-
win et al. 2001). In the UK, SMEs employ 67% of the workforce (Lange et al. 2000). 
In most EU member status SMEs make up over 99% of enterprises, 67% of jobs and 
59% of GDP.  

It remains a concern for many reasons including for example the scale of global 
ICT investment and the dissatisfaction expressed by Chief Executive Officers (CEOs) 
with ICT investment returns. ICT adoption in organisations has grown considerably 
throughout the past three decades. By 1998, in the developed world, ICT accounted 
for more than 50% of organisations annual capital investments and was expected to 
account for 5% of revenues by 2010 (Powell, 1999). The main driving force behind 
this large-scale ICT investment is the promise of increased competitive advantage (Hu 
and Plant, 2001; Piccoli and Ives, 2005), as ICT is regarded as a strategic weapon that 
can positively effect organisational change (Gregor et al, 2006). Most SMEs lag be-
hind the large firms in their use of ICT both operationally and strategically. SMEs 
characteristically lack of managerial skills to conceive, plan and implement ICT and 
reluctantly update technology (Caldeira & Ward, 2002). Constrained by resources, 
hemmed in by competing demands, caution and suspicion often greet new technologi-
cal opportunities. Large firms for example, have adopted e-commerce much faster 
than SMEs (Pool et al. 2006). There is certainly evidence that SMEs are reacting with 
caution to the possibilities of e-commerce, considering it a high-risk strategy (Al-
Qirim, 2005), introducing e-commerce very slowly into their existing set of opera-
tions (Eriksson & Hultman, 2005). 

3 Methodology 

All the data for this survey was collected using a structured questionnaire. The SMEs 
are from different cities and regions of Macedonia, focusing upon three economically 
significant Macedonians sectors: financial services, touristic services and production. 
In total, we have surveyed 60 firms that have successfully established their business 
operations and are in market for more than fifteen years or more.  

Through this study, our goal is to find answers to some of the following answers:  

• What is the type of ICT used by SMEs? 
• What kind of ICT application is being used by SMEs? 
• What are the motivations for ICT investments? 
• What are the barriers impeding ICT investments? 
• Which are the benefits gained by ICT? 
• What are the reasons of using the Internet? 
• What are the challenges in E-commerce implementation? 
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• What are the reported sorces of ICT advice? 
• How many times SMEs use the Internet to advertise their products or services? 

The questionnaires were filled out by IT managers or other management people 
who did understand the nature of the issues investigated by this survey. Companies 
that do not use any form of ICT are not included in this study. 

4 Key Findings 

In order to identify and qualify the SMEs, for the purpose of this research, we use the 
definition given by (Kapurubandara et al, 2006) where businesses with less than ten 
employees are qualified as Micro Enterprise, between ten and fifty as Small Enter-
prises, and between fifty to two hundred and fifty employees as Medium sized Enter-
prises. Based upon these definitions, 32% of SMEs we have surveyed can be classi-
fied as Micro Enterprises, 48% as Small Enterprises and 20% are Medium sized En-
terprises. 

Table 1. Types of surveyed SMEs  

Type of SMEs Percentage 
Micro Enterprises 32 
Small Enterprises 48 
Medium Sized Enterprises 20 

 

4.1  Type of adopted ICT 

In this section, we provide the results about the type of adopted and used ICT. Our 
goal was to investigate if these companies have: Internet connection, website, Extra-
net, e-mail, any computer network, including wireless technology and EDI (Electronic 
Data Interchange). 
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Fig. 1. Type of ICT adopted 

Figure 1 indicates that across three sectors, e-mail is widely used by 54 firms. 
Through this survey we noticed that the majority of firms did not have official e-mail 
address, but they used standard mail such as hotmail, Yahoo Mail etc. About 44 firms 
have established network and 42 of them had their own website. Surprisingly, the 
survey reveals that 38 firms use Intranet whereas only 11 of them have Extranet to 
control access from the outside for their business purposes. Considering the more 
advanced and complex technology, only 3 firms from production sector use EDI to 
transfer electronic documents or business data. 

4.2  Type of ICT application 

Figure 2 shows the type of ICT application used by SMEs. We can distinguish that 
ICT applications are mostly used to automate the sales record, manage the documents 
and for processing orders. About 21 firms use system for design. Applications such as 
human resource management, market research, enterprise resource planning (ERP), 
and business intelligence are very modestly spread among investigated firms. 
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Fig. 2. Type of ICT application 

4.3  Motivations for ICT investments 

Here we study main driving force behind ICT investments. It is well known that 
SMEs are constrained by resources to invest in new technological opportunities. Nev-
ertheless, our study reveals that almost all firms are open to invest in ICT in order to 
gain competitive advantage and to increase their business efficiency. As shown in 
Figure 3, about 90% of firms are motivated for ICT investments in order to improve 
relationships with clients and 85% of them are ready to invest in ICT to keep pace 
with rivals, followed by keeping up with new trend (41 firms) and then increase the 
operational efficiency. Very few firms (39 firms) invest in ICT to increase the satis-
faction among employees. 

 

 
Fig. 3. Motivations for ICT investments 
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4.4  Barriers impeding ICT investments 

Even though some SMEs in Macedonia are aware of ICT benefits, there exist some 
constraints and barriers to ICT investments. Figure 4 shows that cost and security are 
the largest barriers cited by firms (above 82% of firms). SMEs are also uncertain over 
the benefits to their business (28 firms). Just 13 firms (about 22%) answered that they 
did not have enough IT experience inside the firm. The only barrier which was insig-
nificant and is less cited was the concern about reactions of the staff, cited by only 5% 
of the firms. 

 
Fig. 4. Barriers impeding ICT investments 

4.5  Benefits gained from ICT 

In this section we report the benefits gained from ICT. As our next figure shows (Fig-
ure 5), the most cited benefit as a result of ICT use and adoption is improved quality 
of service (85% of firms). The second most answered benefit is keeping up with ri-
vals, experienced by 75% of firms, followed by increasing sales which is cited by 
65% of firms. Close to 57% of the firms cited increased productivity as a benefit. ICT 
is not seen as driving force to improve working on joint projects with other firms 
(cited by 7 firms), and reduce the staff number (cited by 4 firms). About 5% of firms 
highlighted that there are no experienced benefits from ICT. 
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Fig. 5. Benefits gained from ICT 

4.6  Reasons for using the Internet 

We also questioned SMEs to list a few of the reasons why they’re using the Internet. 
Figure 6 shows that most of the surveyed firms (95% of them) indicated that they use 
Internet to collect information. They are also using the internet to share information 
with suppliers (44 firms) and customers (38 firms), followed by making payments to 
suppliers (highlighted by 36 firms) and placing orders to suppliers (29 firms). Little 
interest is shown of using the internet to place orders from customers (19 firms) and 
to get involved in joint projects (only 4 firms).  

 
Fig. 6. Reasons for using the Internet 
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4.7  Challenges in e-commerce implementation 

We have also investigated the challenges and problems that SMEs have in implement-
ing e-commerce. As shown in Figure 7, majority of SMEs that participated in this 
research (51 firms) highlighted the security as a challenge that have found in e-
commerce implementation. Another serious challenge to putting e-commerce in place 
appears to be the internet fraud, cited by 46 firms (about 77% of firms). Less impor-
tance is given to the following questions: difficulties in finding technical advice from 
outside, suppliers are not ready for e-business, the cost of developing the website and 
customers don’t want to change.  

 

 
Fig. 7. Challenges in E-commerce implementation 

4.8 Reported sources of IT advice 

Here we attempt to find out where the firms get advice about ICT. As Figure 8 shows, 
about 80% of all surveyed firms highlighted the internet as source of advice. Further, 
the company itself is considered as source for IT advice by 35 firms. IT consultants 
and governmental/local authorities are also sources to get advice on ICT. Very few of 
SMEs get ICT advice from suppliers (6 firms) and the media (9 firms). 
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Fig. 8. Reported sources of IT advice 

4.9  Internet advertisement of products/services 

It is also important to know how many times firms are practicing internet advertise-
ment. Our next figure (Figure 9) shows that majority of firms (34 firms) consider the 
Internet as inappropriate platform to advertise their products or services. After that, 31 
firms advertise their products/services often and only 16 firms advertise many times. 

 
Fig. 9. Internet advertisement 

5 Conclusions 

This article attempts to discover the challenges and barriers that face SMEs in Mace-
donia while adopting and using ICT. It addresses the barriers of SMEs to access ad-
vanced technologies in order to open up business opportunities and increase produc-
tivity. The results of our study show that Macedonians SMEs are doing well in using 
common technologies such as e-mail, internet access and websites but are very li-
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mited to more sophisticated technologies such as EDI, ERP, HRM and business intel-
ligence systems. Our survey reports that SMEs, in general, are motivated to invest in 
ICT, whereby the main driving force for ICT investment was to improve relationships 
with clients, to keep up with rivals and to be updated with new technological trends. 
Nevertheless, our survey suggests that SMEs share concerns over cost of the ICT 
equipment and the security. With regard to awareness of the benefits of the internet, 
almost all of them use the internet for collecting information lacking the vision of 
internet and e-commerce opportunities.  
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Abstract. The e-Learning concept is a foreseeable tendency in many envi-
ronments nowadays, with differences in the stage of e-Learning utilization 
and usage, as well as the paradigm shift that comes with it. In its varieties, it 
offers fruitful soil for developing systems such as distance and hybrid learn-
ing, as well as initiatives such as life-long learning and non-traditional learner 
education. We are proposing a model of Faculty certification program that 
trains non-traditional learners with various backgrounds for a specific skill 
set, needed by working professionals, delivered on demand, at the workplace, 
with obtained set of competences effective proximately after completion. The 
model is learner-oriented and specific-skill-set-oriented. It combines the re-
lated theoretical backgrounds of several faculty subjects along with practical 
exercises of what needs to be learned. The example skill set would be Finan-
cial Risk Analysis for an Entrepreneur, with brief elaboration of the benefits 
for the stakeholders in the process. 
 

Keywords: Distance learning, e-Learning, e-Learning utilization, Faculty certification 
program, Non-Traditional learner, Working professional, Life-long learning, 
Education, Learner-oriented, Set of competences, Financial Risk Analysis, 
Entrepreneur 

1 Introduction 

The distance learning programs, offering complete studying on distance, as well as hybrid 
learning programs, offering also Face-to-Face activities for the parties involved in the edu-
cational process, are widening the access to education in terms of time, space and student 
profile dimension. With these models available, “students” become “learners”, and learning 
becomes multidimensional activity and experience that overflows the traditional assessment 
expectations of the educational institutions, but of the students as well. Another aspect that 
has noted rapid sublimation is the expected timeframe for the learned theory and skills to 
become implementable in reality, which has reduced to: now, immediately.  

“The social transformations caused by the emergence, development and direction of the 
new knowledge-based economy have led to multiple changes in the educational system. 
Most of the institutions concern the introduction of IT technology in the educational envi-
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ronment as the main agent of transmission, dissemination and evaluation of information and 
their level of assimilation.”[1] 

The proposed model of education in the form of training for qualification and skills by 
wrapping the education with certification is based on the idea that there is a necessity for a 
mentality shift of the opinion that people who got employed have finished with the learning 
process for good. Number of reasons point in the opposite direction – the learning happens 
and should be life-long. On the working places, it is done for the purpose of certification, 
upgrade of qualification, change of qualifications or advancement in the career or expertise.  

2 The Distance Learning Concept and Characteristics 

The distance learning model, as a way of delivering instructions by teachers and learning 
theory and practice by learners, in different time and place from one to another, has many 
stakeholders, each of which investing certain inputs and gaining back valuable knowledge, 
experience and wisdom.  

 
Figure 1. Stakeholder and Relational Model of Distance/Hybrid learning 

 
The stakeholders in the process are categorized as: 
- Bearers of the distance learning model of education 
- Enablers of the distance learning 
The bearers are the Students, Faculties and Teaching staff, who have to carry out the 

whole process of education and verification, while the enablers are the State/Government, 
the Society and the Businesses, who have the obligation to integrate and produce and sup-
port environment for the institutions to deliver distance learning, for the students to deliver 
results to the businesses, for the professors to deliver optimized knowledge and skills to the 
students. The investment each stakeholder has in the process, and the gains from it, are 
shown on Figure 1.  
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In this paper, for the purpose of condensed elaboration, we will be referring to the dis-
tance learning and hybrid learning models as equally applicable to the discussed topic about 
skill set trainings for working professionals.    

In the context of distance learning prospects, we would like to bring up the term and pro-
file of “non-traditional learner”. Starting with the latter word, that signifies the major 
change of the concept of a student, since the “learner” does not necessarily go to Faculty 
campus, follow face-to-face lectures, but in most cases does the learning after working 
hours at the workplace, or in the late hours at home; the learner collaborates with the col-
leagues, is self-organized, proactive; the learner does not learn just for the sole purpose of 
being graded and assessed upon reproduction of materials, but learns with the purpose of 
implementing the skill or knowledge in the workplace or in life, considering that valuation 
as the ultimate assessment of what has been learned and shared. The term “non-traditional” 
on the other hand, expands the definition of the “traditional” student in diverse ways, dif-
ferent from each other in terms of geographical placement, in terms of age, in terms of pro-
fessional background and in terms of goal of the learner. The distance learning, before all, 
opens the doors of education for students unable (from various reasons) to travel and follow 
face-to-face lectures or exams on a specific geographical location where the Faculty or its 
disperse office is. At the same time, the age limit of expected students (and learners in the 
broader sense), now is situated in a much wider range, very much out of 18-20 year old 
traditional student. This complies with the life-long characteristic of the learning process. 
The possibility to learn from distance, offers profiling of professions and expertise to work-
ing professionals who have been previously limited (by financial or other reasons) for their 
further education with multidisciplinary dimension. When learning after certain working 
experience, there are unexpected fruits of a new, more feasible and pragmatic way of view-
ing, perceiving and thinking about certain issues and problems, which add new quality to 
the theory. Finally, the purpose and the goal of education, when practicing distance learning 
model, shifts from getting a diploma and status, to getting a skill and knowledge applicable 
in practice as soon as possible, if not immediately. In this context, the reputation of the 
diploma or certificate has meaning more in terms of the quality and reference of the degree, 
rather than status symbol.  

With the model of distance learning, a maximal interrelation among Faculties, Students 
and Businesses is being achieved. Their mutual relation paths are used for exchange and 
upgrade of knowledge, experience and theory, and in order for that to function in a proper 
way, there must be a certain shift in the centers of gravity of the educational programs. 
Here is brief elaboration of those particulars.  

Student contribution: In programs such as this one, the knowledge gets rapid develop-
ment and acceleration, because of the fact that students and learners of these programs are 
very often already employed persons, with some life and working experience, and have a 
lot of practical, theoretical and experiential understanding of the matters, and that is their 
special input in the educational process, compared to traditional students who have recently 
finished high school.  

Instructor motivation: The threshold of the knowledge and skills expected by the pro-
fessors and instructors is moving higher, in order to be able to survive in a system of multi-
channel creation and distribution of knowledge. The lecturers should have technical 
knowledge, new instructional design skills, ability to revise and adapt the materials to the 
goal of having lessons that are sufficient for a learner to learn by individual reading and 
engagement, as well as creating additional activities and practices that will support the goal 
of learning. This is far bigger challenge than the one in the traditional learning, where the 
lecturer presents the topics in the same way for all learners, in front of a wide audience of 
students, with generally one-way of communication, and assessing what has been learned 
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by grading the student’s reproduction of the same material. In this model, the instructors are 
motivated to teach the learners a successful applicable skill, not just quotation of theory.  

Student motivation: The motivation of the students in distance learning cases is the 
basic precondition for the whole process’s success. Usually, the learner’s profile is such 
that they are proactive to get engaged in a learning process, in order to obtain knowledge or 
skill, applicable in practice. This denotes that there is a high dosage of self-motivation. On 
the other side, the qualities coming to surface in this model are more than ever self-
initiative, self-organization and self-discipline. In terms of busy schedules and long dead-
lines for task completion, anyone can be caught in the trap of procrastination and not meet-
ing the expectations. The idea of “active learning” is underlined in every successful out-
come of a distance learning program, delivered in various ways. “This is where the active 
teaching methods are strongly recommended. Experiments were based on innovative ap-
proaches to active learning, among others: problem-based learning, project-based learning 
and the case method.”[2]. That is why, the above mentioned qualities, aside from the pre-
condition of some technical knowledge, are the basic requirements for the learner in a dis-
tance learning skill set program to maintain his/her motivation on the expected level.  

Multidimensional assessment of the learners: The traditional teaching model embod-
ies lectures, seminar papers, home works, colloquia and exams, where the information flow 
is generally one-way (from professor towards student, in the case of lectures; or from stu-
dent towards professor, in the case of assignments and exams. The distance learning model 
imposes engagements and situational environments where the learner is being placed, and 
where he/she should manifest various skills and knowledge, and learns at the same time. In 
this context, the student is encouraged to practice with tests, queries, quizzes, to step into 
communication and collaboration with colleagues, peers, and experts from the whole world, 
join actively the social, professional or other networks that exist on Internet, to participate 
in forums, discussions, wikis or glossaries, to collaborate on different projects (learning by 
doing) and to frequently use virtual data repositories, which are areas of additional (if not 
main) obtainment of knowledge and skills needed for the real world and business, and 
points of assessment by the instructors.  

Virtual reality of the participants in the educational process: The environment in the 
traditional education is physical and situational – at the given moment, the professors and 
learners are in the same physical location. In the distance learning concept, neither the mo-
ment in time, nor the geographical position need to be the same. The term “distance” learn-
ing itself, specifies geographical displacement of the participants in the process, in the very 
least between the students and the instructors, and generally among the students them-
selves; while the term “asynchronous” learning means mismatch of the moment of creation 
of the lectures and their consumption from the students. This brings numerous advantages 
and setbacks at the same time. Usually, the same advantage for ones is disadvantage for 
others, so they should be observed in terms of student segmentation. With the “synchro-
nous” distance learning, there is some similarity with the traditional “face-to-face” learning 
because the moment of lecturing and listening is the same, only there is geographical dis-
tance among the participants. Furthermore in the virtual surrounding, there is no prejudice 
or reluctance to speak, to compete in oratory skills in front of big auditorium, but everyone 
is in a virtual world, one can say with “virtual avatar” that is being presented before the 
colleagues and instructors with engagement in activities, texts, communication, contribu-
tion in projects, tutoring and assistance to peers, without the barriers of physical presence 
and interaction. The virtual environment rapidly enhances a person’s technical skills of all 
involved parties, and also the skills of exploration, collaboration and communication, be-
cause everybody has the chance to participate in a discussion, given prior time for thinking, 
to place a comment or response, to explore the wisdom of the world accessible on the finger 
tips, and then estimate what of the gathered information is relevant for the topic and what is 
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not, for his/her specific requirements, and generate process of analysis and decision making 
upon it. 

Communication between professor and student: In general case, the lectures mean 
one way communication from professors towards students, and in case of exams, it is vice 
versa. With the distance learning, the way of learning itself, by generating tasks and opin-
ions, imposes questions with the student, and with that comes the need to communicate 
more frequently and more in-depth with the professors. This means that the professors are 
expected to be accessible throughout the whole day and night, or in other words, much 
longer than in the traditional educational system. This way of communication is enabled by 
direct communication tools such as e-mail, chat, forums etc.  

Student communication and collaboration: In distance learning, the social, profession-
al, and in this context, the academic networks have strong and sustainable communication 
links. In the case of traditional education, the students discuss certain related topics prior to 
the lectures, very rarely during the lectures, or out of the physical space of the educational 
institution. In distance learning, the communication and collaboration among the students is 
of immense importance for each one of them, because through sharing the way of thinking 
and viewing, and discussing viewpoints, is the way things work more effectively for all 
parties involved. This aspect gains momentum in the hybrid learning, where the students 
are placed in a setup that enables them to meet each other and the professors, on a few 
“face-to-face” occasions, and do most of the work on distance. “Individuals continually 
create and share information according to their interest and get into conversation. They 
collaboratively craft and animate an innovative “live” space in which they actively partici-
pate. Collaboration is the base of Web 2.0 (and e-learning 2.0) technologies.”[3] 

Networking: communication within social, professional, educational, academic, expert 
networks: The new “player” in the distance learning system, is the network. Actually, this 
means everyone present on the internet, as well as all the accumulated knowledge and wis-
dom from the world, accessible via internet. Every person stepping on the internet, eventu-
ally gets skilled in differentiating relevant from irrelevant or truthful from untruthful infor-
mation coming from friends, colleagues, or experts, or total strangers. As the individual is 
learning from the networks, the same process is going on in the different direction. “In uti-
lizing various pedagogical models in designing e-learning, however, e-learning leads to 
pedagogical reengineering, resulting in learning scenarios where students become more 
active participants in generating new knowledge. They refer to this as a participatory and 
contributions-oriented approach to learning.” [4] Due to every person’s communication 
with a network, every member is learning more too, at that moment, or in the future, when 
referring to past discussions, projects, repositories and other resources available on the 
internet.  

Simulations and games: Until recently, the power of simulations and games in the pro-
cess of studying has been, mildly said underestimated. With the development of software 
applications that can be used for these purposes, there is no limit for application of the crea-
tivity of the designers of learning blocks. In fact, the limit is their own creativity in terms of 
instructional design. From psychological point of view, when a person is playing a game or 
viewing or making a simulation, he/she is activating his/her brain in regions quite different 
than the regions used to store information while listening or reading a lecture. That is why, 
things observed or performed in a simulation or a game, have long lasting impact in the 
learning process and the memory of the person. Nicely structured game or simulation is one 
of the essential elements of distance learning. In addition to this, the games and the simula-
tions in this context do not only mean visualization, but also textual quizzes, branching of 
activities and conditional activities in the learning process.  

Virtual Information Repositories: The libraries have been seldom visited places, and 
when books have been read, this was done by hard working enthusiastic students, which 
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can’t be generalized for the general student population. The virtual data repositories are 
inevitably accessible by anyone using the internet, with no reluctance, except maybe, due to 
financial reasons. 

Helpdesk: In order to result with success, any distance learning project needs to have 
remote assistance and prompt troubleshooting of the every-day technical aspects of using 
the software, accessing resources and other handling needed by the users in order to put 
aside the technicality and focus on the learning process. This is the reason why any institu-
tion needs to keep and monitor log files, error logs, and be proactive in their solving, even 
before the end users realize their existence.  

Mentors, Tutors, Study Partners: In the virtual environment, it is good to offer the 
student traditional support from real individuals, such as colleagues, assistants, senior col-
leagues and others who might assist the studying process and advance the knowledge on 
their side as well. This is world practice in the traditional educational systems, and has even 
more extensive role in the virtual world, where still real people are the main actors.  

Minimum vital blocks for the success of distance learning are: motivation of all parties 
involved, engagement, hard-work, well comprised presentations, learning materials, exer-
cises, tests, references, existence of final project, follow-up, reminders, deadlines. All of 
these lead to well used, effective and efficient thirty interactive minutes on a computer, 
confirming the benefit of withholding travel expenses, daily allowances, work absences, 
exclusivity in receiving trainings, and all other reasons distance learning is appropriate for 
business people and employees. 

Expectations from the process: The employers are eager to feel the success of the 
trainings, sometimes even more than the employees. The expectations from this kind of 
trainings are not for a diploma or reputation, but for theoretical + practical education whose 
effects can be implemented at the workplace immediately.  

 

 
Figure 2. Functional Model of Distance/Hybrid Learning 
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The functional model of distance and hybrid learning, presented in Figure 2, describes 
the mechanism of the educational process starting from Professors preparing lectures and 
practical exercises by revising the materials and shaping them into optimized, self-learning 
form, as well as performing Face-to-Face, more or less, traditional lectures, and sharing 
those materials, references and links with the students via e-Learning system. The student is 
involved in self-learning, practicing, exploring, preparing Seminar thesis and Homework 
but also joining Discussions, Forums, Wikis, Glossaries, Repositories, Working groups, 
with the “new player” in today’s educational process – the Networks (of professionals, 
friends, peers, experts, …). The range of skills obtained by the student placed in this setup 
is much more wider than the traditional, and gets represented in the process of student as-
sessment, where not only reproduction of the learned material is being graded, but also 
participation in the above mentioned activities.  

2.1 Distance Learning with e-Learning for Business Environment 

When implementing or using e-learning systems in business environment there has to be a 
reference to the particulars that are differentiating the business-situated e-learning from the 
ones in the educational institutions.  

For a distance learning program placed on e-learning platform to have a chance of suc-
cess, what is needed is management support. The management should have comprehensive 
understanding of the idea, goal, the way the system is functioning, in order to provide the 
employees with the necessary support, paid attention and time consideration. The tradition-
al way of making trainings means traveling, absences, replacements, exclusivity to receive 
training to a narrow group of employees, and many other setbacks that are bridged with the 
distance learning via e-learning system.  

Another important component is alignment of the goals of the trainings, topics, materials 
and lectures in the e-learning system with the goals of the business and the specific em-
ployees using it. Whenever one talks about business, it is understandable that the base of 
the investments is its return, in this case, return on learning. The expected effect can be seen 
in increased productivity, competency, advanced skills, compulsory training deliverance 
with least expenses per employee, increased ICT skills, faster and better integration of new 
employees etc.  

The motivation of the employees to learn is important moment also. If not motivated, 
employees will procrastinate, find excuses, will have reluctance, dissatisfaction and sense 
of failure.  

Approaches of usage of e-learning in the workplace are:  
- “e-learning tightly connected to the personal learning goals 
- e-learning tightly connected to action projects.”[5] 
In the first case, the e-learning materials are tightly connected to the personal learning 

goals, and are used primarily for developing specific competences, introduction to a new 
employee, mentoring, coaching, collaboration, strengthened communication. However, 
these systems are used by a limited number of employees (e.g. newcomers, trainees, people 
changing working places etc.). The second model of e-learning in business environment is 
connected to action projects. In this case, the training needs to be completed with immedi-
ate application of the learned in practice. Here, beside the learners, mentors and instructors, 
is notable the existence of a project, as additional motivation (e.g. migration to a new soft-
ware, radical change of a procedure, newcomer training, …) In these systems, the instruc-
tional design is enriched with tables, procedures, computer Print Screens, forms that need to 
be filled, all of which enable certain bigger control in the flow of learning, and its comple-
tion.  
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3 Specific Skill Set Training for Working Professionals by Faculties 

Acquiring a skill instead of in-depth knowledge of certain topic (Skill Set Orienta-
tion): One displacement of the traditional methods of education is that in this certification 
model, the aim of the instructional design and the entire pedagogy and work of the learning 
blocks, is towards obtaining a certain skill, which is a combination of several, not necessari-
ly related skills and knowledge. This is different from the traditional educational approach 
of obtaining in-depth knowledge of a certain scientific discipline.    

In our model, the goal is to acquire a skill of analyzing the financial risk by an entrepre-
neur, without the in-depth background of entire scientific areas such as Risk Management, 
Financial Analysis, Calculation Software, Financial Reporting, Forecasting, Cash flow 
Analysis, Advanced Excel etc. In this way, the professors and the instructors put delicate 
and complex effort in designing the materials, exercises, tests and quizzes, and lectures in 
general, in a pragmatic way with ultimate goal of absorbing the optimized theory and sub-
limated practice and attaining a specific skill, possible to be implemented immediately after 
the completion of the training.  

Professors collaborate and merge knowledge for student and training purposes, instead 
of students learning sole disciplines and expecting to be skilled (Student-oriented): The 
second difference of this model, compared to the traditional education, is interrelated with 
the previous one, and means cooperation of professors/instructors from different areas of 
expertise, towards a multidisciplinary training, in which the student is not interested so 
much what is the theoretical home of a certain knowledge, but is trying to learn the compi-
lation of the lectures. This method provides knowledge in the form of “tip-of-the-ice-berg”, 
which is segmented and not profound, but yet, covers the “need-to-know” basis and is de-
signed by respective professors. With this approach, the material itself is a well of 
knowledge for the skill, and the student’s side of the work is to try and implement it in real 
practice.   

The specific example that we will try to develop over the distance learning model is 
training for qualification with earned certificate, that can be applicable in Faculties or Spe-
cialized Training Centers, and the skill set to be obtained from the training will be Financial 
Risk Analysis for Entrepreneurs.  

Every entrepreneur has strong need of making decisions based on the financial perfor-
mance of the company, viewed through its financial statements. These decisions often are 
accompanied by the ability to foresee and estimate the risk of the company, from third par-
ty, from the competition, from the banking system, the currency risk and many others. 
Some of these risks can be measured and seen in the financial statements of the company. 
When a business is asking for a loan in a Bank, the Bank is trying to estimate the risk for 
default of the loan, or collateral market according the financial statements of the applicant, 
which describe the past, as well as from cash flow and other projections. The banks do this 
by involving various profiles of employees such as: credit experts, risk analysis experts, 
collateral estimation, forecasting, ratios, business analysts, client relationship managers, 
references as well as statistics and reports from external institutions such as NBRM, Central 
Registry, Cadastre of Land and Property and others. Then, based on all these inputs, a Cred-
it Committee Decision is made, where both sides of each case are reviewed, the business 
side and the risk side, along with the aspects of loan amount, purpose, ability to repay, and 
others. 

The idea of the proposal for skill set training, is to equip the entrepreneur too, with some 
ability to overview their business, in a similar way that a bank does, so that even prior ask-
ing for a loan, or making a major step in the business, the person in charge can have good 
understanding of the company’s strengths and weaknesses, numbers and capacity.  With 
this step, the decisions have bigger chances of being successful, applicable and sustainable, 
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because the businessmen are those who know their business the best, and in fact, if they had 
the skill to make their own financial risk assessment, or at least become aware of what is to 
be analyzed, the right people would have the tool to use in the real world. This kind of 
training does not mean entire Faculty in Economics, Finance, Auditing or other, but a com-
pilation of knowledge created by instructors, that functions towards independent financial 
risk analysis.  

The particular areas that need to be incorporated in Specific Skill Set Training Financial 
Risk Analysis for Entrepreneurs are:  

- Financial statements, basic entries and logic 
- Auditing 
- Collateral estimation 
- Past and future cash flow 
- Forecasting 
- Cross-checking 
- Advanced Excel 
- Business software 
- Risk assessment 
- Financial institutions in the country 
- Institutions and Credit Lines for development countries 
- Basic entrepreneurship 
- Mathematical calculations 
- Basic financial terms, ratios and calculations (Interest, ROI, ROE, …) 
- Capitalization 
- Third party risk, Currency risk, … 
- Customs and tariffs 
- Decision making 
- Customer mentality 
- Basic computer skills 
Only a brief overview of all these different elements that entrepreneurs need to be famil-

iar with for successful financial risk analysis of the company, will draw the conclusion that 
in such educational process, that is not Business Management Faculty, but only limited 
training for skill set, there can be only building blocks on a need-to-know basis from the 
fields of economy, law, management, business, sociology, mathematics, statistics, informat-
ics, quantitative methods etc. However, the skill set obtained, will be more than simple sum 
of all these areas, but a sublimation assisted by experts from theory, such as the professors, 
and experts from practice, such as lecturers, as well as various experts on the side of the 
students.  

4 Conclusion 

The few words describing the traditional educational systems are: presence, Face-to-Face 
lectures, reproduction of learned materials, a lot of theory while studying, almost insignifi-
cant practice, the student is the one who should gather all the knowledge and try to imple-
ment it at work, the student communicates with professors -  rarely, with peers – occasion-
ally, and last but not least, libraries are not “the place to be in” for most of the students. The 
new web era adds expansions to these words: presence is not necessary, Face-to-Face can 
happen, but not necessarily, reproduction and learning-by-doing, the professors gather the 
knowledge and combine it with simulations, examples, quizzes and then present it to stu-
dents, the student communicates with everyone – frequently, and has another “player” the 
professional, social, academic and other networks, with whose assistance, the knowledge 
gets recorded and developed with incredible pace. The companies are attracted to the edu-
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cational center of gravity, with the offer of flexible, affordable, grounded trainings with 
immediately applicable skills. And still, it is not a matter of shortcuts and omissions, but 
condensed, precisely built instructions for learners, so that the whole educational process 
has redefined goal and approach to its fulfillment.  

Observed from the aspect of the society, even though the creation and production of 
learning materials and building blocks in the e-Learning systems and software are now 
market goods, not just exclusivity of the educational institutions, the Governments and the 
State Authorities, have the obligation to be far-sighted and to enable the life of distance 
learning and e-Learning systems in the educational institutions and businesses, since they 
are to be guarding the social aspect of the education. The lifelong learning combined with 
accessible education for as many citizens as possible, are the necessary preconditions for 
the future of noble definitions and theories to be put into practice. “Widening participation 
in education is seen by many as a means of including those who have hitherto been exclud-
ed from many of the benefits of modern society. “Education for all” is viewed as an impera-
tive for world security, as an unconnected population suffering high unemployment leads to 
instability. Education, skills, ethics, and values lead to responsible citizens; an educated and 
competent people are the essential foundation for democratic societies and market econo-
mies” [8]     

References 

1. Eftimie Raluca Cristina, Avram Emanuela, Tufan Adriana: Educational Innovation and Consum-
er Behavior - A Study of Students’ Perceptions on the use of e-Learning in Class. Annals of the 
University of Oradea Economic Science Series. M31 I25, 736-740 (2010) 

2. Nerguizian, Vahé, Mhiri, Radhi & Saad, Maarouf: Active e-Learning Approach for e-Business. 
International Journal of e-Business Management. Vol. 5 No. 1, DOI 10.3316/IJEBM0501048, 
48-60 (2010) 

3. Sílvia Ferrão, Ramón Galván, Susana Rodrigues: e-Knowledge, e-Learning towards e-
Competence – The Development of a Model that Illustrates the Acquisition of Competences on 
Virtual Learning Environments, Proceedings of the European Conference on Intellectual Capital, 
200-209 (2010) 

4. Doo Hun Lima, David Ripley, Billy O’Steen: E-learning methodologies in practice: similarities 
and differences between North American countries and New Zealand, Human Resource Devel-
opment International, Vol. 12 No. 2, 209–224 (2009) 

5. Jean Adams: A Four-Level Model for Integrating Work and e-Learning to Develop Soft Skills 
and Improve Job Performance, IUP Journal of Soft Skills, Volume IV Number 4, 48-68 (2010) 

6. Nikolaos Antoniadis, Dimitrios Konetas: Correlation Between Awareness of Blended Learning 
Techniques and Participation Rate in E-Learning: A Case Study, International Journal of Ad-
vanced Corporate Learning (iJAC), Volume 4 Issue 3, 5-9 (2011) 

7. Mirjana Radović Marković: Education through e-Learning: Case of Serbia, Journal of Business 
Economics and Management, DOI: 10.3846/1611-1699.2009.10.313-319, 313-319 (2009) 

8. Julian Sims, Richard Vidgen, Philip Powell: E-Learning and the Digital Divide: Perpetuating 
Cultural and Socio-Economic Elitism in Higher Education, Communications of the Association 
for Information Systems CAIS, Volume 22, 429-442 (2008) 

536          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



Data Mining Application for Real Estate Valuation in the 
city of Skopje  

Zoran Gacovski, Josip Kolic, Rosica Dukova, Marko Markovski  

FON University, Bul. Vojvodina, bb, Skopje, Macedonia 
{zoran.gacovski,josip.kolic, rosica.dukova, 

marko.markovski}@fon.mk  

Abstract. In this paper we present an application of data mining techniques in 
order to make price prediction of the real estate properties in the city of Skopje. 
The current research on the real estate data is insufficient, resulting in miss-
understandings between the key players - local government, construction 
companies, real estate agencies and the potential clients. A dataset from over 
1000 transactions in the past three years was used. Five variables (attributes) for 
each apartment were taken into consideration. We have used SQL Server 
database and Microsoft Business Intelligence tool (three different algorithms – 
decision trees, neural networks and logistic regression) in order to perform the 
price prediction. Also, it can be useful for the prediction of future trends in the 
urban development of city of Skopje. 

Keywords: Data mining techniques, Real estate property value, Microsoft 
Business Intelligence. 

1 Introduction 

This paper examines the factors that determine housing prices in a sample of over 
1000 home sales in Skopje’s region during the period of 2009-2011. Our analysis can 
be used in real-estate Agencies, and can help the potential buyers to estimate whether 
the property price is in accordance with the existing market trends. 

This paper is organized as follows: in Section 2 – a problem of price prediction is 
described and data mining algorithms (neural networks, decision trees and logistic 
regression) are presented. In Section 3- an overview of the Business intelligence 
software is given, and in Section 4 – simulation results are presented.   

2 Problem description and algorithms 

The problem we have investigated is the real estate market in Macedonia, particularly 
- apartment sales in Skopje. According to available dataset for about 1000 
transactions from the previous three years (2009-2011), and by applying the Business 
Intelligence and data mining, the task is to predict the price of an apartment with 
known attributes (characteristics).  

For population of apartment sales database (training set) we have used data from 
Macedonian real-estate agencies for transactions from the past 3 years. For each 
apartment we have used the following data: suburb (settlement) of the apartment, 
quadrature/ surface area (in m2), floor of the apartment, number of rooms, heating 
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(central, electricity, fossils, etc.) and apartment price (in Euros). Finally, our database 
consisted of 1200 apartments, which was the training set for our predictions. 

We have used Business Intelligence Studio from Visual Studio 2008. For solution 
of our problem (price prediction) we have applied 3 different techniques: Decision 
Trees, Neural Network and Logistic Regression. 

After creation of the data mining model, it can be evaluated in Business 
Intelligence Studio, in order to make the predictions for the price (for each apartment 
within the table). We have shown the predicted prices graphically.  

3 Overview of the Business Intelligence tool 

The Business Intelligence software offers useful tools which can be applied in the 
process of strategic planning and management in the companies. This software 
enables the companies to discover their critical operations via different reporting and 
analyzing tools. BI deliverables can incorporate different components, like tabular 
reports, shared lists, diagrams and graphs. Although traditional BI systems were 
developed via host terminals and printed reports, the current development of BI 
applications is performed via Web (Internet). It is also possible to develop interactive 
BI applications, which are optimized for mobile devices, smart-phones and e-mail 
usage. 

The BI environment is well integrated in Microsoft Visual Studio.NET, in order to 
enable faster development of BI applications. The data mining project developed in a 
BI environment is known as a solution. 

 

4 Simulation Results 
In our research – we have investigated and simulated the problem of price prediction 
– with the three algorithms offered in Microsoft Business Intelligence. Bellow, the 
diagrams for comparison of the apartment selling prices with the predicted prices 
obtained by these algorithms, are given.  

 
Fig. 1. Diagram of predicted prices by 

Decision Trees algorithm. 
 

 
Fig. 2. Diagram of selling/predicted 
prices obtained by Neural Network. 

5 Conclusion 

In this paper we have used dataset from over 1000 transactions in the past three years. 
Five variables (attributes) for each apartment were taken into consideration. We have 
used SQL Server database and Microsoft Business Intelligence tool (three different 
algorithms – decision trees, neural networks and logistic regression) in order to 
perform the price prediction. Our analysis shows that logistic regression algorithm 
gives better (closer) prediction of the home prices than other two algorithms.  

538          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



The Ethics of Artificial Intelligence

Mersiha Ismajloska1, Jane Bakreski1

1University of Information Science and Technology “St.Paul the Apostle”, Ohrid, R.Macedonia
mersiha.ismajloska@uist.edu.mk, jane.bakreski@uist.edu.mk

Abstract. The issue of the ethic of artificial intelligence came, maybe as the
most important for the future development of AI, according to the thesis which
concern humanity, humans and their interaction in the world, especially the 
world of technique. The issue connects philosophy and technique and therefore 
is present not only in scientific journal, but in SF literature, visual arts that often 
interferes with movie industry and of course with the principles of aesthetics.
Starting from the three Asimov laws of robotic, describe in his book I, Robot, 
1950s, we can develop a study for the ethic of artificial intelligence, always 
having on mind that subject is complex and changeable during time.

Keywords: ethic, artificial intelligence, aesthetic, laws of robotic

1 Introduction

To define and explain the subject of the ethics of artificial intelligence first we 
must describe and analyze the three mentioned Asimov’s laws. First of them 
reads: A robot may not injure a human being or through inaction, allow a human 
being to come to harm. This law is in logical interaction with the others two: A ro-
bot must obey orders given by human beings except where such orders would con-
flict with the First Law and A robot must protect its own existence as long as such 
protection does not conflict with the First or Second Laws. That is a continuation
of a humanistic line of philosophy present since ancient times. The way of think-
ing is similar, but the technique has changed during time. 

2 Homo sapiens / AI

Implementation of the three Asimov laws in the field of robotic and philosophy 
put the human in the center similar to Leonardo da Vinci, Vitruvian Man, and we 
can say that the humanism as principle is present in science abstraction and in 
some way we can talk about science philosophy. The romanticism idea of the man 
as the center of Universe found its re-actualization in robotic in a very original 
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way. First of all physical similarity of man and robots implies a wish for creating
friendly mechanical companions to humans that has of course led to existential 
and essential consequences provocative for human thought and way of leaving.

As it is said in Artificial Intelligence A Modern Approach: we call ourselves 
Homo sapiens-man the wise-because our intelligence is so important to us. For 
thousands of years, we have tried to understand the thinking process; that is, how 
a mere handful of matter can perceive, understand, predict, and manipulate a 
world far larger and more complicated than itself. The field of artificial intelli-
gence, or AI, goes further still: it attempts not just to understand but also to build 
intelligent entities. The most important questions is related to interaction of hu-
mans and robots and almost all variations as part of narration of Asimov I Robot. 
I Robot, originally play with the identity, starting with the title, and connecting 
human identity with that of a robot, and speaking of robot identity we are getting 
closer to the question of consciousness that directly leads to field of ethics. The 
impossibility of the robot to get consciousness about its existence, in the real sci-
ence world, give to science fiction provocation to make creative combination with 
possibility of interaction of robot and men. Having in mind SF literature and the 
presence of mechanization in some visual art works give us the privilege to speak
with terms of imagination when explaining of machine-human relation(ship). That 
connection is an abstract way of speaking about human ethic, which originated
from the first moment when man become conscious about himself.

3 Definitions and possibilities

In that manner of speaking machine ethics is the field of research concerned
with designing Artificial Moral Agents (AMAs), robots or artificially intelligent 
computers that behave morally or as though moral. Asimov proposed the Three 
Laws of Robotics to govern artificially intelligent systems. His intelligent manipu-
lation with boundaries of his three laws to see where they would break down, or 
they would create paradoxical or unanticipated behavior create interesting play 
with Susan Calvin, Alfred Lanning, Robbie, Stephen… His work suggests that no 
set of fixed laws can sufficiently anticipate all possible circumstances. That’s the 
way science give coordinates to artistic thought and every artistic thought starts
from scientific attempt to make precise definition of the issue. Of course art is 
playing with definitions, but always having in mind that definitions exist. In the 
case of Artificial Intelligence according to Artificial Intelligence A Modern Ap-
proach, the starting point is that it can’t be said what it is AI in first place. Book 
suggests two ways of making a definition, one with though processes and reason-
ing, and the other with behavior. For example:

Thinking Humanly: The exciting new effort to make computers 
think…machines with minds, in the full and literal sense. (Haugeland, 1985)

Acting Humanly: The art of creating machines that perform functions that re-
quire intelligence when performed by people. (Kurzweil, 1990)

Thinking Rationally: The study of mental faculties through the use of compu-
tational models. (Charniak and McDermott, 1985)
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3

Acting Rationally: Computational Intelligence is the study of the design of in-
telligent agents (Poole, et al., 1998)

(Artificial Intelligence A Modern Approach, page 3)
Implementation of this kind of definition in art brings speculations about ra-

tional and human making question about identifying rational with human and ra-
tional with machines. Identifying rational-human identifying go principles of ethic
arise, but with rational-machines identifying principles of ethic must be carefully 
input in the manner of robots making. Asimov creates an interesting concept of 
that issue, and fact that stories originally appeared in the American magazines Su-
per Science Stories and Astounding Science Fiction between 1940 and 1950. The 
stories are spoken with Dr. Susan Calvin voice and a narrator who re-tells them is
a reporter in 21 century, ironically, this current century. Though the stories can be 
read separately, they share a theme of the interaction of humans, robots and moral-
ity, and when combined they tell a larger story of Asimov fictional history of ro-
botics. 

4 Interpretation of ethics and AI through art

Visual interpretation of that issue and the three laws of robotic came with Alex 
Proyas film, too, adaptation of Asimov book. The book has been adapted in a 
movie in Hollywood manner in 2035 year when, techno-phobic cop investigates a 
crime that may have been perpetrated by a robot, which leads to a larger threat to 
humanity. Speaking in terms of aesthetics we can say that this time Hollywood 
made not only a popular film which is expected for Hollywood, but at same time 
original visual work where the original Asimov message is sent to viewers. Here, 
we can talk about the presence of machines and AI in the aesthetic world with all 
consequences which provoke artists to use that symbiosis in their work. One of 
them of course is Hans Rudolf “Ruedi” Giger, Swiss surrealist. His initiation was
meting with Salvador Dalí, to whom he was introduced by painter Robert Venosa.
This introduction to Giger artistic work lead to re-definition of surrealism and 
connecting him with other artistic works where presence of technique (machines 
or robots) is more or less obvious. Questions of technique thinking, leads again to 
Artificial Intelligence A Modern Approach, and subject of thinking humanly i.e.
the cognitive modeling approach. Section speaks about human thinking and tech-
nical approach for making a program to think like a human. With a sufficiently 
precise theory of the mind, it becomes possible to express the theory as a comput-
er program. If the program’s input-output behavior matches corresponding human 
behavior, that is evidence that some of the program’s mechanisms could also be 
operating in humans. But remain question, would be enough humanely ?!

Contradictory to Giger, the art of Macedonian painter Vasko Tashkovski as a 
whole is created in accordance with surrealist tradition but with a tendency, art 
experiences from the past to be fed with the most important changes resulting 
from the modern living. So, this painting enters the sphere of fantasticality and 
science fiction, as a result, but also as confirmation of his belonging to the modern 
lifestyle.
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In an era of a modern technological and technical civilization, in a time of more 
numerous, more blurred and less certain relations between man and nature, man 
and society, man and machine, the artist is gifted to perceive the big self-delusion 
and confusion by the deep changes and processes, turmoil and tremors – as carri-
ers of fear but, at the same time, hope as well.

Basically, Vasko Tashkovski’s art is a synthesized vision of our time with exis-
tential themes of modern man (fear from the war machinery, form the dimension 
of the universe, from biological decay, destruction and pollution, the fated situa-
tions of mankind in the chaos of natural and mechanical phenomen) now reshaped 
into exciting themes like rebellion and revolt, a warning, conscience, or hope in 
the future.

5 Conclusion

Again way of questioning the thinking and ethics going back to Isak Asimov I
Robot:

Then you don’t remember a world without robots. There was a time when hu-
manity faced the universe alone and without a friend. Now he has creatures to 
help him; stronger creatures than himself, more faithful, more useful, and abso-
lutely devoted to him. Mankind is no longer alone. Have you ever thought of it that 
way?”

Giving advantage to ethics of robots, make Asimov an optimistic thinker who 
also believe that people know what they are doing but we can tell that he is forget-
ting to critize the expanding mechanization of the world which make people to fell
alienation. That specific issue of ethic of artificial intelligence and human aliena-
tion is a concept used by Pink Floyd in only in context to warn not about possibili-
ties, but about consequences which are not always predictable. That way constant 
awareness of humanity in first place makes us better visionaries of the future and 
better people of the. Having in mind Asimov’s words at the end of the book: And 
that is all,” said Dr. Calvin, rising. “I saw it from the beginning, when the poor 
robots couldn’t speak, to the end, when they stand between mankind and destruc-
tion. I will see no more. My life is over. You will see what comes next.”(128) we
must share hope for ethic interaction of all subjects, no matter if they are humans 
or machines. In expectation of what is “coming next” we must be sure that human 
life always will be highest ethical value and priority in any kind interaction of 
humans and machines. 
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Abstract. The need for automated translation grows very fast and so is the 

demand for creating tools to meet it.  

The research presented represents a possible semi-automated solution i.e. a 

concept of cloud aided translation tool based on aligned corpora. Namely, the 

concept gives an opportunity to translate a text by keeping its structure 

(paragraph-wise) intact, using all other same language texts as context sources.  

The final goal is pairing the server and a user application in such a manner that 

the server which hosts the corpora (translation pairs of texts) is in 

communication with an application in which a source document is paired with 

the one user is working on.  

Keywords: Natural language processing, translation, corpora 

1   Introduction 

The need for automated translation grows very fast and so is the demand for creating 

tools to meet it. Current situation in EU (60+ languages in Europe, 5 main languages 

and 23 of other member countries) and its commitment to multilingualism dictates 

further efforts and investments to be made. Within Horizon 2014-2020 which 

estimates more than 80 billion Euros, part of ICT and specifically for LT remains to 

be defined depending on the activity in the field. [1] 

Macedonian language faces additional difficulties because of its relatively small 

population (less than 2 million), its specific grammar as well as alphabet, lacking 

corpora and basic language processing tools. All these mean that there is a real need 

for some original research. Also, any automatic solution requires rich context (the 

richer, the better), which means corpora upon which the translation system could base 

its decisions. This is an effort to do both.  

1.1 The Motivation and Problem Approach 

As a result of previous research and techniques and technologies involved ([2][3]), the 

approach adopted in this project is based on two important requirements.  
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The first one is that the translations are done paragraph-wise meaning that the 

translator is required to translate the text by paragraphs. Thus, the basic structure of 

the text is kept and even if (for various reasons) the sentences are not aligned (within 

the paragraph), at least the search for similar meaning for a word (or a phrase) i.e. the 

context (in future) is (will be) limited to that paragraph. Also, while the user is 

working on a paragraph, the search option is available, so that the user can search for 

possible translations of a particular word, or similar paragraphs, so that the sense of a 

word to be translated can be clarified.  

The second, as a direct consequence of the first, is that the aligned pairs of 

translated texts result in an aligned corpora. Here, the working assumption is that as 

the corpora grow, the context will become richer and WSD when choosing an 

appropriate word (or phrase) will be easier. In time, the system may become 

(hopefully) a valuable platform for testing software and algorithms for automatic 

translations, considering that there will be paired paragraphs in various languages.  

Also, considering that the system requires authentication of its users, it preserves 

the authorship, so the work can be copyright protected  

Finally, inspired by the latest approaches to cloud storage (like DropBox), the idea 

appeared that a local application could be paired with the web server, so that a user 

can work on text in-directly, using a local application (which will again, in the 

background, use system resources).  

2 Conclusion and future work 

The system looks promising as a platform for future research. The first step is to make 

the web site popular among translating community (or least within University), so that 

the corpora can grow faster.  

Next, the optimal protocol for communication between a desktop application and 

the web server (the cloud) should be devised, in order to follow the process of  

translation on the local machine, so that users can create and optimally coordinate 

their local resources with the cloud application.  
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1   Introduction 

Contemporary Intelligence models should be based on information-commutation 
systems. Usage of contemporary ICT technology gives opportunity for more effective 
implementation of Intelligence function in terms of collecting information, planning 
information, analyzing information and dissemination.    

2   Service Availability  

Availability is service attribute, whether or not service is active or available after 
received request by a user.  

Presumption that information system or services in certain period of time are 
founded in one of numerous service states whether or not services are unavailable or 
available allows implementing Markov’ models.  

Function for service availability in certain time moment is presented by following 
equation:   
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3   Service Reliability 

Function of service reliability represents probability of service processing in certain 
time interval [0,t]. Intensity when service is not available for using can be presented 
with constant value λ=const. 
Function for service reliability in certain time is presented by following equation:   

R(t) =
r� + μ�� + λ�� + λ��

(r� − r�)
е

��

 

−
μ�� + λ�� + r� + λ��

(r� − r�)
е

�� (2) 

Common characteristic for previously mentioned services is probability that refers 
to service availability in certain time during Intelligence operation. Also, zones 
(green, yellow, red) for determining functions of probability can be introduced (see 
figure 1).  

 Service availability Zones 
service is available for using  

service can be available for using  
service cannot be available for using  

 Fig. 1. Service availability that is related to appropriate zones 

Probability value of service availability allows selecting services that can be 
exploited in certain Intelligence operation in certain time. Introduced zones contribute 
to select services that can respond on the most appropriate manner. 

4   Conclusion  

In this paper we present estimation of probability for services in certain time moment 
by determination of service reliability and service availability.  
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Abstract. This paper represents research related to the climate and climate 
changes in Macedonia and worldwide. The paper described climate events in 
the past and today, emphasizing the efforts of researchers and institutions deal-
ing with such climatic changes and disasters. Macedonia, as a developing coun-
try has not yet achieved significant results related to the climate, so this study 
actually represents the introduction and integration of new tools and services in 
Macedonia which are used by worldwide institutions for research, prediction 
and reduction of those change. The key points in our research are: to review the 
available applications and explain the process and methods with which the data 
will be edited, stored, standardized, multimedia displayed and published. Our 
main goal is to describe the services and tools to standardize data from surveys 
and use all opportunities that can be use by these organizations. The creation of 
such a work in environment, improves the climate picture in Macedonia, and 
will be driving force of climate researchers and institutions. 

Keywords: Climate, Change, Climate organizations, Geoss, Biodiversity, Eu-
ropean Union, Applications, Standardization, mapping.  

1 Introduction 

The climate represents set of meteorological elements in the atmosphere such as tem-
perature, precipitation, wind and others. The climate is very important geographical 
factor in each state. It affects the amount of precipitation, vegetation, hydrograph  and 
of demographics. On the climate affects: geographical location, relief, atmospheric 
currents, and in recent times the people through technology and activities. Through 
the years there have been many climate changes, warming and vulnerabilities that led  
a change in flora and fauna in some areas, their disappearance up to the human sacri-
fices and devastation. The consequences and the vulnerabilities of these changes are 
continuation with global warming, the warming of the Arctic and Antarctica, melting 
glaciers, changing the seasons, spreading diseases, snow storms, droughts, floods and 
etc. The world's leading economic forces are making many efforts to tackle with cli-
mate change. In addition the leading forces are creating applications, do monitoring 
on the all events, organize conferences in order to inform the public about the dangers 
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of climate change. The European Union is the main driving force in this region  for 
the climate change. On the last summit the European Union come forward with 7.2 
billion Euros in aid for adaptation to developing countries to new technologies. 

2 National platforms and strategies to reduce climate change 

Republic of Macedonia is characterized by a striking manifestation of history and 
modern destructive processes, among other things resulted in occurrences of intense 
seismic activity in many areas and regions. The floods are natural disasters that often 
occupy the territory of the Republic of Macedonia and they result from the particulari-
ties of relief, topographic, geomorphologic and climatic conditions, and unequal re-
gime of flow of natural watercourses.  

One of the major problems that facing our country are losses in biodiversity. Alt-
hough this sector depends on several segments, however, the key factors that give a 
sign of declining biodiversity in Macedonia are: anthropogenic land use in the past in 
general, recent economic collapse, inadequate spatial planning and inappropriate land 
use. Just assumed it would come losing and disturbing the ecology of different spe-
cies. Until now are produced several significant projects that emerged significant 
documents to preserve biodiversity here. Although these climate changes are not 
treated directly, however they highlight their importance. The Government of the 
Republic of Macedonia has implemented several action plans consisting of a sequence 
of necessary actions to mitigate the negative consequences of climate change.  

3 Strategies and plans to reduce climate change in Republic of 
Macedonia 

Our main objective in this research is to describe the biodiversity in Macedonia and 
globally and finally offer solution to long-term problems in our region. The solution is 
a combination of already available applications and would give a draft program of 
which will be designated for our researchers. We analyzed the results and applica-
tions, and in this article we have described their functionality and ability as they use 
them and upgrade. These applications give us the opportunity to update their content 
and customization depending on the region. Most of the functionality would have 
taken the applications and would complement the programming part that will be only 
for researchers in Macedonia region. So they would set up according to the require-
ments and needs of the most vulnerable areas in Macedonia. . From the very begin-
ning I adopted standard professional terminology that will be written in English lan-
guage. During the program would add a map with the territory of the Republic of 
Macedonia, which will be specially prepared the draft of the territory, and the coordi-
nates of the regions. From the research that we have done so far, we came to the con-
clusion that you need to build a store that would be an archive of previous research 
papers and storage of future results. Researchers will be able on Macedonian language 
to perform data standardization. If they want their data to be accessible in the world, 
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they will synchronize in the main application, as described below, and if they meet 
the required standards will be published in the pages of international organizations. 
The next section will give a brief description of the functionalities of applications and 
their global application. 

3.1 Guidelines for creating and updating metadata in the drought metadata 
catalogue 

One of the applications created by EuroGeoss is CatMDedit, and its main goal is to 
create and update the metadata. This program facilitates the documentation of re-
sources, with particular focus on the description of geographic information. On the 
internet are available instructions for installation and a description of the main func-
tionalities of the tools. In this section we will try to briefly give a description of this 
application to discern its strengths and to conclude that the benefits of application, 
how applicable is in our situation, whether to enable researchers new concept of work 
that will move to world institutions.  

When metadata is created there is an opportunity for them to be added to the ap-
propriate catalog and how the export of metadata as XML files in accordance with 
ISO 19139 specifications for coding. If metadata is properly updated, they are export-
ed as XML file in alignment with the standards. If you want to delete given records 
with confirmation of your verification you can remove the selections. EuroGeoss and 
CatMDEdit have created a template and instructions for using the application, where 
are described in detail all steps and procedures of the functionalities of the system. 
The last upgrade of the application was made 8 months ago and it has the ability to 
upgrade with an appropriate vocabulary that is simple and can be easily integrated 
with CatMDEdit accommodation of the files in the application directory. Also up-
grading GEMET is very simple and enables new privileges and features of CatMDEd-
it. 

3.2 EUOSME: European Open Source Metadata Editor 

The European Open Source Metadata Editor (EUOSME) is a web application written 
in Java and based on Google Web Toolkit (GWT) libraries. More specifically, this 
implementation allows to describe a spatial data set, a spatial data set series or a spa-
tial data service compliant with the standards ISO 19115:2003 (corrigendum 
2003/Cor.1:2006)ii and ISO 19119:2005iii. It is therefore an implementation of the 
INSPIRE Metadata Technical Guidelines based on these two ISO standards, and pub-
lished on the INSPIRE web site3. This editor builds on the experience acquired in the 
development of the INSPIRE Metadata Implementing Rules, and includes the 
INSPIRE Metadata Validated Service available from the INSPIRE EU Geo-portal 
(http://www.inspire-geoportal.eu/).  

Identification of resource is composed of two elements: law and namespace and 
annotation data in this field is mandatory. This program is more advanced than previ-
ously described and provides detailed tagging of each imported data with the above 
described functions. In the functionality will enumerate the possibilities for the the 
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topic categories, resource locator, a tab with keywords, panel with a choice of lan-
guage etc. The implementation of these two applications of the European Union and 
GEOSS and any other applications that will be available in future will enable us to 
move to these global institutions, and that means using the same involves financial, 
technical and educational assistance.  

4 Conclusion 

In this research examined part of climate change which for years has been most vul-
nerable and has suffered major losses. Due to persistent climate change biodiversity 
faces transformations, losses and even extinction of some species. In Macedonia it is 
this area's most threatened because the competent institutions have so far neither 
achieved significant results, nor have conducted monitoring to discover the causes of 
such phenomena. Our main goal is the presentations to be the start to new work envi-
ronments in our region, to reduce losses from year to year are bigger and more devas-
tating. Through their application and standardization of research would have moved 
to global institutions and their work commitments and efforts to overcome and allevi-
ate the situation of different regions of the the planet earth. 
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Abstract. Mobile companies today offer diversity of user subscription services 
to their subscribers in order to attract their attention. In order subscribers effec-
tively to use that service they have to choose appropriate subscription service 
package. Choosing the appropriate subscription service is not always simple de-
cision, using the knowledge discovery process can help customers to make the 
right choice. We suggest applying different data mining techniques to already 
aggregated user traffic from different types of services, stored in the data ware-
house system. With the extraction of the useful information we can provide of-
fers to subscribers that will be optimal with their used services (voice, SMS, 
MMS and Internet). Personalization of the user subscription services will con-
tribute to more objective and transparent process of billing the subscribers. 

Keywords: Personalized mobile services, data mining, mobile subscribers, 
Business Intelligence. 

1 Introduction 

Telecommunication companies, in battle to enlarge their coverage on the market, 
propose variety of user subscription services to their subscribers in order to attract 
their attention. When users sign a contract with telecommunication provider for mo-
bile subscription services they have to choose from a predefined tariff models, either 
pre-paid or postpaid subscribers. These predefined pattern based subscription tariff 
models contain predefined amount of internet traffic, number of SMS or MMS events 
and specific amount of time for free voice calls in different mobile zones. Users 
should be able to use entirely their benefits defined with the subscription tariff model, 
or they have underutilized use of the benefits provided with the assigned subscription 
model. Proposed solution offers mobile subscribers appropriately to use the chosen 
subscription tariff model, providing them with personalized user subscription service.  

Choosing the appropriate subscription service is not always simple decision, using 
the knowledge discovery process can help customers to make the right choice. Cus-
tomizing the user subscription services according to personal requirements, it asks for 
knowledge to understand and analyze user data flow behavior. Everyday use of mo-
bile devices generates different type of data traffic that can be used to analyze the user 
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requirements. The main contribution of this paper is these gathered user data traffic to 
be reused for personalizing mobile user subscription services that are offered, which 
will contribute to more objective and transparent process of billing the subscribers. 

In section II of this paper we present personalized mobile user subscription ser-
vices. The Section III gives overview of results from comparison of different data 
mining techniques. Section IV concludes the paper and presents some future work. 

2 Personalized mobile user subscription services 

Mobile customers in order to take advantage of the new benefits have to sign new 
long term loyalty contracts with mobile provider, as a subscriber to only one tariff 
model. On the other side the mobile provider itself cannot offer customized mobile 
subscription tariff model to every subscriber, as stated in its request for mobile ser-
vices. Existing subscribers have to choose the predefined subscription tariff model 
and state the limit of monthly subscription with its appropriate charging rate plan. 
This way mobile provider knows subscribers predefined limit for monthly spending 
for mobile services. Existing research areas have already used the mobile events his-
tory records, call detail records (CDR), for marketing and fraud detection applications 
[1], [3]. Also data mining of large database systems has been a major challenge in the 
telecommunication companies, such as the survey of different available data mining 
techniques [2]. There have been different methodologies of data mining used for cus-
tomer churn prediction based on either demographic features or billing or usage fea-
tures, as shown in [4].  

The importance of personalization is given in [5] that give an overview of issues 
that must be considered to leverage future technologies that can support more ad-
vanced personalization. It also highlights the distinction between customization and 
personalization, where customization is thought of as user controlled modifications of 
a service and personalization is machine-controlled. In [6] is given technical sense of 
profiling that using data mining we have certain degree of probability in order to cus-
tomize individual decisions.  

The process of creation subscriber personal profile enables businesses to provide 
highly individualized services for their subscribers and targeted advertising for their 
customers. This way mobile subscription service is more subscriber oriented, provides 
increased user experience and offers flexibility that the limit will be used more opti-
mally, instead of the current pattern based mobile subscription services. Disadvantage 
in the current subscription service is that the existence of shorter events fragment the 
subscription limit, instead the calls that have long duration to be included to the sub-
scription limit. The implementation of personalized mobile subscription services will 
provide new type of subscription service that will bring revenue increase on long term 
basis. Instead of applying different kind of promotion packages for the mobile tariff 
models, we suggest creating subscriber personal profile, where there will be modular 
discrete packages for different kind of service. This way only one discrete package for 
specific service can be assigned to a particular subscriber personal profile, which shall 
decrease the total amount of the user invoice. 
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3 Comparison of different data mining techniques 

The advantage of using the data mining, as technique to extract knowledge, per-
formed on already aggregated data relevant to the particular subscriber. We have done 
research using four different algorithms. The Microsoft Decision Trees algorithm is a 
classification algorithm that works well for predictive modeling [7]. On the other 
hand the Microsoft Clustering algorithm uses iterative techniques to group records 
from a dataset into clusters containing similar characteristics [7]. The Microsoft Lo-
gistic Regression algorithm is a regression algorithm that works well for regression 
modeling. The Microsoft Neural Network algorithm uses a gradient method to opti-
mize parameters of multilayer networks to predict multiple attributes [7]. That dataset 
for the research are subscriber previous calls and data events that are being deposited 
by the mobile provider. Using the Microsoft SQL Server Management Studio we have 
conducted preparation for data mining research, on dataset sample of 10.000 CDR 
records, randomly generated and stored in MS SQL Server table called [CDR_traffic].  

Especially important is the column Promotion that is populated indirectly using da-
tabase update procedure, with discrete values ‘LONG’, 'MEDIUM' and 'SHORT', 
based on the values recorded in the column Duration. Estimation for the prediction 
value is saved in column Discount, receives values from 1 to 3 that represent affinity 
weight for discount. The highest value for discount means it should be applied highest 
priority distribution of the subscription limit. Microsoft Business intelligence devel-
opment studio is other tool that was used to perform the task of conducting different 
data mining techniques. In order to create testing set that will be used in the data min-
ing training, we have assigned 50% of 10.000 CDR records to be reserved for model 
testing. Using the Microsoft SQL Server Analysis Services Designer the process con-
tinued with comparison of the four different data mining models under the name 
“MINING AGG Traffic Data”, see Fig 1. 

 
Fig. 1. Comparison of data mining models – lift chart. 
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Results from the compared four different data mining models in Mining Accuracy 
Lift Chart have shown that the best results, with score 0.99 closest to Ideal Model, are 
provided by using the Microsoft Logistic Regression. On the other hand the Microsoft 
Decision Trees algorithm, with score of 0.58, is not appropriate in the research. Ob-
serving the results from this research we can conclude that Microsoft Logistic Regres-
sion provides best results in determining the state of the predictable column for con-
tinuous and discrete input values. 

4 Conclusion and future work 

Personalization of the user subscription services means distribution of subscription 
according to user needs, depending on the type of service, zone or duration of the 
calls. It will contribute to more objective and transparent distribution of the subscrip-
tion limit that gives customized charging to the subscribers. Used different data min-
ing techniques to already aggregated user traffic from different types of services, pro-
vides new customized and flexible way subscribers to gain optimal charge for their 
used services that points to user oriented personalized subscription. The relatively 
small sample of data used in this research has provided results instantly; otherwise it 
should be considered that in real-time database systems, where there is thousand times 
more data, it would require more demanding resources. Upcoming research should 
involve implementation of realistic dataset, to overcome the real-time limitations of 
resource intensive environment, we suggest using the benefit of cloud computing. 
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Abstract: Understanding probability and statistics is essential in the modern 
world, where the print and electronic media are full of statistical information 
and interpretation. The probability and statistics lessons should provide to the 
students the ability to collect, organize and analyze numerical data, and to un-
derstand chance. Appropriate use of technology allows more students access to 
mathematical concepts in general and also to access statistical concepts. A 
number of software tools are available for solving and visualization of mathe-
matical problems. GeoGebra, as dynamic mathematics open-source software, is 
attracting a lot of interest in the mathematical community. Spreadsheet, which 
enable statistics calculations, and probability calculator are features of GeoGe-
bra that is not found in other dynamic mathematics software. In this paper, us-
ing GeoGebra will be created instructional materials that will solve several 
practical problems from the area of probability and statistics. Use of GeoGebra 
applets had a positive effect on the understanding and knowledge of the stu-
dents. 

Keywords: GeoGebra, e-learning, probability, statistics 

1 Introduction 

There is no doubt that probability and statistics are very important in variety of sci-
ences as well as daily applications. Using statistics, the data are turned into 
knowledge. In the modern digital world, everything is about data. But, data without 
knowledge are useless. So, for every student regardless of his future profession, is 
essential to understand basic concepts of mathematical probability and statistics. This 
will be useful in technology fields as well as business in general, for reporting and 
understanding results. 

In the modern educational process, use of technology is inevitable. There are a 
number of applications that can be used for solving statistical problems. Among them, 
we choose the application GeoGebra, because it is free, open-source and is very user-
friendly. To demonstrate the real-life application of some of statistical parameters and 
methods, we use real data from the comparative analysis of handwriting among stu-
dents with harmonious handwriting and their compeers with dysgraphia in elementary 
schools in Ohrid [1]. 
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2 Practical Examples in Teaching and Learning Statistics with 
GeoGebra 

In our study, we want to conclude is there a significant difference between the stu-
dents' ability for writing (is their handwriting good or they have dysgraphia), depend-
ing on their gender and their age. For that purpose, we choose 37 students from the 
total of 238 students (this number statistically represents the sample of the popula-
tion), which during the testing process (this process statistically represent the collec-
tion of data) shown that have dysgraphia (they got more than 14 point during testing), 
and we call this group of students an experimental group. This group consists of 33 
boys and 4 girls. 13 of them are in second grade, 17 in third and 7 in fourth grade. On 
those data, using GeoGebra, we performed different statistical methods to make con-
clusion about data.  
 
The solution of these problems consists of two parts. In the first solution we calculat-
ed means, medians and standard deviations and then performed appropriate tests to 
make conclusions about data.  Second solution is a graphical representation of data, 
which consists of frequency tables and relative frequency histograms (we work with 
relative frequencies because the number of elements in the lists are not equal; for 
example we have 33 boys and only 4 girls). 

2.1 Example 2 - Dysgraphia by Age in the Experimental Group during 
Dictation 

The statistical question is: “Does the age have influence on the handwriting of the 
students in experimental group (the students that have dysgraphia)?” 
To answer this question, we divided the students into three populations: in the first 
populations are students from second grade, in the second population students from 
third, and in the third population students from fourth grade. The sample data are 
grouped and are shown on Table 1: 

Table 1. Grouping sample data according to age 

grade Handwriting points total 
 <10 10-13,5 14-19 >19  
second 0 0 3 10 13 
third 0 0 17 0 17 
fourth 0 0 7 0 7 
total 0 0 27 10 37 

      
Because in this case we have more than two populations, the ANOVA test is used. 
Using GeoGebra list command three lists are created, and for each list the mean, me-
dian and standard deviation are calculated. After that, the ANOVA test is run with 
following syntax: ANOVA[ <List>, <List>, ... ]. The obtained results are shown on 
Fig. 1. 
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Fig. 1. GeoGebra algebra window with ANOVA test result  

Result is returned in list form as {P value, T test statistic}. In our case the result is 
ANOVA={0, 48.011}. From this result we can conclude that by conventional criteria 
(P value = 0), this difference is considered to be statistically significant, which 
means that there is big difference between mean values of populations or, with other 
words, the age has significant influence on the handwriting of the students. 
 
To confirm this result, we drew frequency tables and histogram. 
 

 
Fig. 2. Frequency tables and Relative frequency histogram in GeoGebra for three populations 

By the histogram (Fig. 2) is confirmed the result obtained by ANOVA test. It is obvi-
ous that there is significant difference between three populations (second grade is 
represented with red color, third with blue and forth with pink color), which means 
that age have significant influence on the handwriting of the students. 
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The GeoGebra applet with short explanation is uploaded on: 
http://www.geogebratube.org/student/m15074 

3 Conclusion 

Learning probability and statistics is sometimes hard for students, because they need 
mathematics with many new and abstract concepts. It is very hard for them to make 
relationship between statistical theory and its application in solving different real-life 
problems. So, the way of teaching statistics is very important. This study is only a 
small contribution to students’ understanding of basic statistical concepts in a new 
way, through visualization of statistical data, which contribute to better interpretation 
of obtained results.  
GeoGebra has implemented a lot of statistical tools that offer possibility for solving a 
wide range of statistical problems. Also, the GeoGebra applet can be uploaded on 
GeoGebra tube together with the short explanation, which means that is available to 
the students for self-learning. 
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Abstract: In this paper we study some fixed point theorems in an uniformly 
convex Banach space. We see these results for some contract mappings 
with cyclic operators of Banach type and Kannan type. We give some 
results on convergence of Picard operators on a spherically complete ultra 
metric space. Our intention is to give some existence results for 
approximation of the fixed points for cyclic contractions using comparison 
functions that can be used in algorithms. 
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1. Introduction and Preliminaries  

One of the most important results used in functional analysis is the well-known 
Banach's contraction which in  1922 asserts that:  

If � �dX ,  is a complete metric space and XXT �:  is a mapping such that 

� � � �� � � �yxdyTxTd ,, ��  

for all Xyx �, and some � �1,0�� then T  has a unique fixed point in X .  
 

Definition 1. Let � �dX , be a ultra metric space. A mapping XXT �: is called a   

	 -contraction if there exists a comparison function 

 � RR:	 such that 

� � � �� � � �),(, yxdyTxTd �� for all Xyx �, . 

 

Definition 2 Let � �dX , be a ultra metric space, m  a positive integer mAA ,...,1  

nonempty closed subsets of X and �
m

i
iAY

1�

�
 

an operator YYT �: is called a 

cyclic    	 -contraction if 

� �i �
m

i
iA

1�

is a cyclic representation of Y with respect toT  
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� �ii There exists a (c)-comparison function 

 � RR:	 such that 

� � � �� � � �),(, yxdyTxTd ��   
for any 1, 
�� ii AyAx  where im AA �
1  

Definition 3. A function 

 � RR:	 is called a (c)-comparison function if it 
satisfies: 
� �i 	 is monotone increasing; 

� �ii there exist � �1,0,0 �� ak and a convergent series of nonnegative terms

��

�1k kv such that 

� � � � k
kk vtt 
�
 ��� 1 for 0kk � and any 
� Rt . Let us denote this family 

with F  

2. Main Results 

Theorem 4. Let � �dX , be a ultra metric space, m  a positive integer mAA ,...,1  

nonempty closed subsets of X and �
m

i
iAY

1�

�  , a (c)-comparison function 



 � RR:	 , an operator YYT �:  
Assume that 

� �i �
m

i
iA

1�

is a cyclic representation of Y  with respect toT  

� �ii T is a cyclic 	 -contraction. 

Then T has a unique fixed point 
�
m

i
iAx

1�

� �
and the Picard iteration� �nx converges 

to
�x for any initial point Yx �0 . 

Now we will prove that the Picard iteration converges to �x  for any initial point

Yx � . Let �
m

i
iAYx

1�

�� , there exists  � �mi ,...,10 �  such that 00 iAx � . As 

�
m

i
iAx

1�

� � it follows that 10 

� � iAx

 
as well. Then we obtain:  

� � � �� � � �� ��� � xxdxTxTd ,, �  
By induction, it follows that: � � � �� ��� � xxTxxTd nn ,),( �   0�n  
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Since   � � � ���� � xxTdxxd n ),(,  we have  � � � �� ���� � xxdxxd n ,, �  
Now letting ��n and supposing �� xx we have  
� � � �� � 0,lim, �� �

��

�� xxTdxxd n

n  
 

Definition 5. Let � �dX ,  be an ultra metric space, m  be a positive integer, 

mAAA ,...,, 21 be nonempty subsets of X and �
m

i iAX
1�

� .An operator 

XXT �: is a cyclic weak � ��� � -contraction if 

� �i �
m

i iAX
1�

� is a cyclic representation of X with respect toT  

� �ii � �� � � �� � � �� �yxdyxdTyTxd ,,, �		 ��  for any iAx �
miAy i ,...,2,1,1 �� 
 , where  

      11 AAi �
 and. F��	,  
An important result based on Karapinar, Sadarangani is the following. 
 

Theorem 6. Let � �dX ,  be a complete metric space, m be a positive integer, 

mAAA ,...,, 21 be nonempty subsets of X and �
m

i iAX
1�

� . Let XXT �: be a 

cyclic � ��� � -contraction with F��	, . ThenT has a unique fixed point

i
m
i Az 1���  
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Carl von Ossietzky University of Oldenburg, Ammerländer Heerstr. 114-118 D-26129
Oldenburg, Germany

ammar.memari@uni-oldenburg.de,
jorge.marx.gomez@uni-oldenburg.de,

WWW home page: http://vlba.uni-oldenburg.de

Abstract. Even though different aspects of adaptivity play a major role
in today’s software, the term “Adaptive Applications” is not well defined
in literature, and is usually confused with other terms referring to other
sorts of applications. In this paper we try to de-fuzzify the term and cap-
ture common properties of these applications into an informal definition.
Then come up with a formal definition through mapping application
architecture to a suggested reference model.

Keywords: Adaptive applications, reference modeling, rough sets

1 A Formal and an Informal Definition

For the informal definition we start by listing some well-known applications in
different application areas and then start clustering them up to reach several cat-
egories thereby defining categories such as collaborative filtering, context aware,
recommendation systems etc. Distinguishing in the process between adapted,
adaptable and adaptive applications [5]. Following also the model of [1] and [2].
Ending up eventually with a matrix of applications and their different attributes
related to adaptation from different dimensions: Sensitivity to: user, content,
context and neighborhood Object of adaptation: content, presentation or navi-
gation [3]. Matchmaking and relations: content-content, user-content, user-user,
content-context and user-context relations [4]. Depth of adaptation: adapted,
adaptable or adaptive [5] both on the first and second order Conceptual space:
ability of application to navigate the conceptual space using a single-faceted or a
multi-faceted hierarchy or ontology Business constraints: respect of best practice
business constraints by the adaptive application like privacy and scrutability [6,
7] Adaptability of application architecture: a modular application architecture
is more adaptable than a non-modular one.

For the formal definition we start by listing related formal models especially
in the field of adaptive hypermedia and adaptive computing. Such as the AHAM
model of [8], its enhancement by [9] and further extensions done by [2]. Other
non-Dexter-based models will also be discussed such as the LAOS model by
[1]. Sub-models used commonly for building these models will be listed and
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defined extending thereby the works of [10]. We will then discuss needs for future
generations of adaptive applications trying to capture their properties as well into
our final model. Ending up with a set of requirements. In the end we describe
a formal reference model using UML (Unified Modeling Language) following
the notation of [11] with which we capture the defining attributes of adaptive
applications. The model will be used for determining the lower approximation of
the adaptive applications set by determining the minimal components/attributes
that should be mapped into the application component in order for it to be
classified as an adaptive application. Moreover, a higher approximation will be
given determining thereby a model for a full-fledged adaptive application that
would be exemplified in the end with the www.jinengo.com integrative adaptive
navigation application. This application will serve as a proof of applicability and
viability of proposed model and ideas, and will help evaluate the model in the
end.
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Abstract. Copyright risks in multimedia are increasing as a result of large 

numbers of computers in network. A technique used to preserve rights is wa-

termark implementation to authenticate authorship. This information which is 

embedded in the original image is a “Digital Watermark”, which might be  

visible or invisible. For this technique to become more efficient, the Water-

mark should be robust so that its removal from the original image by the 

hackers becomes difficult. In time, various Watermarking algorithms are devel-

oped. However, each of them has its own advantages and limitations. Recent 

research shows that SVD (Singular Value Decomposition) algorithms are 

used because of their simple scheme and mathematical function. Another algo-

rithm is DCT (Discrete Cosine Transform). Each of such algorithms has its 

own advantages, a combination of their advantages   is   the    RST   (Rota-

tion,   Scaling,   Translation) algorithm. This paper shall attempt to compare 

algorithms and provide    a   conclusion   on   their   performance   and    fi-

nally implementation in Hardware, in Xilinx Virtex II Pro 

Keywords: algorithms, data compression, Gaussian   noise, Benchmark   test-

ing;    cryptographic protocol, Embedded Systems. 

1 Introduction 

Digitalization of multimedia has brought reliability, speed, big storage that contains 

space in TB, but their modifications and duplications are simplified. In order  for  the  

digital  watermark  to  become   efficient  in protecting copyrights, it should be robust,  

retrievable from the document,  ensure  original  information,  and  impossible  to  be 

removed  by  unauthorized  persons.  Robust   Watermarks are difficult to be removed 

from original data where embedded. Attackers try with techniques such as JPEG data 

compression, scale change, rotations, translations, to remove the place where the Wa-

termark is. 
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2 Digital Watermarking Interface 

Watermark images are the methods which have been applied for many years. The 

watermarking scheme consists of 3 parts: Watermark signal, Encoder and Decoder 

2.1 Watermarking Attacks 

Based on the watermarking jargon, the attack is a method to find and remove water-

marking from content. It can very well be called a process. The watermarking infor-

mation process is called "attacked information". Robustness is an elimination scheme 

of various attacks. Attacked data can be easily detected by the watermark quality and 

channel capacity, from bit errors [1]. The largest category of attacks may be further 

divided into four distinct groups: removable attacks, geographic attacks, cryptograph-

ic attacks, and cryptographic protocol attacks. 

2.2 Algorithm 

SVD (Singular value decomposition) is an efficient tool to analyze lengths.  In SVD 

transformations a matrix may be decomposed into three matrices of t h e  same   size 

has the original one. Based on Algebra, it can be said that one image is a matrix 

with out negative and scale numbers. Without losing generality, if A is an image and 

part of R, A ∈ R 
n×n

 where R is a real number, then SVD and A are determined as in 

formula (1): 

A = USV 
T   (1) 

U ∈ R 
n×n and V ∈ R 

n×n  are orthogonal matrix and S ∈ R 
n×n   is diagonal with  value. 

Diagonal coefficients   have unique values and the conditions are: 



1 
2  ....

 
 1  ....

n  0 

The property of SVD transformation in proportional scale is N2 in the original image 

[2]. S => N “Degree of freedom” 

There exists a hybrid method based on DCT (Discrete Cosine Transform) [3, 4] and 

SVD proposed by Sverdlov [5]. To start with, DCT application in the entire image and 

DCT coefficients are mapped in 4 boxes using a zigzag sequence. These four boxes 

actually present the frequency band from the lower to the highest. SV of DCT trans-

formation is used to modify SV of each box. In this paper, the image is divided into 

four blocks and as a result, the watermark size is one fourth of the image. This shows 

that the information embedded in   low frequency is protected by a set of attacks and 

when embedded in a high frequency, it is protected by another set of attacks. It should 

be underlined that such modification is not resistant against translation attacks. 
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3 Watermark Process 

3.1 Embedding Process of Watermark 

Embedding process consist on below formulas (2), (3), (4), (5). Application of DCT 

in image A and mapping of DCT coefficients in 4 blocks B1, B2, B3, B4 Application 

of SVD in this block where k belongs ,Blocks B1-B4. The parameter k is k=1, 2, 3, 4 

and i =1,..., n 
   (2) 

                                                 

Application of DCT in all visual contents of watermark W and application of SV in 

DCT Transformation: 
 

(3)  

Modification of SV value in each block B from DCT Transformation: 



i

*k

 
i

k

 
k Wi                                              (4) 

Find all four modified DCT coefficients:   

 

   (5) 

                                 

Mapping of modified DCT coefficients in original positions. Applying the procedure 

inverse DCT on the image to watermark. 

3.2 Processing before extraction 

These steps increase robustness of attacks; the steps are as follows: 

 Extraction of the size n x n matrix corresponding to the image with watermark 

 if n is odd then n = n +1 

 Numbers required in the matrix for values that are not infinite number  

 Replace the values of the matrices that are not numbered with zero. 

3.3 Extraction of Watermark 

Application of DCT in image with A* Watermark and  mapping of DCT coeffi-

cients on Blocks B1-B4. Application of SVS in this quadrant as shown (6): 
               (6) 

 

  

Extraction of SV from B quadrant: 

                                                          



Wi

k

 
i

*k

 
i

k

 
k
 (7) 

Building of DCT coefficients in four visual quadrants by using SV:  
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Applying inverse DCT on the set of coefficients to build the four blocks of watermark 

4 Experimental Results 

This watermarking scheme has been tested against attacks such as rotation, scaling, 

translation, Gaussian blur, Gaussian noise, JPEG   compression, Equalization   histo-

gram, etc.  

Table 1. Value of correlation coefficient 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 
Table 1 provides watermarking images after some attacks and on the right gives 
the extracted image after the attack. The tool that is used for testing algorithm is 
Stirmark Benchmark. Based on the correlation values obtained above, it is ensured 
that the watermarking scheme is RST invariant and resistant against the abovemen-
tioned attacks.  The scheme provides the same results even if the rotation angle 
alters. Table 1 provides a comparison of correlation values between Sverdlov and the 
modified method. 

5 Hardware Implementation 

 
Device in Figure 1 are Power cable, Jtag Cable, Monitor, Video Cable, Video Genera-
tor, VDEC1, Xilinx XC2VP30 development board. The Verilog language has been 
chosen. 
      

Attacks   Sverdlov Method     Modified Method 

Blue Gaussian 0,9894 0,997 

Gaussian Noise 0,9942 0,9844 

JPEG Compression 0,9998 0,995 

Histogramsof the equation 0,9148 0,972 

Rescaling 256>128>256 0,9957 1 

Rotate 20’ 0,7617 0,770 

Rotate 75’ not applicable 0,843 

Rotate 135’ not applicable 0,81 

Scale 200% not applicable 0,997 

Translations 25,35 not applicable 0,619 
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Fig. 1. Watermark Hardware Scheme 

6 Conclusions 

  
Some of these algorithms are robust against some attacks but not against some oth-
ers. SVD based algorithms are new and demand continuous improvements. In this  
paper we provided some SVD based algorithms and furthermore suggested an idea of 
a DCT SVD based algorithm. The modified method is applicable for some attacks 
compare with Sverdlov Method. Moreover a digital watermarking scheme was im-
plemented in the Xilinx Virtex II Pro platform in which the alternation of the   wa-
termarking   algorithm   from   encoder   to   decoder   is sufficient for the scheme to 
be dynamic. 
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Abstract. While most enterprise data is unstructured and file based, the need for 
access to structured data is increasing. In order to reduce the cost for finding 
information and achieve relevant results there is a need to build a very complex 
query which indeed is a serious challenge. Data volumes are growing at 60% 
annually and up to 80% of this data in any organization can be unstructured. In this 
paper we focus on describing the evolution of some modern ontology-based 
information retrieval systems. Further, we will provide a brief overview of the key 
advances in the field of semantic information retrieval from heterogeneous 
information sources, and a description of where the state-of-the-art is at in the 
field. Finally, we present and propose a novel use of semantic retrieval model 
based on the vector space model for the exploitation of KB (Knowledge Base) to 
enhance and support searching over robust and heterogeneous environments.  
 
Keywords: ontology, information retrieval, semantic web, knowledge base. 

1. Introduction 

The phrase “information retrieval - IR” dates back to the 1950s [1], but the concept was 
firstly used at the library catalogues. Initial opinions on the subject emerged from 
librarianship and information science. Originally, this opinion had philosophical nature, 
dealing with how information should be classified and organized. Various schools held 
various positions and an ongoing debate was evident between them on philosophical 
and anecdotal rather than empirical grounds [2].  

However, with the increasing volume of publication, and specifically of scientific 
literature, after the Second World War, practical concerns of how to effectively access 
this literature became urgent [3,4]. One of the most influential methods was described 
by H.P. Luhn in 1957, in which (put simply) he proposed using words as indexing units 
for documents and measuring word overlap as a criterion for retrieval [4]. In recent 
times, ontologies are widely used in IR systems.  

Nevertheless, its main use has to do with query expansion, which consists in searching 
for the terms in the ontology more similar to the query terms, to use them together as a 
part of the query. In this work, we present and propose a novel use of semantic retrieval 
model based on the vector space model to enhance and support searching over robust 
and heterogeneous environments.   
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2. Semantic retrieval from heterogeneous environments 

Semantic retrieval from distributed and heterogeneous environments is quite new 
concept and current ontology based retrieval technologies are very hypothetical, without 
having any well defined framework on applying ontology based search to the web as 
whole, which is consisted by unlimited number of domains. Some attempts have been 
made by [5], but they lack to address the potential use of ontology search beyond the 
organizational data corpus, as their models have difficulties to deal with the 
heterogeneity of Web and are limited to a predefined set of ontologies. The proposed 
architecture in Figure 3 reflects the concept of heterogeneity assuming large amount of 
semantic metadata online without having a pre-defined range of domains. We assume 
that the external element is not only a single knowledge base but involves online 
semantic web information. 

 

Fig. 3 Semantic information retrieval framework 

This model does not require users to know special purpose query language; rather, the 
system expects queries to be expressed in natural language. Another relevant aspect is 
that the set of unstructured (web) information is not needed to be adapted into 
conventional fragments of ontological knowledge. In order to answer the queries, the 
system uses available semantic data and other information from standard web pages. 
When dealing with such a large amount of semantic information, we need a semantic 
gateway which will pre-process, gather, store and access the online distributed semantic 
web information. One of the most popular semantic way gateways currently available in 
the state of the art are: Watson [6], and Swoogle [7].  Once the user poses the query, 
that query can further be processed by any ontology based system which ensures access 
to the online ontologies and that translates generic natural language queries into 
SPARQL. Such systems of choice could be AquaLog, proposed by [8,9], Querix [10], 
or QASYO [11]. After returning the fragments of relevant ontological knowledge as an 

574          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 
 

 
 

answer, the system will perform a second step which includes retrieving and ranking by 
their probability the documents which contain the needed information. The ranking 
process can apply the concepts of vector space model ranking algorithm.  
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Abstract. In this paper we present an overview of the current research being 
carried out using the data mining techniques for the diagnosis and prognosis of 
various diseases. The goal of this study is to identify the most well-performing 
data mining algorithms used on medical databases. The following algorithms 
have been identified: Decision Trees, Support Vector Machine, Artificial neural 
networks and their Multilayer Perceptron model, Naïve Bayes, Fuzzy Rules. 
Analyses show that it is very difficult to name a single data mining algorithm as 
the most suitable for the diagnosis and/or prognosis of diseases. At times some 
algorithms perform better than others, but there are cases when a combination 
of the best properties of some of the aforementioned algorithms together results 
more effective. 

Keywords: Data Mining (DM), Decision Tree (DT), Support Vector Machine 
(SVM), Artificial Neural Network (ANN), Naïve Bayes, Genetic Algorithm, 
Logistic Regression, Healthcare Database, Diagnosis, Prognosis 

 

1 Introduction 

Data mining is defined as “a process of nontrivial extraction of implicit, previously 
unknown and potentially useful information from the data stored in a database” by 
Fayyad [1].  Healthcare databases have a huge amount of data but however, there is a 
lack of effective analysis tools to discover the hidden knowledge. Appropriate com-
puter-based information and/or decision support systems can help physicians in their 
work. Efficient and accurate implementation of an automated system needs a compar-
ative study of various techniques available. In this paper we present an overview of 
the current research being carried out using the DM techniques for the diagnosis and 
prognosis of various diseases, highlighting critical issues and summarizing the ap-
proaches in a set of learned lessons. The rest of this paper is organized as follows: 
First we show the methodology of research used in this study in chapter two, we clas-
sify them with different criterions in chapter three, then we identify the most used 
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algorithms for disease diagnosis and prognosis, and finally we show the conclusions 
of our work. 

2 Methodology 

The methodology used for this paper was through the survey of journals and publica-
tions in the fields of computer science, engineering and health care. European Journal 
of Scientific Research, International Journal on Computer Science and Engineering, 
Expert Systems with Applications, Data Science Journal are some of these journals. 
In order to obtain a general overview on the literature, book chapters, dissertations, 
working papers and conference papers are also included. The research is focused on 
most recent publications. 

3 Literature review 

There are different kinds of studies for DM techniques in medical databases. We iden-
tify the following categories:  

1. Studies that summarize reviews and challenges in mining medical data in general 
[6], [24], [25], [31], [32] 

2. Studies of DM techniques used for diagnosing and/or prognosing of specific dis-
eases, which can be further classified into three other categories: those which use 
DM techniques for disease diagnosis [3],[7],[9],[14],[22],[37], for disease progno-
sis [4],[10],[26],[29],[42],[43], or both diagnosis and prognosis.[13],[36] 

3. Studies to investigate factors which have higher prevalence of the risk of a dis-
ease[5],[12],[28] 

4. Studies that present new technologies and algorithms [18-21], [40], [41] and stud-
ies that present new techniques improving old ones, such as [8],[11],[30],[39] 

5. Studies that present new frameworks, tool and applications in medicine and 
healthcare system [2],[15-17],[23],[33-35],[38] 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1.   Efficient Algorithms for Disease Diagnosis 
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4 Well-performing dm algorithms used for disease diagnosis 
and prognosis 

The graphs in Figures 1 and 2 show the most well-performing  algorithms used for 
disesase diagnosis and prognosis respectively, resulting from the studies in Chapter 3 
(excluding studies of categories 1 and 4). We have classified the diseases in Heart 
Diseases (Cardiovascular disease, Heart Attack, Coronary Arthery Disease, Hyperten-
sion), Cancer Diseases (Breast, Prostate, Pancreatic Cancer) and Other Diseases 
(Asthma, Diabetes, Hepatitis, Kidney Disease, Nerve Diseases, Chronic Disease, Skin 
Diseases).  

 As we can see in Fig.1, ANNs are the most well-performing  in diagnosing Can-
cer Diseases, Bayesian Algorithms and Decision Trees in Heart Diseases, and  DTS in 
diagnosing other diseases.  On the other side in Fig. 2 we can see that for Cancer  and 
Heart Disease Prognosis,  ANNs are the most well-performing  and also Bayesian 
Algorithms the most well-performing  in Heart Diseases Prognosis.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Efficient Algorithms for Disease Prognosis 

5 Conclusions 

In this paper we identified and evaluated the most commonly used DM algorithms 
resulting as well-performing on medical databases, based on recent studies.  The fol-
lowing algorithms have been identified: Decision Trees (DT’s) C4.5 and C5, Support 
Vector Machine (SVM), Artificial neural networks (ANNs) and their Multilayer Per-
ceptron model, Bayesian Networks and Naïve Bayes, Logistic Regression, Genetic 
Algorithms (GAs), Fuzzy Rules, Association Rules.  

Analyses show that DTs, ANNs and Bayesian Algorithms are the most well-
performing algorithms used for disease diagnosis, while ANNs are also the most well-
performing algorithms used for disease prognosis, followed by Bayesian Algorithms, 
DTs and Fuzzy Algorithms.  But it is very difficult to name a single DM algorithm as 
the best for the diagnosis and/or prognosis of all diseases. Depending on concrete 
situations, sometime some algorithms perform better than others, but there are cases 
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when a combination of the best properties of some of the aforementioned algorithms 
results more effective. The follow-up of our work will aim at dealing with algorithms 
that have wider spectra of application for groups of diseases. 
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Abstract - Analysis of telecommunication systems of particular network gen-
eration, is a wide area that includes various mechanisms for research. Achieving 
coverage is one of the main objectives that affects network quality and directly 
the customer. The main reason of this analysis is to offer services for customers 
regardless their location. Coverage structure is organized by the cells that are 
created through the sectors that are located in the base stations (BTS). The dif-
ferent frequency bands enables the achievement of higher efficiency coverage. 
By increasing coverage various problems become present including monitoring 
and system maintenance. The WiMAX 3G system and combined services, voice 
and data, offers a good solution that is part of the future. As any system that re-
quires financial justification, WiMAX has its own specific system unless ser-
vices that offers it increase economic welfare. Finally part of this paper are ob-
stacles faced through the phase of coverage; weaknesses that affect the system 
performance; opportunities and ideas for further development and advancement 
of mobile telecommunication technologies. 

Keywords: Wireless, Coverage, Network, Systems. 

1 Introduction 

Communication and research on the internet is becoming the solution of most prob-
lems faced world-wide. Nowdays wireless communication system has become easy 
to implement. As part of wireless networks, WiMAX technology for which is ana-
lyzed on this paper, is a good opportunities toward achieving the success in the world 
of telecommunications. System is built in a way to offer subscribers satisfactory ser-
vices like voice and internet regardless location [1]. Modulation technique 
(OFDMA)1 that used WiMAX system allows many subscribers to connect in cell 
simultaneously. Urban areas are more complicated and pose a problem during design-
ing the network coverage due to the great density of buildings and large numbers of 
subscribers. While rural areas are more simplified compared with urban. Further 
development is done by WiMAX forum and manufacturing companies of WiMAX 
devices.  

                                                 
1 Orthogonal frequency-division multiplexing (OFDM) is a method of encoding digital data 

on multiple carrier frequencies 

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 583

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012



 
 

2 Basis concepts and characteristics of WiMAX 
WiMAX Interoperability for Microwave Access is a technology whereby transmitted 
data can be voice (VoIP) or information data. It uses wireless channels on large dis-
tances along different paths based on Point-to-Point connections [2]. This is based on 
IEEE 802.16 Standard as we mentioned above, otherwise known as Wireless MAN. 
WiMAX technology enabled Internet users to surf on web via laptop or computer, 
without the need to physically connect to router, hub or switch. The WiMAX name 
was created by WiMAX Forum [7] that was established on January 2001. WiMAX 
mobility[3] is wireless broadband solution that provides coverage for both types of 
networks; mobile and fixed through radio waves propagation. It uses OFDMA and 
SOFDMA techniques, and is based on NLOS2. The working principle of WiMAX 
technology is based on these elements[3]: 
  

� Base Station BS is designed to operates on 3.5 GHz frequency band  
� System Management and Monitoring of Network BWA which provides and 

configure normal functioning of system work. 
� Call Session Controller CSC as software part of devices 
� Session Border Control that provides security and QoS functionality  
� Voice Gateways enables flexibility of PSTN migration to NGN network. 

 
Table 1. Wimax Characteristics 

3 WiMAX coverage in Kosovo 
The current state of telecommunications infrastructure in Kosovo shows that this is 
ideal time to implement WiMAX technology. Based on the current situation of the 
population, around 70% of population lives in cities whereas  around 30% lives in 
villages. The following table will reflect the state's residential population. 
The houses in Kosova towns are built very near to each other. Also in the smaller 
villages the buildings typically form clusters of 5 to 10 houses. This makes it possible 
to share the WLL/BWA Customer Premises equipment between various households. 
Also, there houses are separated from other houses that CPE sharing is not feasible. 
 
                                                 
2 Non-line-of-sight (NLOS)  is radio transmission across a path that is partially obstructed 
 

Technology WiMAX (802.16a/revD) WiMAX (802.16e) 
Bandwidth 1.75, 3.5, 7, 14, 20 MHz 1.75, 2.5, 7, 14, 20 MHz 
Downlink Speed > 70 Mbit/s, 20 MHz channel > 70 Mbit/s, 20 MHz channel 
Uplink Speed BTS  Capacity – 4 Mbit/s BTS  Capacity – 4 Mbit/s 
Latency Not known, low Not known , low 
Mobility Fixed Limited mobility 
Speech VoIP VoIP 
Availability Fall 2005 2007 
Cell Radius 5 – 10 Km 2 – 5 Km 
Standard Ready Fall 2005 
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3.1 Rural Area 

For rural areas we have made the following assumptions [8]: 
� 8% of the households are separated houses 
� 66% of households belong to clusters where one Customer Premises 

Equipment can be shared between five households 
� 26% of household belongs to clusters where one Customer Premises 

Equipment can be shared between ten household 

3.2 Country Town 

For Country Town we have made the following assumptions [8]: 
� 2% of the households are separated houses. 
� 58% of households belong to clusters where one Customer Premises 

Equipment can be shared between five households. 
� 40% of household belong to clusters where one Customer Premises Equip-

ment can be shared between ten households. 
 
 
 
 
 
 
 
 
 
 
 
 
 
               Fig1. Rural and Urban Area Households 

4 Why WIMAX in Kosovo 
Many responses argue WiMAX system implementation. The current technological 
infrastructure in Kosovo, is the main reason justifying WIMAX system 
implementation. Services that are offered today in Kosovo through telephone lines 
via DSL or cable technology (cable modem) or wireless through Wi-Fi access are not 
satisfying customers, both, financially and quality.  

4.1   Coverage and Capacity Dimensioning 

The radio network dimensioning methodology is based on desk-top studies on geo-
graphical maps, terrain profile analysis, benchmarking of existing GSM coverage and 
area surveys for verification of the desk-top studies. 
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� Coverage dimensioning 

� Capacity dimensioning. 

Radio network dimensioning takes the existing towers as the preferred location to 
place base stations to cover the desired areas. New towers for base stations are con-
sidered only as a secondary option. Based on the above subscriber profile assump-
tions and required capacities per subscriber, the capacity dimensioning for the radio 
network was performed as presented in the figure [2]. 
 
 
 
 
 
 

 

 Fig. 2. The coverage and capacity dimensioning in certain areas 

5 Conclusion 
Based on given analysis on this paper we conclude that WiMAX system meets all 
possible criteria and requirements that today’s human civilization  needs for commu-
nication. Planning coverage including (base stations, cells capacity and dimensioning 
etc) and challenges during the coverage, remains a key objective in implementing of 
this technology. Achieving capacity was another position which should be fulfilled 
for more effective coverage. These analysis that is reported on this paper, provides a 
good solution for Kosovo, and their implementation will solve a problem that will be 
faced on the future. 
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Abstract. In this paper, the short history of the long-term weather forecast in-
ductive method was shown. Its application was realized in the web-site wea-
therforecast.tk on the ASP.NET technology basis. The operation experience 
showed next main development perspectives: cloud computing (Windows 
Azure’s web role), partial-page update (e.g., update panel), weather forecast’s 
calculation for the definite set of the geographical coordinates, the automatic 
algorithm’s development for the parameters of the above long-term weather 
forecast inductive method. The average daily air temperature forecast’s mistake 
is up to 6.5 % for Skopje Airport (half year ahead). 

Keywords: weather forecast, inductive simulation, cloud computing. 

1 Introduction 

Data mining for weather forecast in general and for weather inductive forecast in 
particular have been of long standing interest. Several approaches for long term and 
short term weather forecast have been suggested. However, precise forecast of the 
weather conforming to localised environment conditions is fraught with difficulties 
due to computational complexity of long-term forecasts requiring computing grid 
and/or clouds (SaaS-technology) to compute the forecast values in reference points 
using the classical inductive analogue method for more than 80 % forecast quality at 
the average. The problem focusing on enhancement in quality of the long and short 
term forecast of weather processes, therefore, has drawn considerable attention. As 
may be seen in Internet that rise to this situation can be attributed to weather proc-
esses and noosphere interplay. It is well known that classical hydrodynamic equations 
are used for continuous modelling of these events. But, this approach depends on the 
variables variation (the theory catastrophe’s well-known effect). In addition, discrete 
modelling is applied on the basis of analogue complexing algorithm. In addition, ex-
perts note that the forecast’s quality (up to 75 % at average) and forward (up to two 
weeks mainly) are not enough nowadays. Furthermore, standard software and hard-
ware combined solutions with user-friendly interface have not been developed as yet. 
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2 Realization of Some Development Perspectives 

Partial-page update. Creating a web form that performs partial-page updates to the 
server (without a full-page refresh) is the top-ranked approach of the web-application 
improvement. It was realized with the AJAX technology (UpdatePanel control) – first 
element for short-term forecast part and second one for long-term forecast. 

Cloud computing. It is well known that Windows Azure’s web-role is reflection of 
the classic ASP.NET application. One positive feature can be underlined – all proces-
sor’s time is used for web-application’s computation. Therefore, original ASP.NET 
application was converted to Windows Azure’s web-role application. 

Language facilities. It is clear that the multilingual interface is necessary (English 
and Russian languages were realized). Weather forecast’s calculation for the definite 
set of the geographical coordinates, and the automatic algorithm’s development for 
the parameters of the above long-term weather forecast inductive method. This item is 
realized on the basis of next stages: 1. Correlation analysis of the different cities’ data. 
This stage’s result is a list of cities with the correlation function’s argument more than 
defined value (0.7 and above in absolute value). 2. Forecast model’s synthesis on the 
basis of the inductive modelling. We will describe these stages in details on the basis 
of Skopje Airport’s air temperature long-term forecast model’s synthesis. 

67 places took part in the correlation analysis initially (names were written accord-
ing to the www7.ncdc.noaa.gov; places were chosen with 2 criterion: one country – 
one representative place; time series have to be continuous from 1st January, 1973): 
Nwso Agana, Aarhus Lufthavn, Abbeville, Aeropuerto Pettiros, Amman Airport, 
Amsterdam AP Schiph, Annaba, Ashgabat Keshi, Athinai al Helliniko, Auckland 
Airport, Bangkok Metropolis, Beijing, Ben-Guron International Airport, Beograd-
Surcin, Bogota-Eldorado, Brasilia-Aeroporto, Bratislava-Letisko, Bruxelles National, 
Bucuresti INMH-Bane, Budapest-Ferihegy I, Busan, Cairo Airport, Canberra Airport, 
Caracas-Maiquetia, Damascus International Airport, Geneve-Cointrin, Gibraltar, 
Guernsey Airport, Helsinki-Vantaa, Hengchun, Jersey Airport, Kiev, Kingston-
Norman Man, Kisinev, Kwajalein-Bucholza, La Paz-Alto, Lima-Callao Airport, Lis-
bon, London, Luqa, Luxembourg, Minsk, Moscow, Nassau Airport New, New Delhi-
Safdarjun, Noumea-Nlle-Calledo, Nuuk, Oslo-Gardermoen, Paphos Airport, Praha-
Libus, Rabat-Sale, Rarotonga, Reykjavik, Riga, Roma-Ciampino, Skopje Airport, 
Tallin-Harku, Tashkent, Tokyo, Torshavn, Tripoli, Tunis-Carthage, Ulaanbaatar, 
Vaduz, Warszawa-Okecie, Washington National, Wien-Hohe Warte. 

20 time series were selected as the most correlated to Skopje Airport with half-year 
(approximately) delay (correlation function is normalized and centralized):  0. Skopje 
Airport (delay 181, autocorrelation function’s value -
0.832742597188605).  1. Aeropuerto Pettiros (delay 187, correlation function’s value 
0.623045698552278).  2. Ashgabat Keshi (delay 184, correlation function’s value -
0.851641283820963).  3. Auckland Airport (delay 175, correlation function’s value 
0.725715828489775).  4. Canberra Airport (delay 182, correlation function’s value 
0.798801309832135).  5. Gibraltar (delay 164, correlation function’s value -
0.823452379725064).  6. Guernsey Airport (delay 163, correlation function’s value -
0.782844557722741).  7. Jersey Airport (delay 167, correlation function’s value -
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0.782198050491036).  8. Lisbon (delay 165, correlation function’s value -
0.761637258660198).  9. London (delay 174, correlation function’s value -
0.781332533443968).  10. Nassau Airport New (delay 165, correlation function’s 
value -0.767634036673984).  11. New Delhi-Safdarjun (delay 199, correlation func-
tion’s value -0.840312570729328).  12. Noumea-Nlle-Calledo (delay 166, correlation 
function’s value 0.782559778633274).  13. Nuuk (delay 168, correlation function’s 
value -0.740870261967304).  14. Paphos Airport (delay 166, correlation function’s 
value -0.858819233109924).  15. Rabat-Sale (delay 165, correlation function’s value 
-0.784343051359234).  16. Reykjavik (delay 172, correlation function’s value -
0,734883892104582).  17. Tashkent (delay 183, correlation function’s value -
0.833431861928644).  18. Tokyo (delay 168, correlation function’s value -
0.855582219493774).  19. Washington National (delay 179, correlation function’s 
value -0.837538640603375). 

Average daily air temperature long-term forecast model has next linear structures: 
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where X[i] – air temperature data; i – data position’s number in time series, i=1, 2, 3, 
..., 14198 (July19, 1973 – June 1, 2012); ][],[],[

321
iXiXiX jjj

 – biased (with appro-

priate delay) time series for the appropriate places; k0, k1, k2, k3 = [-2;+2] – weighting 
coefficients (this range allows to find model with physical meaning); j1, j2, 
j3=0,1,2,...,20 – number of the place in the above list. 

The main task is to find weighting coefficients k0, k1, k2, k3. We will use combina-
torial (step is equal to 0.01) inductive modelling with next criterion (minimum of the 
regularity plus displacement): 
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where |.| – absolute value, B1 – first learning sample (odd numbers); B2 – second 
learning sample (even numbers); X*[i] – forecast values; 10,1 321 === ααα  criteria’s 
weighting coefficients. 

Thus, a formula (1) has next view (temperature measures Fahrenheit degrees): 
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iX .   (5) 

 
A criterion (4) has next view on the learning sample (i=1, 2, ..., 13680): 
0.0726133559941771 + 0.0726451595651796 + 
+ 10 · | 0.0726133559941771 – 0.0726451595651796 | = 0,145576551269382 . 
 
A criterion (4) has next view on the training sample (i=13681, 13682, ..., 14198): 
0.0696785289719569 + 0.0671852780183542 + 
+ 10 · | 0.0696785289719569 – 0.0671852780183542| = 0.161796316526338 
A formula (2) has next view: 
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A criterion (4) has next view on the learning sample: 
0.0648588883227404 + 0.0649056479360714 + 
+ 10 · | 0.0648588883227404 – 0.0649056479360714 | = 0.130232132392122 
 
A criterion (4) has next view on the training sample (i=13681, 13682, ..., 14198): 
0.0638972281191006 + 0.0630384066284932 + 
+ 10 · | 0.0638972281191006 - 0.0630384066284932 | = 0.135523849653668 
 
It is clear that criteria’s values are identical. Model (3) is not discussed because of 

high computational complexity (the development perspectives). 
Results’ analysis shows that forecast model (6) is more precise than (5). 

3 Conclusion 

In this paper, the short history of the long-term weather forecast inductive method 
was shown. Its application was realized in the ASP.NET web-site weatherforecast.tk. 
The realization of some development perspectives are: 1.  Partial-page update. Creat-
ing a web form that performs partial-page updates to the server is the top-ranked ap-
proach of the web-application improvement. It was realized with the AJAX technol-
ogy (UpdatePanel control) – first element for short-term forecast part and second one 
for long-term forecast. 2. Cloud computing. It is well known that Windows Azure’s 
web role is reflection of the classic ASP.NET application. One positive feature can be 
underlined – all processor’s time is used for web-application’s computation. There-
fore, original ASP.NET application was converted to Windows Azure’s web role 
application. 3. Weather forecast’s calculation for the definite set of the geographical 
coordinates is realized on the basis of found simple linear equation. E.g., we have the 
average daily air temperature forecast’s mistake up to 6.5 % for Skopje Airport (half 
year ahead). 4. The multilingual interface was realized (English and Russian lan-
guages). 
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Abstract.The key changes that have taken place in higher education and the 
working market during the last decades lead to increasing number of institutions 
that provide e-learning. Issues that are significant for both providers and con-
sumers include the quality assurance (QA) of the e-learning and the recognition 
of qualification. Generally there are three levels for obtaining QA: institutional, 
national and international. In the growing globalization and the student 
exchange schemas, the international QA is becoming extremely important. In 
that context, the number of bodies and organizations that provide international 
recognition of e-learning has increased too, and each of them definesits own 
QA procedures for evaluation and quality recognition. The paper provides an 
overview of international quality labels and their quality evaluation shemas. 

Keywords: e-learning, quality of e-learning, international QA labels. 

1 Introduction 
The growing availability of educational technologies, expansion in e-learning 
adoption by institutions, changing of learning paradigma and life-long learning 
initiatives lead to increasing diversity of student population and offering of e-learning 
outside higher education institutions or schools [1]. The question of quality is raised 
and standard quality assuranceprocedures connected only tonational accreditation 
boards and/or institutional QA bodies are not sufficient. Even more, the growing 
globalization and establishment of different students’ exchange schemas require 
international recognition of e-learning. 

Several surveys are written on quality assurance of e-learning especially that in 
higher education [2]. One conclusion of these surveys is that QA in e-learning is a 
non issue for many, especially for the quality assurance agencies. Some reports even 
suggest that the same criteria for quality should be applied to e-learning and 
traditional campus-based education. The accreditation, audit and assurance process of 
e-learning should be integrated in the national framework and not be evaluated 
separately. This is especially valid for Western Balkan countries where e-courses or e-
programs are not differentiated from standard ones in all national and institutional 
documents.  

Initiatives on QA in e-learning that are running for some years noware still 
restricted to some interested universities. The QA agencies put QA in e-learning only 
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recently on their agenda and are searching for the expertise for setting the specific 
criteria and indicators. The expertise and responsibility for QA in e-learning is 
however in first instance within the universities.  
Numerous international projects were developed to form a comprehensive, yet usable 
framework for quality assurance. Frameworks and accompanying tools that came as 
result were related to various extents of e-learning, starting from learning units to 
institution infrastructure. However, it is indicative that many quality schemes 
developed through european projects had lack of sustainability and are no longer 
active, nor applicable. 

Specialized organizations have developed their own benchmarking procedures and 
tools and established labels as brands, well recognized and sustainable.First question 
raised is whether it is possible to establish a unified QA framework. There are few 
reasons why it is not very realistic to expect such a scenario. First of all, there is a 
diversity in quality definition, such as described by Donabedian [3].Additionally, 
there is no unified solution among e-learning standards too, but rather we deal with 
several different specifications (IEEE, IMS, Ariadne...) and that fact scaffold the 
claim that we cannot expect a QA in e-learning to be unified soon. 
The aim of the paper is to provide an overview of currently active international quali-
ty labels for e-learning and reveal potential trends for Balkan countries in this area. 

2 Quality of E-Learning 
To define quality of e-learning and related standards and procedures that assure e-
learning quality, we should start with a definition of e-learning itself. Most widely, e-
learning is defined as learning using both a computer and the Internet. Under this 
definition, we can distinguish different forms of products and services, like single 
courses and/or entire programs, entire courses and/or course units, lessons or compo-
nents or elements of an e-learning package (LMS).  

Going further, there exist several definitions of qualityof learning systems [4]. 
Some of them like that in the ISO/IEC 19796-1:2005 standard [5] are toо wide and 
should be adapted to be applied forassessment of e-learning quality. Generally, the 
definition of the quality of e-learning depends on its scope, objectives, focus and the 
methodology of the quality approach. For the purpose of the paper we consider that 
quality of e-learning is related to all: processes, products and services for learning, 
education and training supported by the use of information and communication tech-
nologies.  

3 International Quality Labels and Evaluation Schemas 

Table 1 presents the active international schemas for quality of e-learning.  
UNIQUe.The UNIQUe evaluation schema consists of criteria which are divided into 
three areas, each with its own criteria, and sub-criteria [6]. The following list of 
criteria and sub-criteria are evaluated by the reviewers: learning/institutional context, 
learning resources and learning processes. Additionally several sub-criteria are consi-
dered as to be critical to any quality learning experience. Some of them are: available 
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evidence that eLearning/TEL is an integral part of the institutional strategy; selection 
of course delivery methods; employed systemic collaborative working procedures and 
tools to share knowledge developed with the community; available course design and 
delivery guidelines; flexible pedagogic and learning delivery models; tools and pro-
cedures for evaluation of the outcomes of the learning process; continuous promotion 
of an optimal learning environment; both formative and summative assessment are 
used; availability of training services and materials for the staff in charge. 

Table 1. International Quality Labels 

Label name Level Review process  Type Reviewers 
UNIQUe Universities Quality grid is online Quality mark Internal 
E-
xcellence[7] 

University 
program 

Publicly documented; on-line 
and on-site (optionally) 

Benchmark Internal 

ECBCheck University 
program 

Documents and 
accompanying  web-site are in 
construction phase 

Quality Mark Internal 

SEVAQ+ Universities, 
Vocational 
studies 

Supporting documents and 
web-site are are available 

Self-evaluation 
tool 

Stakeholders 
(teachers, 
students, ...) 

Procert [10] Courseware 
for IT 
specialists 

Documents are not publicly 
available 

Benchmark N/A 

epprobate  General 
courseware 

Quality grid is public; review 
conducted on-line 

Quality Mark Internal and 
external 

 
ECBCheck.ECBCheck[8] evaluates the institution according seven distinct criteria 

areas: information about and organization of program; target audience orientation; 
quality of content; program/course design; media design; technology; evaluation and 
review.Each of these criteria are evaluated according several characteristics. For ex-
ample, the program or course design the following aspects are evaluated learning 
design and methodology, students' motivation and participation, learning materials, 
eTutoring, assignments and learning programs and assessment and tests.  

epprobate. To award a courseware with the quality label, epprobate reviewers 
check the following characteristics [11]:course design(provision of course informa-
tion, learning objectives and instructional guidance and constructive align-
ment);learning design(the courseware fulfill the following criteria learner needs, per-
sonalization and instructional strategies);media design(media integration, interface, 
interoperability and technological standards); and content(accuracy and values of 
content, intellectual property rights, legal compliance). It is important to mention that 
there is no intention that any single criterion be essential, but rather that a courseware 
supplier should in their self assessment document indicate to what extent they meet a 
specific criteria.  

SEVAQ+.The SEVAQ+ is based on EFQM™ quality framework and Kirkpatrick 
evaluation model [9].The EFQM Excellence Modelis used as a basis for self-
assessment of organizations. Each organization grades itself against the nine crite-
riaThrough the nine criteria the organization can understand and analyses the cause 
and effect relationships between what the organization does and the results it achieve. 
Five of these criteria are denoted as 'Enablers' and four as 'Results'. The 'Enabler' 
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criteria cover what an organization does and how it does it. The 'Results' criteria cover 
what an organization achieves.This model is modified in the part of 'Results' using the 
evaluation model of learning elaborated by Kirkpatrick to be applied in a context of 
education. The Kirkpatrick model evaluates: the students’ reaction or feelings of the 
students during learning; the learning result, or the increase in the knowledge of the 
learner by taking part in the course; the impact on the learner’s functioning in the 
workplace, or transfer of new knowledge to skills; and the impact on the business 
results as a consequence of skilled people. 

4 Conclusion 

Taking into account that there is a not unified quality standard for e-learning, the pa-
per presents several quality labels for international recognition of e-learning. Labels 
are distinguished by the context and the scope, objectives, focus, perspective, metho-
dology and metrics. UNIQUE, e-xcellence, ECBCheck and SEVAQ+ are focused on 
institutional evaluation, while Procert and epprobate are focused on courseware. Fi-
nally, although, the labels are focused on different forms of e-learning, most of them 
as important aspects of quality consider: information about the organization, target 
group of learners, design of learning, quality of content, media design and technology, 
and evaluation and assessment. 
Acknowledgements. The research for this paper was done in the framework of 
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Abstract. In recent years, Data Mining becomes a very important technique 
supporting in business decisions. From the modern techniques, artificial neural 
networks have improved a lot the companies in their success. Artificial neural 
networks allow creating and using complex functions in a natural mode, to 
make useful prediction. In this paper we will evaluate the use of ANN in a Cus-
tomer Relationship Management (CRM) database. Our goal is to define the tar-
get group, who spends more in mobile communication in Albania.  

Keywords: Artificial Neural Networks, Customer Relationship Management 
(CRM), Data Mining 

1 Introduction 

The process of determining the target group interested more in a certain product is on 
the top of the agenda of every business company. Technical implementation of these 
methods in Western countries is widespread, but in Albania doesn’t exist. Companies 
use as prediction tools, the descriptive statistics, without entering in more sophisti-
cated methods. [2] 

In this article we will try to give an overview of the application of ANN in mobile 
communication. It consists in analyzing an old database of customers, connecting the 
characteristics of the clients with the amount of money that they spend in phone calls. 
The data are taken from a survey in 930 users. [3] 

2 Methodology 

The data are dividing in two parts: Data Training Set and Data Validation Set. This 
case study is a based in supervised learning, more specifically in back-propagation 
algorithm.  

We try to regulate the weights in ANN for improving prediction from training set. 
[4] 
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The training data consist in a large database with more than 620 records, with re-
spective input and output. In this case the variables are: age, marital status, social 
status, personal income, family income, number of persons in family, and the out-
come is the monthly expenses for mobile communication. (Table 1) 

Table 1. Database sample input 

Name  
Sur-
name 

A
g
e  

marit-
al 
status 

Social 
status 

Per-
sonal 
in-
come 

Fami-
ly 
in-
come  

Nr. 
of 
per-
sons 
in 
fami-
ly 

Nr. 
of 
brot
hers
/ 
sis-
ters 

Mont
hly 
ex-
pense
s  

Ina Sina 
1
9 single student 0  

50,00
0  4 2 1,500  

Miri  Hoxha 
2
8 single 

em-
ployed 

100,0
00  

200,0
00  3 3 5,000  

Refit 
Sulmi-
na 

2
0 single 

em-
ployed 

10,00
0  

50,00
0  4 3 4,000  

Blerta Teta 
3
5 

mar-
ried 

em-
ployed 

10,00
0  

40,00
0  5 7 2,500  

Val-
bona Filja 

3
9 

mar-
ried 

em-
ployed 

17,00
0  

100,0
00  8 7 2,000  

2.1 Variables  

We have to make every variable numerical. But beyond this, the numbers have to 
been normalized. We do this because we don’t want that big numbers of not weight 
variables affect more in the final prediction. [1]  

We can use from dummy variable, which equals 0 and 1 in two value variable do-
main to proportional value in the ]0;1[. Let see a version of numerical table (table 2). 

Table 2. Database sample input with numerical variables. 

Name Sur-
name 

Ag
e 

ma-
rit-
al 

sta-
tus 

So-
cial 
sta-
tus 

Per-
sonal 
in-

come 

Fami-
ly 
in-

come 

Nr. of 
per-

sons in 
family 

Month
ly 

ex-
penses 

Nr. of 
broth-

ers/ 
sisters 

Ina Sina 19 1 0.5 0 50,000 4 1,500 2 

Miri Hoxha 28 1 1 100,0
00 

200,00
0 3 5,000 3 

Refit Sulmi-
na 20 1 1 10,00

0 50,000 4 4,000 3 
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Blerta Teta 35 0 1 10,00
0 40,000 5 2,500 7 

Valbo-
na Filja 39 0 1 17,00

0 
100,00

0 8 2,000 7 

 
After the numeric step, we can perform other processing methods like min-max 

standardization, to normalize the values with the aim that the highest number doesn’t 
affect more in prediction. [5] 

2.2 Results 

For each exemplar of 310 records of validation dataset (remaining from the database 
with 930 records) we make the prediction with several ANN models. After that we 
compare the outcome of the prediction with the outcome in dataset. We see the per-
centage of the right predictions. Table 3 displays the results. 

Table 3. Full results 

Architecture 
(with the num-
ber of the hid-

den layers) 

Dataset training Dataset validation 

MSE 1-
MSE 

Good 
classification 

rate 
MSE 1-

MSE 

Good 
classification 

rate 

Net_00 9.6 90.4 89.9 20.6 79.4 74.5 

Net_01 3.7 96.3 96.4 4.54 95.46 82.5 

Net_02 1 99 95.35 2.64 97.36 86.8 

Net_03 0.5 99.5 97 0.8 99.2 90.1 

 
We notice from tables, that the use of hidden layers improves substantially the 

model.  
In training sample, the best version (Net 03) has the lowest mean square error 

(0.5%) and allows us the classification rate of 97%. In validation set we notice that 
the best network is the same, the classification rate jumped to 90.1% with 
MSE=0.8%.  

3 Conclusion and future work 

On finding the right target group of a product depends the profit of every company. 
This article gave an overview of Artificial Neural Networks and its applications. This 
technique have to be used even in Albania to improve the nowadays analyzes. We 
described a case study in mobile communication. Is used a database from a survey of 
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930 records. Comparing the prediction after training with the real results in database 
we got an amazing result. In validation set we notice that the best network gave a 
classification rate of 90.1% with MSE=0.8%.  

The future direction of this study will be on improvement of the activation func-
tion. These helpful results will encourage the Albanian company for a fast introduc-
tion of Data mining techniques in their company. 
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Abstract. This paper shows the current results of development of TTS-MK – a 
speech synthesizer for Macedonian language. The basic principles for project-
ing and building of speech synthesizer for Macedonian language, based on con-
catenation of speech segments, are shown. Every language has its respective 
and specific speech norms and characteristics that should be observed during 
the speech synthesis. The Macedonian language is phonetic; hence the norma-
tive pronunciation does not contain great difficulty, except in some special cas-
es that should be taken into consideration. The presentation also focuses on the 
accent in the Macedonian language, which is dynamic and positioned on the 
third syllable. The rules and regulations for the accent positioning in the Mace-
donian language can be easily derived, with some deviations that should be re-
solved. There are two versions of the system based on different segments corpo-
ra. Both of them are presented, as well as their application.  
 
Keywords: Text-To-Speech, Macedonian Language, TTS, TTS-MK, Orthoepy, 
Speech API – SAPI 

1 Introduction 

The systems which synthesize speech with connection of previously recorded speech 
segments take significant place among the systems for text to speech conversion (TTS 
systems). These TTS systems are called concatenative speech synthesizers. These 
systems are simple and they do not require deep knowledge of phonetic transitions 
and co-articulation effects, which is the case with other kinds of speech synthesizers 
based on rules defined by linguists. 

There were some attempts for development of quality concatenative speech 
synthesizer for Macedonian language, but these developments were based on speech 
corpora for other Slavic languages, which resulted in unnatural intonation of the 
synthetic speech in Macedonian language. This paper includes a brief overview of the 
development of TTS-MK synthesizer for Macedonian language. Concatenative 
speech synthesizers require setting of serious task for definition and recording of 
speech and its processing for extracting convenient speech segments. Consequently, 
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this paper presents appropriate definition and development of speech corpus for 
Macedonian language, used in TTS-MK. 

The general functional organization of speech synthesis system for Macedonian 
language is shown in Fig.1. As in [3], it is made of two modules: 

- Natural Language Processing (NLP) module, that gets text as input, makes 
analysis of the text, create its transcription into phones and recognizes the prosodic 
elements of the input. The output of this module is symbolic information for the 
phones and the prosody for the input text. 

- Digital Signal Processing (DSP) module, that gets the symbolic information for 
phones and prosody from the NLP module and after certain processing of the input 
gives synthetic speech as output. 

 

Fig. 1. Structure of general TTS system 

The NLP module consists of three main parts: text analyzer, grapheme-to-phoneme 
unit and prosodic generator. Text analyzer is made of pre-processing unit where the 
input sentences are transformed into word arrays. This unit also identifies the numbers 
and abbreviations and transforms them into words. There is a module for morphologi-
cal analysis that performs morphological analysis of the text for recognition of the 
affixes (prefixes and suffixes) that are added to the basic forms of the words. This 
module also confirms the correct accent of the words. This module of TTS systems 
for Macedonian language seems to be very complicated because in Macedonian lan-
guage, unlike other languages, a plural of the words as well as words with an articles, 
adds whole syllables at their end. This can look very difficult to implement and it 
suggests to some complications in morphological analysis of the text. Thanks to ante-
penultimate word stress in Macedonian language and the fact that this analysis is 
strictly for speech synthesis, this procedure is very simple. This is supported with the 
fact from [4], that in the Macedonian literature language there is no reduction of voc-
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als, which means that the vowels sound very similar in their accented and unaccented 
form. As a result of this fact, this considerably simplifies the whole speech synthesis 
process for Macedonian language, because the vowels have only one sound variant, 
and not multiple, as in French for example (described in [3]). One of the main features 
of Macedonian language is its very simple rule for grapheme to phoneme transcrip-
tion. This means that in Macedonian language, like in other Slavic languages, each 
letter represents one phone. So, the phonetization task for Macedonian language is 
reduced to trivial checks so solution techniques based on dictionaries and morpho-
phonemic rules, like in English or French for example, are not necessary. The task of 
the prosodic generator is to supply naturalness to the synthesized speech. Apart from 
the fact that synthesized speech with natural intonation is more pleasant for listening, 
it is easier for understanding. Also, during a speech which is practically uninterrupted, 
the listener can easily recognize the bounds between the words. It is very important 
for a speech synthesizer to cover prosodic elements and proper intonation, which 
thanks to accentuation rules is not very complicated in Macedonian language. 

The execution in DSP module is divided into two phases: speech processing and 
sound processing. Speech processing is one of the most important phases in TTS syn-
thesis in general. It means that in this phase it is mandatory to make definition and 
recording of the speech corpus for Macedonian language, as well as its segmentation.  
In this phase, the symbolic information for the phones and the prosody for the input 
text are applied on the recorded speech corpus. The segments from the corpus and 
their concatenation order are also established in this phase. The collection of segments 
for speech synthesis obtained from the previous phase is the actual input for the next 
phase of DSP module - the sound processing. In this phase an adjustment of prosodic 
elements is performed. Here, as it was described in the part for text analysis, an ac-
centuation is performed. After reconstruction of accentuation aggregate, f0 codebook 
is implemented in this phase. f0 codebook holds information for the f0 curves for each 
accentuation aggregate obtained by empirical way and the selection of appropriate 
curve is made on base on the position of the accentuation aggregate in the sentence 
(beginning, neutral, before comma, end). 

2 Orthoepy of Macedonian language 

Orthoepy is normative pronunciation of some standard language and its proper inves-
tigation leads to a better speech synthesis for the language. Macedonian language 
consists of 5 vocals (а /a/, е /ε/, и /i/, о /ɔ/, у /u/) and 26 consonants (б /b/, в /v/, г /g/, 
д /d/, ѓ /ɟ/, ж /ʒ/, з /z/, ѕ /dz/, ј /j/, к /k/, л /l/, љ /ł/, м /m/, н /n/, њ /ɲ/, п /p/, р /r/, с /s/, 
т /t/, ќ /c/, ф /f/, х /x/, ц /ts/, ч /t∫/, џ /dʒ/, ш /∫/). 

Every language has its respective and specific speech norms and characteristics 
that should be observed during the speech synthesis. The Macedonian language is 
phonetic, hence every voice corresponds to particular grapheme, so normative pro-
nunciation is not difficult. However, deviations do occur in written and spoken part of 
the language (discharging, substitution, inserting, voice replacement)[4]. These devia-
tions must be taken into consideration according to the rules of the normative pronun-
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ciation during the speech synthesis. The mentioned aspects are considered within the 
NLP module of TTS-MK. These are some cases which are considered in TTS-MK: 

• Double vocals pronunciation 
─ Case: when adding a prefix of a word (Example: poodi → po|odi) 
o Solution: dictionary of prefixes 

─ Case: when doubling is in the middle or the end of the word, and the accent is 
not on any of these vocals (Example: vikaat → vikāt; vakuum → vakūm, Ex-
ception: E, both vocals are pronounced separately) 
o Solution: processing module 

• Vocal R 
─ Case: R, where it is the leading grapheme followed by a consonant, is noted 

with ‘R (Example: ‘rž ; ‘rgja) 
o Solution: phoneme inventory contains @ (schwa) 

─ Case: Adding a prefix, which ends with consonant, to words from the previous 
case leads to discharging of the sign (‘)  in the notation, but not in the pronun-
ciation (Example: srska, srža) 
o Solution: R → @R replacement  

─ Case: R, where it has a role of a vocal when it is surrounded by consonants (Ex-
ample: srce → s@rce; brza → b@rza) 
o Solution: R → @R replacement 

• Consonants pronunciation 
─ Case: Consonant sonority at the end of the word B → P; V → F; D → T; Dz → 

C; Z → S; Ž → Š; Dž → Č; G → K (Examples: grob →grop; gluv → gluf; led 
→ let; bez →bes; nadež →nadeš; Džordž → Džorč; plug →pluk) 
o Solution: processing module 

─ Case: TS → C; DS → C; SS → S; ZZ → Z; ŽD → ŠT (Examples: gradski → 
gracki; bratski → bracki; bessovesen → besovesen; bezzimen → bezimen; 
glužd → glušt) 
o Solution: processing module 

─ Case: other isolated cases (Examples: ovca → ofca; vkluči →fkluči; gladta → 
glatta) 
o Solution: None 

Macedonian accent is observed in the text analyzer and it can be processed with ease 
because it is dynamic and positioned on the third syllable (when more than two syl-
lables), but there are some deviations. These cases are observed in TTS-MK: 

• Adopted foreign words (Examples: foajè; birò; *ìzam, *ìst etc) 
─ Solution: dictionary 

• Accent aggregates (Examples: Kisela voda → Kiselàvoda; pri toa → prìtoa) 
─ Solution (bad): dictionary, and then third syllable rule 
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3 Structure of the speech corpus of TTS-MK 

Several continuous steps were performed for definition and creation of the speech 
corpus for TTS-MK[1]: 

─ Selection of speech segment types needed for the synthesis 
─ Definition of the set of the phonemes that covers all sound occurrences in Macedo-

nian language 
─ Selection of the set of speech segments to be used that cover the whole phoneme 

set from the previous step 
─ Selection of the texts that cover whole speech segment set from the previous step 

As a result of this procedure the following results are achieved: 

─ Segment types (Diphones, disyllables, whole accented words) 
─ Phoneme set (TTS-MK phonetic inventory adds ŋ /ŋ/ (allophone of n), ь /ə/ 

(schwa) and _ (silence)) 
─ Selection of speech segments (34x34 = 1156 diphone units and 150 frequent disyl-

lables) 
─ Selection of texts for recording of the segments (existing words from a text corpora 

and logatoms) 

 
The elements required for speech synthesis in the TTS-MK are stored in several 

files shown in Table 1. 

Table 1. Storage of TTS-MK corpus 

Filename Protection Contents 
diphone.mk Encrypted Diphone set 
disyllable.mk Encrypted Disyllable set 
words.mk Encrypted Words set 
abbreviations.mk Open Abbreviation list 
accentAggregates.mk Open Accent aggregates list 
accentExclusions.mk Open Accent exclusions list 

 
There are two versions of TTS-MK speech corpora.  
TTS-MK Emma is the first experimental version. It includes 1156 diphones, 180 dis-
yllables and 392 words from total 1196 recorded segments. It has poor dictionaries for 
abbreviations, accent exclusions and accent aggregates, contains lot of noise and in-
cludes low prosody elements. The whole corpus requires 56 MB of disk storage. 

TTS-MK Lence is the second version and it is currently in development. It includes 
all 1156 diphones, plus 1161 disyllables and 392 words from a total of 1144 recorded 
segments. Because of its quality, and the quality of the speaker and the tone master, it 
can be commonly assumed that it is upgradeable. It includes rich dictionaries for ab-
breviations, accent exclusions and accent aggregates, without noise and with some 
prosody elements. It requires 50 MB of disk space. This version is also SAPI 5.3 
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compatible with rate, pitch and volume adjustments and it is expected to be deployed 
as a basic tool for blind computer users. It also has some UI settings like Latin texts 
(spell or phonetic), numbers (digit by digit) and interpunction. 

TTS-MK engine is developed completely in C# and .NET framework version 2.0. 
To interface this engine with SAPI a special engine wrapper was developed in C++. 
Figure 2 shows the application of TTS-MK for visually impaired persons. 

 

 
Fig. 2. Application of TTS-MK 

4 Future work 

Future work on TTS-MK can be separated in two parts. Improvements of NLP mod-
ule of TTS-MK which will include improvements of orthoepy preprocessor, and im-
provements of DSP module of TTS-MK which will include unit-selection algorithms 
and upgrade of the corpus. 
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Abstract - Automatic Speech Recognition Systems of today are intensely dep-
loyed in real world application scenarios which are often characterized by sub-
optimal operating conditions. Thus their noise robustness has become a crucial 
parameter when assessing ASR in-field performance. The paper examines the 
noise robustness of traditional ASR feature sets as applied to a Voice Dialing 
Application built for Macedonian. The analysis focused on the following fea-
tures: Linear Prediction Reflection Coefficients, Mel-Cepstral Cepstral Coeffi-
cients and Perceptual Linear Prediction Coefficients. The ASR system was 
trained with clean data, and in the evaluation phase the noise level in the test 
data was varied by adding white and babble noise. Results have been plotted for 
each feature type across varying SNR conditions. 

Keywords. ASR, features, noise robust, noise, SNR 

1 Introduction 

The field of Automatic Speech Recognition (ASR) is an area of active scientific re-
search for the last 70 years, [1]. The basic task of ASR systems is to transform the 
input speech audio signal into the corresponding sequence of words. To carry through 
this complex task ASR systems incorporate algorithms and methods from various 
fields such as digital signal processing, statistical modeling, machine learning, natural 
language processing etc., [2]. A generic ASR system consists of a signal processing 
frontend and a modeling and recognition backend. The frontend’s task is to analyze 
the input audio and to extract from it the acoustic events relevant to the recognition 
task at hand. This information is to be represented in terms of a compact, efficient set 
of speech parameters, called features, [3]. The backend uses these features to analyze 
and recognize the phonetic content of the input speech signal through comparison 
with a trained set of models, outputting its semantic identity. 

From the earliest days of ASR, it was clear that the features used to describe the 
acoustic realization of phones are of fundamental importance to the quality of the 
overall results of the speech recognition process, [1]. This is even more the case for 
the application of ASR systems in noisy environments. ASR systems on mobile intel-
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ligent platforms must work well in application scenarios such as busy streets, super-
markets, train stations, in the car, at a cocktail party etc. 

The paper gives an analysis of the robustness of traditional ASR features in noise 
environments when used in a Macedonian ASR system. The features taken under 
consideration are the Linear Prediction Cepstral Coefficients (LPCCs), Mel-
Frequency Cepstral Coefficients (MFCCs), and Perceptual Linear Prediction Coeffi-
cients (PLPs). The ASR system is speaker based, with a small vocabulary of 36 
words, [4]. It is designed as a prototype for a more advanced voice dialing ASR sys-
tem to be built for Macedonian. The noise robustness of the considered features was 
tested using 5 types of noise: white, pink, babble, in-car and traffic noise. The accura-
cy of the ASR system was used to assess the noise robustness of the different features. 

2 ASR System 

The ASR system used for the analysis is a prototype system built for a voice dialing 
application in Macedonian. It is speaker-dependent, with a small-vocabulary of 36 
words containing commands, names, and digits. The back-end of the system is based 
on context-dependent triphone HMMs with single-mixture GMMs. The recognition is 
carried through using a Viterbi based token-passing algorithm. The system was de-
veloped using Cambridge University’s HMM toolkit – HTK, [5]. 

The database used for training the HMMs and used for evaluating the system’s per-
formance comprises 500 utterances with a total of 2010 words and a total recording 
length of more than 20 minutes. Table 1 gives the spread of the recorded material into 
training and test sets, at a 62:38 ratio. The test set, numbering 760 words allows for a 
measure of the ASR system’s performance within 0.13%. The system uses a simple 
task grammar in which every user demand starts with a command word that can be 
optionally followed by a number or a name.  

Table 1. Spread of the recorded material used in the ASR system’s database 

 Training set Test set Total 

Utterances 380 120 500 
Words per  
utterance 3 6 4 

Words total 1250 760 2010 

Duration 12:57 05:55 18:52 

3 Features Used 

Three types of features were taken into consideration for this analysis: Linear Predic-
tion Cepstral Coefficients (LPCCs), Mel-Frequency Cepstral Coefficients (MFCCs), 
and Perceptual Linear Prediction Coefficients (PLPCs).  

Developed in the 1960’s in ASR research, the Linear Predictive Coding (LPC) 
analysis technique grew to be a common frontend choice for many ASR systems of 
the time. LPC analysis is based on the powerful source-filter model of the speech 
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production process, [3]. LPC provides good modeling of the spectral content of the 
speech signal, especially for quasi steady state voiced regions of speech, it gives a 
reasonable source – vocal tract separation, it is analytically tractable, with a low com-
putational cost, and finally it has been shown to work well in ASR applications, [3]. 
Because of this LPC has been extensively used in ASR system frontends. In the anal-
ysis 12 LPCCs were extracted using recursion from the parameters of the LP filter of 
order 14. 

The Mel-Frequency Cepstral Coefficients (MFCCs) are a prevalent choice in to-
day’s ASR systems. MFCCs are based on Mel frequency scale power cepstrum analy-
sis, [6]. In the analysis the amplitude spectrum of the signal was extracted using the 
Fast Fourier Transform (FFT) and is processed through a bank of 26 triangular filters 
equidistant on the Mel-scale. 12 Cepstral Coefficients were then obtained using the 
Discrete Cosine Transform (DCT) from the log filterbank amplitudes. 

One extension to the LPC model analysis, which brings it closer to the human au-
ditory model, is the method of Perceptual Linear Predictive (PLP) analysis, [7]. PLP 
uses concepts from the psychophysics of hearing to derive an estimate of the auditory 
spectrum. It models well human hearing and gives superior results to both LPC and 
MFCC, especially in noisy environments, [8]. In the analysis the Mel filterbank 
coefficients were weighted with an equal-loudness curve and then compressed apply-
ing the cubic root. 12 Cepstral Coefficients were then extracted from LP parameters 
estimated from this auditory spectrum. 

For all of the features extracted the speech was windowed with a Hamming win-
dow of 25 ms at 10 ms steps and frames were pre-emphasized using a first order dif-
ference with a coefficient of 0.97. Also re-scaling of the coefficients was carried 
through with a lifter of length 22. For all feature vectors energy coefficients and first 
and second order derivatives were calculated. 

4 Adding Noise 

The noise robustness of the presented features was assessed adding 5 types of noise to 
the test set recordings. These were white, pink, babble, in-car, and city traffic noise. 
The first four were provided by Institute for Perception-TNO, the Netherlands, and 
have duration of 4 minutes each. The last was obtained from SoundBible and has 
duration of 12 seconds. Fig. 1 shows the spectra of the five types of noise used in the 
analysis. Noise was added from these recordings by selecting a random part with the 
appropriate duration. The level of the noise was processed according to the level of 
the recording from the test set it’s been added to before addition. Thus the 6 types of 
noise were added at 5 different signal-to-noise ratios (SNRs) that together with the 
clean recordings resulted in 31 different versions of the test set for assessing the noise 
robustness of the traditional feature sets. 
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Fig. 1. Spectra of the five types of noise used in the analysis (top to bottom): white, pink, bab-

ble, in-car, city traffic 

5 Results 

The three presented features were used in the front-end of the ASR system and its 
performance was assessed for each of the noise types for each of the SNRs, as well as 
the clean test set. The performance was taken as the ASR system’s accuracy at the 
word level calculated using Eq. 1, where N is the total number of words, D is the 
number of deletions, S is the number of substitutions and I is the number of insertions. 

 
100%

N D S I
Acc

N

− − −
= ⋅

   (1) 

Table 2 gives a spread of the results obtained for the system’s accuracy for the var-
ious noise types and SNRs. Figs. 2 and 3 give plots of the system performance in 
respect to the noise type and features used. All of the plots show SNR on the x-axis 
and system accuracy on the y-axis. 
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Table 2. ASR system accuracy in respect to type of noise and SNR for the 3 different feature 
sets 

SNR LPC MFCC PLP LPC MFCC PLP LPC MFCC PLP

-5 17,76% 4,87% 6,97% 15,26% 13,16% 18,29% 11,18% 8,16% 28,95%
0 16,71% 4,87% 35,53% 23,55% 37,76% 65,39% 29,87% 25,39% 65,26%
5 17,76% 6,58% 65,79% 53,16% 59,08% 93,68% 70,13% 69,47% 93,55%
10 53,03% 36,05% 92,50% 81,05% 78,42% 98,55% 90,66% 84,61% 98,68%
15 81,18% 84,61% 98,16% 95,13% 91,84% 99,74% 95,79% 95,79% 100,00%
20 94,08% 96,71% 100,00% 97,24% 97,50% 100,00% 97,24% 98,95% 100,00%

clean 97,24% 98,95% 100,00% 97,24% 98,95% 100,00% 97,24% 98,95% 100,00%

-5 18,29% 5,13% 14,21% 47,11% 95,00% 100,00%
0 16,45% 5,26% 40,26% 62,63% 98,68% 100,00%
5 49,34% 20,66% 73,29% 75,79% 98,95% 100,00%
10 88,42% 84,47% 95,92% 92,50% 99,08% 100,00%
15 94,61% 97,24% 99,34% 96,45% 98,95% 100,00%
20 97,37% 98,29% 100,00% 96,97% 98,95% 100,00%

clean 97,24% 98,95% 100,00% 97,24% 98,95% 100,00%

white babble in-car

pink traffic
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Fig. 2. ASR system accuracy in respect to noise type for the three different feature sets 
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Fig. 3. ASR system accuracy in respect to the feature set for the 5 different types of noise  

Table 2 and Figs. 2 -3 clearly show that PLPCs fare better in noise than MFCCs and 
LPCCs, granted by their added complexity. Also MFCCs surpass LPCCs in general, 
while LPCCs can be seen to outperform MFCCs in white and pink noise at lower 
SNRs. All of the features are more susceptible to white noise, than pink, than babble 
and traffic. On the other hand, in-car noise does little to hinder MFCC and PLPC 
performance. 
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6 Conclusion 

From the presented results it can readily be concluded that from the three analyzed 
feature sets, PLPCs are more robust to noise than MFCCs and LPCCs. Thus if their 
added complexity can be handled by the computational power of the ASR system’s 
target deployment hardware, then they are a clear choice to be made. They will be the 
features of choice for the final implementation of our ASR system. 
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Abstract. Speech and many other acoustic signals show a hierarchi-
cal structure which has to be considered if systems for speech and audio
processing are developed. Because systems for speech recognition and for
speech synthesis follow the same hierarchy, a unified approach (UASR)
was proposed in the year 2000, which was implemented during the follow-
ing decade. The general application of Finite State Transducers (FST)
results in a very efficient technology at all symbolic levels of the hierarchy.
UASR proved to be successful not only for speech processing but also for
many applications to other biological, technical, or musical signals, resp.
At the same time, the idea of cognitive dynamic systems became popu-
lar mainly due to the work of S. Haykin. It is very promising to expand
the UASR system to a hierarchical cognitive dynamic system, combining
the hierarchical structure of UASR with the approach of cognitive sys-
tems, which is mainly elaborated for the so-called cognitive radio so far.
The target system, the structure of which was defined now, will perform
intelligent processing of speech and other signals.

Keywords: intelligent signal processing, hierarchical systems, cognitive
systems, acoustic pattern recognition, audio processing

1 Introduction

Speech processing systems are basing on two basic principles which were formu-
lated, e. g., in one of the fundamental papers on speech recognition [1]: “The
first fundamental hypothesis is based on consistent evidence [. . . ] indicating that
the primary information-bearing attitude of the speech signal is the temporal
variation of the short duration amplitude spectrum. [. . . ] The second founda-
tional rule, which is borne out by the results of [. . . ] psychophysical experiments
[. . . ], asserts that speech is a composite signal, hierarchically organized so that
simpler patterns at one level are combined in a well-defined manner to form
more complex patterns at the succeeding level. [. . . ] The structures at each level
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of the hierarchy serve to constrain the ways in which the individual patterns
associated with that level can be combined.”

The growing success of statistical approaches in speech technology during
the 1990-th resulted in a convergence of speech recognition and speech synthe-
sis which had developed hitherto in separate ways. This was mainly due to the
necessity of large databases or knowledge sources in both branches. This devel-
opment had been predicted, e. g., in a classical textbook [2]: “Advanced systems
both for synthesis and for recognition need the same speech knowledge, and there
is considerable advantage for the two applications to be studied together. [. . . ] I
predict that the most significant progress in the more advanced forms of speech
synthesis and recognition will in future come from research teams with a strong
interest in both problems.” The development of the so-called HMM synthesis
was the most important result of this generalized sight.

Both approaches, which have been addressed by the citations above, the hier-
archical as well as the analysis-synthesis concept, have been united in our UASR
(Unified Approach for Speech Synthesis and Recognition) which was initiated as
a long-term project in the year 2000 [3]. The following is an extended abstract
of an overview of our work through the last decade, which is mainly intended to
provide a commented collection of references to the original work.

2 The UASR System

The implementation of the aforementioned ideas resulted in a system which was
composed from three components, each of which offering a hierarchical structure:

– the analysis (or recognition) branch with information flowing bottom-up,

– the synthesis branch with information flowing top-down,

– a set of databases, one for each hierarchy level, which are accessed by the
analysis as well as the synthesis component of the respective level.

The first implementation included the feature, phonetic, lexical, and syntactic
levels. It was described in [4], [5], and [6].

The algorithmic design of the processing elements at the “symbolic” hierarchy
levels proved to be a challenge. UASR is a big software systems, and it was
necessary to look for a method to design the components in an uniform and
economic way. The application of finite state transducers which were introduced
in the speech technology some years before by M Mohri [7], turned out as the
most efficient way. After a general redesign, UASR is now implemented in FST
technology completely [8].

We want to stress that UASR is not only a powerful experimental plat-
form. Additionally, we implemented an embedded version in cooperation with
the Fraunhofer society for speech control applications [9] [10]. The recent version
works basing on an FPGA, but a special processor will be the final goal.
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3 Useful Non-speech Applications

There are many applications of pattern recognition algorithms to acoustical and
other signals from the real world. In the past, numerical pattern recognition
methods proved to be sufficient for solving those tasks. Structural pattern recog-
nition was essentially restricted to applications with speech signals. This situa-
tion changed around the year 2000 when the performance of classical approaches
was not satisfactory for new tasks in non-destructive testing and other branches.
Using UASR, we were able to demonstrate in may cases that structural methods
are able to introduce much progress to different classes of signals. We mention
some examples as follows:

– Non-destructive testing. This was the dominant application area, sup-
ported by a cooperation with the Fraunhofer society. The results are sum-
marized in [11], [12], and the thesis [13].

– State monitoring of machines. This tasks is similar to the aforemen-
tioned, but does not require a sharp decision. Instead, the degree of mem-
bership to the one and only defined class has to be calculated. Different
projects which were performed are summarized in [14].

– Biological signals. From different examples, we want to mention here the
measurement of the blood pressure under real conditions (i. e., a moving test
person), because this was a real challenging task [15].

– Musical instruments. This is a specific version of non-destructive testing
which we are dealing with since many years in cooperation with the indus-
try [16]. Among other results, we have shown that it is possible to identify
specific instruments by structural methods [17] [18].

– Musical signals. The investigation of musical signals is useful for a number
of applications in music retrieving, measuring similarities between musical
works, etc. [19]. Additionally, speech research may benefit from this because
basic findings about rhythm may be transferred to speech signals, which is
an very actual problem in prosody research [20].

A more complete overview is given in [21] and [8].

4 Towards Cognitive Systems

Some years ago, S.Haykin coined the term “cognitive dynamic systems” for sys-
tems which show a purposeful behavior like human beings [22]. They are able to
develop an internal model of their environment and, basing on this, to influence
their environment actively. Surprisingly, elaborated applications of this theory
are existing not only in the traditional fields of artificial intelligence (including
speech technology), but mainly in “cognitive signal processing systems” like the
cognitive radar and the cognitive radio [23].

Systems like cognitive radio are not really hierarchical (although the appli-
cation of the well-known OSI model introduces a hierarchy). Therefore there is
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4 Rüdiger Hoffmann and Matthias Wolff

much similarity between non-hierarchic cognitive systems and the classical the-
ory of automatic control. Haykin points out, however, that cognitive systems
in biology are organized in a hierarchical way, demonstrating it with a promi-
nent example from [24]. The block diagram of an hierarchical perception-action
system of this kind is very similar to that of UASR.

Special attention has to be directed to the interaction between the levels of
the hierarchy. Although the information flow of the analysis branch is bottom-
up, and of the synthesis branch top-down, the performance will be improved
by bidirectional interaction. The cortical algorithm which was originally devel-
oped for modeling the visual cortex [25], seems to be very promising for the
implementation in UASR [26] [27].

5 Conclusion

Basing on the ideas discussed above, UASR offers some potential directions for
further development, as follows:

– The success of applying UASR to many non-speech problems resulted in
the idea to generalize the hierarchical analysis-synthesis systems towards an
intelligent system for hierarchical signal processing. It is discussed in detail
in [8] and as an overview in [28].

– The step from the existing UASR towards a real “cognitive” system will be
done by adding a cognitive backend at the top of the speech-related hierar-
chy. This could be performed in various ways, e. g. by adding a translation
component like in the former Verbmobil system [29]. We decided to follow a
solution which was proposed in [30], aiming to a dialogue controller. For a
flowgraph of the extended UASR, cf. [8] or [31]. It is a challenge to demon-
strate that the uniform application of FST technology (maybe generalized
to a theory of Petri net transducers) can be extended to the semantic com-
ponents also [32].

– The principle of “analysis by synthesis” (AbS), which plays an essential
role in the development of speech technology, was successfully applied in
introducing new approaches for the parametric speech synthesis (so-called
HMM synthesis [33] [34]). We expect some progress in the personalization
of speech technology by applying this principle to deeper studies of human
prosody [35].
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Abstract. Computer-assisted pronunciation tutoring (CAPT) methods
have been well-established in research and education. Common system
approaches include the phonetic quality assessment, highlight problem-
atic sections in the speech signal and usually rely on automatic speech
recognition (ASR) regarding the target language L2. The contribution
deals with the audiovisual CAPT system AzAR. An extensive feedback
mechanism and several speech databases for Slavonic learners of Ger-
man were developed. Currently, AzAR is adapted for Chinese Learners
of German and for learners of the Basque language. This extended ab-
stract summarizes some experiences of the multilingual experiments and
system tests – focusing on phonetic and prosodic assessment aspects.

Keywords: Pronunciation tutoring (CAPT), Slavonic languages, Man-
darin Chinese, German, Basque

1 Slavonic-German Transfers in Pronunciation Tutoring

The speech data collection and the adaptation of automatic speech recognition
(ASR) algorithms are essential tasks for the development of pronunciation tutor-
ing (CAPT) systems. The system ”Automat for Accent Reduction (AzAR)” [1]
was originally designed for the pronunciation tutoring of learners with a native
language L1 from the Slavonic language group and for the target language L2
German. Within the cooperation project Euronounce [2], the concept was ex-
tended to the Slavonic target languages Polish, Slovak, Czech and Russian. The
Euronounce database includes special lessons for phonetic peculiarities but also
sentences to evaluate the prosodic aspects. It contains 130 speakers and about
200 hours of speech. In further steps, the Euronounce concept was also tested
for Mandarin Chinese learners of German (as L2 and L3) and learners of the
Basque language with different mother tongues. Preliminary results with focus
on phonetic and prosodic aspects are summarized in the following sections.

2 Cross-lingual effects in Chinese learners of German

In this section, some experiences from the AzAR adaptation for Chinese Learners
of German [3–5] are reported.
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2.1 Analysis of phonetic and prosodic deviations

With acoustic and perceptual investigations, it was found that various segmental
and intonational deviations contribute to difficulties in oral communication:

– Inaccurate production of those German vowels and consonants which are
nonexistent in Chinese,

– Incorrect placement of tonal categories and wrong phonetic realization of a
phonological category.

Chinese learners usually employ different strategies, such as epenthesis, dele-
tion and modification to deal with unfamiliar sounds because Chinese syllables
usually end with vowels, and the learners usually add a schwa /@/ after the
consonant final. In a comparative analysis of German produced by Russian and
Chinese learners, it was obvious that epenthesis occurs more frequently among
Chinese learners than Russian learners [4].

With the visual-audio feedback information and after many times of trial and
error, the learners became conscious of their pronunciation mistakes, and could
make correspondent corrections. Chinese is a tone language, Chinese speakers
thus raise or lower their pitches to express different lexical meanings instead of
different linguistic purposes in intonation languages like German and English.
The f0 deviations in Chinese speakers of German have been investigated in [3].

The visualization of intonation curve is proved to be particularly effective
in the acquisition of L2 intonation. Automatic pitch tracking algorithm, how-
ever, usually displays many small pitch changes that make the learners confused
about the sentence intonation, and moreover some small changes are linguisti-
cally unimportant.

2.2 Preliminary results

It proves possible for Chinese learners of German language to imitate standard
pronunciations successfully. However, a faithful imitation of isolated words or
sentences with visual aids can not guarantee a good pronunciation in ordinary
speech. The articulatory constraints will still dominate for many students in nor-
mal speech without any audiovisual aids. The tutoring system should also guide
the learners step by step from a successful imitation to an accurate production
in free continuous speech. Therefore the next research interest will be focused on
continuous and normal speech, which is the ultimate goal of language teaching.

3 Basque language as example of a new learning target

In the following section, the peculiarities of the target language L2 Basque are
discussed – basing on the contributions [6, 7].
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3.1 Language peculiarities

Basque is an isolated language which does not belong to the Indo-European
language group, as one would expect from its geographical location [8]. It has
two major languages as neighbors, Spanish and French, and the influence of
these languages on Basque is noticeable, especially on people who are learning
Basque as L2. Moreover, the fact that the Academy of the Basque Language has
not made any decision about standard Basque intonation or prosody yet, may
confuse new students regarding their reference in phrase accent and intonation.

Considering the importance of prosody acquisition in Basque, a supraseg-
mental analysis part has been added to database and CAPT system which will
be useful for future developments. In the suprasegmental part, word level and
sentence level intonation have been taken into consideration – concerning the
segmental part, some phonetic and some phonological features:

– Phonetic features: phonemes that do not exist in the neighbor languages, as
the /ts‘/ [9], the differentiation between the six sibilants of Basque and the
vocalic system.

– Phonological features: the palatalization process in the context /ilV/ and
/inV/ (V refers to a vowel), and the unvoicing process caused by the negative
particle ez in the first phoneme of the next word.

A baseline Basque curriculum was designed, and a 16 kHz/16 bit PCM speech
database was recorded from a Basque native speaker. The segmental part of the
database consists of 125 sentences and 60 word pairs. The suprasegmental part
contains 20 isolated words and 50 sentences.

3.2 Phonetic assessment

The ASR baseline system for the segmental part involves an HMM-based phoneme
verification system in forced alignment mode, using GOP (Goodness Of Pro-
nunciation) score as confidence measure. It was trained using a Basque studio
database which contains recordings from native and non-native speakers, as well
as dialectal and standard Basque data.

Measuring the general performance of the ASR system for the reference voice,
it was concluded that the algorithm was not able to discern properly between
sibilants. The explanation of this fact is that there are Basque speakers of differ-
ent skill levels in the training database and so wrongly pronounced utterances
were used to train the HMMs of phonemes that do not exist in Spanish. Later,
a new data set was trained using only the native speakers, so that more robust
decisions were obtained.

3.3 Prosodic assessment

For the suprasegmental part, a simple but efficient approach for the prosodic
assessment was tested by directly calculating the RMSE between the realized
and the reference f0 curve. For that purpose, a test corpus was recorded with
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speakers whose mother tongue is different. They were asked to read some Basque
sentences where prosodic segments were indicated, and the meaning of each part
was translated to them – to force the application of their native intonation to
the Basque sentence.
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Abstract. Musical genres are categorical labels created by humans to
characterize pieces of music. Although music genres are inexact and can
often be quite arbitrary and controversial, it is believed that certain
song characteristics like instrumentation, rhythmic structure, and har-
monic content of the music are related to the genre. In this paper, the
task of automatic music genre classification is explored. Multiple fea-
tures based on timbral texture, rhythmic content and pitch content are
extracted from a single music piece and used to train different classifiers
for genre prediction. The experiments were performed using features ex-
tracted from one or two 30 second segments from each song. For the
classification, two different architectures flat and hierarchical classifi-
cation and three different classifiers (kNN, MLP and SVM) were tried.
The experiments were performed on the full feature set (316 features)
and on a PCA reduced feature set. The testing speed of the classifiers was
also measured.The experiments carried out on a large dataset contain-
ing more than 1700 music samples from ten different music genres have
shown accuracy of 69.1% for the flat classification architecture (utilizing
one against all SVM based classifiers). The accuracy obtained using the
hierarchical classification architecture was slightly lower 68.8%, but four
times faster than the flat architecture.

Keywords: music, genre, classification, flat, hierarchical

1 Introduction

A music genre is a conventional category that identifies pieces of music as parts
of a set of rules and conventions.Although the artistic nature of music means
that these classifications are often arbitrary and controversial, and some gen-
res may overlap, this human made labels help people to better organize their
music collections, based on their individual music perception and cognition,
choose the music radio station to listen to, and plays important role in elec-
tronic music distribution.Music can be divided into different genres in several
ways. There are many music genres,such as classical, rock, pop, disco, etc. The
music genre, because of its flexibility, is constantly exposed to changes and as
result many fused genres are produced that creates a genre classification hi-
erarchy. It is determined that many of the elements that belong to an audio
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signal can be used as features that are needed for music classification. These
features include the spectral characteristics of the audio signal, timbre, pitch,
tempo, energy distribution, rhythm or other content[1][2][3][4]. The majority of
the research projects are focused exactly on providing better methods for fea-
ture extraction[4][5][6]. Though the concept of musical genre might not be well
defined, recent approaches that use audio feature extraction combined with ma-
chine learning techniques have achieved promising results[1][2][6][7]. Nowadays,
the digital music databases, mostly located on the Web, become more popular
both for professional and private purposes. The need for automatic organization
and classification increases every day. Manual or even semi-automated annota-
tion of each music file is impractical, expensive and time consuming approach.
This problem inspires the computer scientist and researches, together with the
music workers, to work on a solution. The automatic music genre classification
is a big challenge for many scientists and researchers. Different classification
techniques for automatic music genre classification, such as Support Vector Ma-
chines (SVM)[1][2][7][8], Artificial Neural Networks (ANN)[6][9], Hidden Markov
Models (HMMs)[10] and Gaussian Mixture Models (GMMs)[11] have been used
by different researches. Marsyas (Music Analysis, Retrieval and Synthesis for
Audio Signals)[12][13] as a framework for audio processing and speech analysis
with specific emphasis on music information retrieval applications was used for
the task of feature extraction in our research.

In this paper, we address the problem of automatic music genre classifica-
tion in ten different genres. More specifically, three different sets of features
represented by timbral texture, rhythmic content and pitch content are used for
classifying ten different music genres.Two classification architectures (flat and
hierarchical) are experimentally evaluated,using three different types of base clas-
sifiers: SVM [8], Multilayer Perceptron (MLP) [14] and k - Nearest Neighbours
(kNN) [15].

Section 2 presents the feature extraction process and the features used in
our experiments. Section 3 describes the datasets used in the experiments and
the experimental setup. The experimental results are presented and discussed in
Section 4. Finally, the conclusions are given in Section 5.

2 Feature Extraction and Datasets

2.1 Feature Extraction

The main focus of our research is the classification methods and techniques for
music genre classification and not the feature extraction. As mentioned in the
previous section, the feature extraction was performed using the MARSYAS 3

tool. Two different types of features were extracted. The first set consists of
31 timbral texture features extracted from each music sample including: time-
domain Zero-Crossings (1), SpectralCentroid (1), Rolloff (1), Flux (1), Chroma
(14) and Mel-FrequencyCepstralCoefficients MFCC (13) over a texture window

3 http://marsyas.info/
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Automatic Music Classification into Genres 3

of 1 sec. The second set consists of 48 Spectral features: SpectralFlatnessMea-
sure (24) and SpectralCrestFactor (24). Each feature extracted by MARSYAS is
represented by 4 separate values,so the actual length of the feature vector is four
times the number of features. Each music sample is represented by 79 features
each represented by 4 values.

2.2 Datasets

In the paper we concentrate on analyzing the performance of different classifi-
cation techniques for the problem of automatic music genre classification. Our
goal was to classify music files in wav format according to their genre. We used
the same ten music genres, used by Tzanetakiset al. [1][2]. The selected genres
include: Blues, Classical, Country, Disco, Hip-Hop, Jazz, Metal, Pop, Reggae
and Rock. 2760 music songs (23 hours of audio data) were collected and used in
the experiments. All songs were stored as 22.5 kHz mono, 352 kbps wave files.
For splitting the song wave files before the feature extraction WavSplit 1.2.1 for
Linux [16] was used.

Three different datasets were used in this analysis. All three datasets are
composed of 1000 instances for training and 1760 instances for testing. The
exact distribution of the training and testing instances regarding the genres are
shown in Table 1.

Table 1. The distribution of the training and testing instances regarding the genres

Blues Classical Country Disco Hip-Hop Jazz Metal Pop Reggae Rock

Training 100 100 100 100 100 100 100 100 100 100
Testing 167 94 101 159 240 139 150 179 131 400
Total 267 194 201 259 340 239 250 279 231 400

Each instance from the first dataset is represented by 30 second segment
(between the 30th and 60th second) of the actual music song,referred as mu-
sic sample. Each music sample was described by timbral texture features (124
features)and spectral features (192 features) mentioned in the previous section,
which results with 316 features in total per sample.This data set is denoted as
one sample features data set. Unlike the first dataset, in the second dataset,each
song was represented by two music samples (both 30 seconds), the first begin-
ning at the 30% of the duration of the song and the second at 60% of songs
duration. Features (timbral texture and spectral) are extracted separately from
each sample of the song and then the resulting features are concatenated in a
single feature vector representing that instance. We denote the second data set
as two sample features data set. In order to reduce the length of the feature
vector obtained by concatenating the features from the two parts of the song as
discussed before, in the third dataset we performed the PCA (Principal Compo-
nent Analysis) feature selection method [17][18]. In this manner, the length of
an instance in the third dataset was reduced from 612 features to 151 features.
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4 Madjarov et. al

3 Experimental Setup and Results

3.1 Experimental Setup

The comparison of the classification methods (SVMs Support Vector Machines,
MLP Multilayer Perceptron and kNN k Nearest Neighbours) was performed
using their implementations in Weka [19]. For training the SVMs, we used the
SMO implementation. In particular, we used SVMs with a radial basis kernel.
The kernel parameter gamma and the penalty C, for each combination of dataset
and method, were determined by 10-fold cross validation using only the training
set. The values 2−15, 2−13, , 21, 23 were considered for gamma and 2−5, 2−3,
,213, 215 for the penalty C. The number of neighbours in the kNN method for
each dataset was determined from the values 1 to 9 with step 2. The Neural
Networks are represented by MLP with 25 neurons in the hidden layer and value
for the validation threshold of 10. After determining the best parameters values
for each method on every dataset by 10-fold cross validation, the classifiers were
trained using all available training examples and were evaluated by recognizing
all test examples from the corresponding dataset. Two different architectures
(flat and hierarchical) are considered and explored in our work. The following
subsections include the brief description and the results obtained from each
classifying architectures.

3.2 Experimental Results

Flat Classification The flat classification addresses the problems where the
predefined classes are separately treated and there is no structure defining the
relationships among them (or that structure is not considered even if it exists).
According to this,we do not take into account the possible relationships between
the classes for the purpose of the flat classification.

The 10-genre classification is performed by classifying the music samples in
their appropriate genre, using the classifiers mentioned previously. One perfor-
mance evaluation measure (accuracy)and the testing time measured in seconds
were used to estimate the performance of the different classifiers.

Table 2 shows the results of the three classifiers on the first and the second
dataset. One instance from the first dataset was represented by only one music
sample per song, described by 316 features, while an instance from the second
dataset was represented by two music samples per song, described by 316 features
each.The first column of the table describes the classification genres. The other
columns show the accuracy of the classifiers per genre. The first group of three
columns shows the performance obtained on the first dataset, while the second
group of three columns shows the performance obtained on the second dataset.
The last two rows present the overall accuracy of the classifiers per dataset and
the testing times accordingly.The best prediction results are achieved by SVM
for both datasets.The MLP classifier showed similar performance results, but
its testing time is about two times longer than the SVM classifier for the first
dataset and 1.8 times longer for the second dataset. For some particular genres
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Automatic Music Classification into Genres 5

MLP is even more accurate than the SVM. This is the case for the half of the
genres for the first dataset and 4 out of 10 genres for the second dataset. Blues
is the genre that decreases the overall accuracy of the MLP. The KNN classifier,
compared to the SVM and MLP, provides lower accuracy for almost every genre.

Table 2. Classification accuracy comparison between different classifiers (accuracy in
%)

One sample features Two sample features
SVM KNN MLP SVM KNN MLP

Blues 50.90 33.53 36.53 43.11 32.34 35.93
Classical 91.49 80.85 88.30 91.49 82.98 86.17
Country 64.36 67.33 70.30 70.30 68.32 70.30
Disco 64.15 62.89 60.38 62.89 64.78 64.78
Hip-Hop 84.58 79.58 84.58 89.58 81.25 85.42
Jazz 70.50 48.92 72.66 80.58 49.64 71.22
Metal 82.00 75.33 84.67 87.33 82.00 88.67
Pop 32.40 22.35 36.31 32.40 24.02 29.05
Reggae 67.18 66.41 70.23 63.36 68.70 70.99
Rock 68.50 44.50 66.50 72.00 40.00 70.75

Accuracy(%) 67.16 55.51 66.19 69.09 55.91 67.05

Time(s) 34 29 63 79 62 151

Table 3 shows more detailed information about the musical genre classi-
fier performance in the form of a confusion matrix. In a confusion matrix, the
columns correspond to the actual genre and the rows to the predicted genre.The
relative distribution of the values in the confusion matrix for the two other clas-
sifiers is very similar. These matrices show that Classical music instances are
classified with the highest accuracy. On the other hand, Blues, Pop and Rock
happen to be the genres that are most often confused with the others. For ex-
ample, Blues is often mixed with Country, Rock and Pop music. Pop is mixed
with Disco, Rock and Country music and etc.

Table 4 shows the confusion matrix for the second dataset. It can be no-
ticed that the number of correctly classified instances increased, especially in
Jazz, Rock and Hip-Hop genres. This led to improving the overall percentage
of correctly classified instances using all classifiers, SVM being the best with
classification accuracy of 69.1%.

For the third dataset (where PCA dimensionality reduction was performed),
only the performance of the SVM classifier was measured. As we expected, the
testing time of the classifier was shortened, while the accuracy slightly decreased.
In particular, classifying the whole test set required 25 seconds, and the obtained
accuracy was 65.75%.

Hierarchical Approach to Music Genre Classification Hierarchical clas-
sification refers to assigning samples to a suitable class from a hierarchical class
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6 Madjarov et. al

Table 3. Music genre confusion matrix using SVM classifier on test dataset

Blues Classical Country Disco Hip-Hop Jazz Metal Pop Reggae Rock

Blues 85 2 18 13 0 9 2 15 5 17
Classical 5 86 1 1 0 1 0 0 0 0
Country 25 1 65 1 0 2 0 1 2 4
Disco 4 0 9 102 5 3 0 27 0 9
Hip-Hop 1 0 4 12 203 3 1 15 0 1
Jazz 11 9 0 5 1 98 12 0 0 3
Metal 3 5 1 1 0 3 123 3 0 11
Pop 20 2 23 34 6 3 5 58 1 27
Reggae 11 0 6 14 1 3 1 2 88 5
Rock 12 9 23 49 1 3 19 10 1 274

Table 4. Music genre confusion matrix using concatenated features from two samples

Blues Classical Country Disco Hip-Hop Jazz Metal Pop Reggae Rock

Blues 72 0 23 11 0 17 3 16 2 22
Classical 1 86 1 2 0 2 0 0 0 2
Country 16 1 71 4 1 4 0 1 1 2
Disco 6 0 7 100 8 4 2 25 0 7
Hip-Hop 1 0 0 6 215 4 0 11 0 3
Jazz 11 1 1 2 1 112 9 0 1 1
Metal 3 3 1 1 0 2 131 1 0 8
Pop 23 3 34 27 9 3 2 58 1 19
Reggae 8 0 2 21 5 3 0 3 83 6
Rock 18 2 29 32 0 6 19 7 0 288

space [8]. By utilizing the previously defined hierarchical architecture,the clas-
sification problem can be decomposed into a smaller set of problems. In this
approach the classification is accomplished with the cooperation of classifiers
built at each level of the tree.One of the obvious problems with the top-down
approach is that a misclassification at a parent class may force a sample to be
misrouted before it can be classified into the correct child classes.

In many classification experiments, the hierarchical approach can lead to
better results in the multi-class classification process. Fig. 1 shows the 2-level
hierarchy that we considered in the experiments. Each test instance is passed
through the hierarchical architecture of classifiers resulting in an instance clas-
sified in one of the 10 music genres.

The first level of the hierarchy consists of 4 nodes illustrating the most dis-
tinctive groups of music genres, based on the confusion matrices obtained from
the flat classification. Classical music, as the most distinctive genre in flat clas-
sification, represents one node in the hierarchy. The other three nodes contain
groups of genres that are similar to each other and often mutually misclassified
by the classifiers. Hierarchical classification architectures of the three different
classifiers discussed previously were trained and applied to the music genre clas-
sification problem.

628          ICT Innovations 2012 Web Proceedings ISSN 1857-7288

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012

Hristina
Rectangle



Automatic Music Classification into Genres 7

 

Fig. 1. 2-level music genre hierarchy

For the hierarchical architecture we present only the results of the best clas-
sifier. Table 5 shows the results at the 1st and 2nd level obtained by the hierarchy
of SVM classifiers. It can be seen that the overall accuracy is slightly lower (only
0.2%) compared to the flat classification, but the testing time is significantly im-
proved (more than four times). It can also be noted that for particular genres as
Classical, Rock and Pop the accuracy is improved, especially for the experiments
where concatenated features are used.

Table 5. Results from the hierarchy provided by the SVM classifier (accuracy in %)

1st level 2nd level
One sample

features
Two sample

features
One sample

features
Two sample

features

Classical 87.23 92.55 87.23 92.55

Blues
76.17 75.18

43.11 41.32
Country 60.40 63.37
Jazz 64.75 74.10

Disco

86.26 87.73

60.38 61.64
Metal 83.33 88.67
Pop 31.84 35.75
Rock 71.00 73.50

Hip-Hop
81.67 82.21

86.25 88.33
Reggae 70.23 66.41

Accuracy(%) 83.01 83.92 66.25 68.81

Time(s) 7 15 9 19

4 Conclusions and Future Work

In this paper, we address the problem of automatic music genre classifica-
tion.Three different sets of features represented by timbral texture, rhythmic
content and pitch content were used for classifying ten different music genres.
Two classification architectures (flat and hierarchical) were evaluated experimen-
tally, using three different types of base classifiers: SVM, Multilayer Perceptron
and k Nearest Neighbours.

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 629

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012

Hristina
Rectangle



8 Madjarov et. al

SVM one-versus-all showed the best predictive performance comparing to
the kNN and MLP classifiers. The SVM classifier showed predictive accuracy of
67.16% for the case where single 30 second music segment per song was used
to build the model. The performance increased for additional 2% when features
extracted from two 30 second segments from each song were used, but this also
slowed down the prediction by more than 2 times.

On the other hand, the hierarchical approach, that was justified based on the
similarities between the musical genres associated with the rhythm, harmony and
pitch, showed significant improvements in the testing time comparing to the flat
classification approach(more than four times), while showing only slightly lower
(0.2%) predictive accuracy.

Future work will involve further analysis of the feature space, genre group
dependent selective extraction and combination of different types of features on
the second level of the classification hierarchy,examination of alternative clas-
sification schemes, and incorporation of more audio classes.We will also try to
transform this problem into multi-label one and solve it by commonly used
multi-label classification techniques.
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Abstract. In this paper are presented all of the technologies used for research at 
the Institute for Advanced Composites and Robotics (IACR). Focus is put on 
the automated fiber placement (AFP) technology and the equipment used to 
perform this technology. Analysis presented, refer to possible mistakes in the 
final product, composite part intended to be a primary structure of an airplane, 
due to the inability to know the influence of the compacting roller, or the cha-
racteristics of the prepreg on the occurrence of micro voids in the laminate of 
the part produced. As a response to this acknowledgement, preliminary research 
is done at IACR where ultrasonic sensor is used for nondestructive testing 
(NDT) in composite materials. This preliminary research has shown that it 
should be further inspected whether ultrasonic sensor following the compacting 
roller, could improve the impacting process and diminish the number of voids 
in the final product. 

Keywords: IACR, Mikrosam, automated fiber placement (AFP), filament 
winding (FW), prepreg making, composites, voids(pores), NDT, ultrasonic sen-
sor 

1 Introduction 

The research on which is based this paper is conducted at the Institute for Advanced 
Composites and Robotics (IACR), which is one of the very few institutes in the 
world, and only one in the region, that conducts research in this particular field. The 
institute is founded in 2009, by Mikrosam, Macedonian company which is a leader in 
the region, and among the best in the world in the composite machine industry. It is 
the only company that has developed the entire technology for producing composite 
products – prpereg making machine, filament winding machine and fiber and tape 
placement machine. As a result of this, IACR is equipped with the best composite 
technology which is an advantage that guarantees probably the most valid research in 
the field of composites. IACR offers comprehensive analysis and testing, done in 
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many of its laboratories for: software development, software engineering, motion 
control, chemical and mechanical composite research, data acquisition and process 
control, and for developing technological process of modern composites. This paper 
work is produced as a summary of the analysis made on a specific issue occurring in 
the AFP technology, which could result in a joint initiative to find an innovative solu-
tion for the voids’ occurrence problem in AFP, and could further be readapted for 
other applications. The work explained in this paper is based on more than 30 years of 
extensive experience and knowledge in the composites’ field and on analysis done on 
a daily basis by mechanical, electro-technical, software and chemical engineers who 
develop and constantly improve the upper mentioned technologies. 

2 Composite Technologies 

Composite materials due to their advantageous characteristics are becoming the mate-
rials of the future. These materials, although long ago discovered and widely used by 
high-tech industries (aerospace, automotive, marine, space), in other industries are yet 
to be discovered. Their specific characteristics strength, stiffness, and “weigh sav-
ing”[1]make them dominant over other materials and expand their application range, 
from leisure and sports to industrial complex components.  Therefore, composites 
technologies are one of the most expensive and even for engineers yet unfamiliar 
technologies. Following this perception, short overview of the core composite tech-
nologies will precede the case study in this paper. 

2.1 Prepreg Making 

Prepreg by itself is a kind of a semi-product, “combination of a matrix (or resin) and 
fiber reinforcement”[2]. Due to its good mechanical characteristics, easy processing 
and lower cost, prepreg is used in aerospace, railway, marine, energy and other indus-
tries.  

There are two main methods to make prepreg: hot melt – through which can be 
produced fabric and unidirectional (UD) prepreg, and solvent – through which can 
only be produced fabric prepreg.  

Hot melt method starts by coating the resin on a silicon paper in a thin film, and 
then impregnating it onto a fiber on the prepreg machine, under roller pressure and 
heat [3].  

In the solvent method, resin is dissolved in a solvent and dipped onto a fabric [4]. 
Later, impregnated prepreg is exposed to heating oven to decrease the solvent content 
[5]. 
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Fig. 1. Hot melt prepreg making method 

 

 

Fig. 2. Solvent prepreg making method 

P 

           Fig. 3. Prepreg line -Type PLS-250-2F       Fig. 4. Vertical impregnating machine LI 300 
(Source: Mikrosam, cases, prepreg production [6]) 
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2.2 Filament Winding (FW) 

Filament winding is a composite technology used to make high-pressure vessels 
(LPG, CNG), oxygen tanks, compressed natural gas cylinders, underwater pipes. It is 
a process in which “continuous reinforcements in a form of rovings or monofilaments 
are wound over a rotating mandrel” [7]. Winding angles and placement of reinforce-
ments are controlled by specially designed machines, and so spherical, conical, and 
geodesic shapes can be made. Cylinders made out of composite materials surpass the 
quality and cost of heavy metal cylinders. 
 

 
              Fig. 5. Schematic of the FW process       Fig. 6. Automated FW machine 

         (Source: Suong V. Hoa[8])                        (Source: Mikrosam [9]) 

2.3 Automated Fiber Placement (AFP) 

Fiber placement is a process similar to filament winding [10]. This method is able to 
fully exploit special and an-isotropic characteristics of the composite materials as a 
benefit of the freedom this production process gives to the designer.  

Automated fiber placement (AFP) is an automated composites manufacturing 
process of heating and compacting resin pre-impregnated non-metallic fibers on typi-
cally complex tooling (mandrels). The fiber usually comes in the form of what are 
referred to as "tows". A tow is typically a bundle of carbon fibers impregnated with 
epoxy resin and is approximately 3.2 mm wide by 0.1mm thick and comes on a spool. 

AFP as such contributes to high productivity, improved quality, and low cost for 
large composite structures. Through automation, the process of FP has improved in 
lowering manufacturing cost (labor, material scrap, better control)[11]. 

 

 
         Fig. 7. AFP schematic                           Fig. 8. AFP machine  

                    (Source: Salman Khan [12])                    (Source:Mikrosam [13]) 
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3 Case study: Occurrence of Voids during AFP Process 

3.1 NDT 

In advanced technology applications such as aerospace, with industrial emphasis on 
economics and safety, it is critical to use and develop robust and practical composites’ 
NDT methods. Composites’ NDT encompasses a range of modified traditional and 
new tools including ultrasonic, x-ray, acoustic emission, thermal, optical, electrical 
and a variety of hybrid methods. 

NDT stands for non-destructive testing. In other words, it is a way of testing with-
out destroying. In today's world where new materials are being developed, older ma-
terials and bonding methods are being subjected to higher pressures and loads. NDT 
ensures that materials can continue to operate to their highest capacity without failing 
below the predetermined time limits. In addition, NDT can be used to ensure the qual-
ity right from raw material stage through fabrication and processing to pre-service and 
in-service inspection [14], [15]. 

The field of Nondestructive Testing (NDT) is very broad, interdisciplinary field 
that plays critical role in assuring that structural components and systems perform 
their function in a reliable and cost effective fashion. NDT technicians and engineers 
define and implement tests that locate and characterize material conditions and flaws 
that might otherwise cause planes to crash, reactors to fail, trains to derail, pipelines to 
burst, and a variety of less visible, but equally troubling events. These tests are per-
formed in a manner that does not affect the future usefulness of the object or material. 
In other words, NDT allows parts and material to be inspected and measured without 
damaging them. Because it allows inspection without interfering with a product's final 
use, NDT provides an excellent balance between quality control and cost-
effectiveness. 

Nondestructive evaluation (NDE) is a term that is often used interchangeably with 
NDT. However, technically, NDE is used to describe measurements that are more 
quantitative in nature. For example, an NDE method would not only locate a defect, 
but it would also be used to measure something about that defect such as its size, 
shape, and orientation. NDE may be used to determine material properties, such as 
fracture toughness, formability, and other physical characteristics. 

There are many NDT techniques/methods, which are used depending on four main 
criteria: type of material, type of defect, size of defect and location of defect. There-
fore, it is important to choose the appropriate method[16]. 

Most Common NDT Methods are: 

3.2 Ultrasonic Inspection 

Visual(optical and Laser), Liquid Penetrant, 
Laser techniques, Sherography, Holography, Radiography, Ultrasonic, Magnetic, 
Infrared thermography, Acustic Emission testing, Microwave technique 

In ultrasonic testing, high-frequency sound waves are transmitted into a material to 
detect imperfections, or to locate changes in material properties. Most commonly used 
ultrasonic testing technique is pulse echo, whereby sound is introduced into a test 
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object and reflections (echoes) from internal imperfections, or part's geometrical sur-
faces, are returned to a receiver. Below is given an example of composite part. High 
frequency sound waves are introduced into a material and they are reflected back 
from surfaces or flaws. Ultrasound inspection methods are powerful tools for nonde-
structive testing and are widely used in the industry because high resolutions are poss-
ible depending on the chosen frequency (100 kHz to 40 MHz). In ultrasonic testing, 
stress waves are injected into the material or component to be examined and then, 
transmitted/reflected beams are monitored. Ultrasonic measurements can determine 
the location of a discontinuity in a part or structure by accurately measuring the time 
required for a short ultrasonic pulse generated by a transducer to travel through a 
thickness of a material,reflect from the back or the surface of the discontinuity, and be 
returned. 
 

 
Fig. 9. (Example: use of noninvasive techniques to determine the integrity of a material, com-
ponent or structure, or to quantitatively measure some specific characteristics of an object.) 

 
Ultrasonic waves are used to evaluate the condition of a material, anomalies’ ab-

sorption, or to deflect the sound waves, which are then detected as changes in the 
waves: holes, delaminations, voids; damage, debonds; resin-rich; poorareas 

Our research suggests that we use these technologies to detect defects (pores) vo-
ids, in the process of placing the fibers through AFP technology. 

3.3 Voids (Pores) 

Presence of pores in the final product is a significant mistake in the technological 
process of work. Due to the inability to know the influence of the compacting roller, 
or the characteristics of the prepreg as factors that influence the occurrence of pores in 
the laminate in the final product, today at IACR preliminary research is done on the 
use of ultrasonic sensor as one of the methods for NDT. The method used to detect 
defects without destructing the material (the prepreg in this case) is one of the ad-
vanced methods used in the world. By placing ultrasonic sensors above the compact-
ing roller on the AFP machine, pores (compressed air) in the laminate might be de-
tected while placing. With this early air detection (while placing the fibers), certain 
parameters (pressure of the compacting roller, temperature of placement, and speed of 
placement) that influence pores occurrence might be changed. After this change is 
made, pores occurrence will be observed again. During the on-line processing, the 
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quality of the final product will be improved and this will result in better mechanical 
characteristics of the final product material. With this practice, laminate voids and/ or 
improper track order might be observed, which will immediately signal to change the 
parameters in case there is a mistake that might result in a bad quality product. 

Experiments and literature research show that the presence of more than 2-3% of 
pores in the final composite part has strong influence on the mechanical characteris-
tics of a material [17], [18]. 

Below are given two SEM pictures with different % of pores in the sample ex-
amined. The 1st picture is an example of bad quality prepreg, and the 2nd is an exam-
ple of a good quality prepreg, which needs to be used in the AFP process. 

 

 
~ 10 % voids                                            ~ 1,3 % voids 

Fig. 10.  

4 Solution – Improving the Characteristics of the Material 

High number of voids in the material causes a problem on the forces that influence the 
final product. The aim of these methods is during the process of consolidation via 
sensors, defects (pores) to be early detected, impacting process to be improved, and 
the occurrence of voids in the final product to be decreased. 

It is well known that void content of a composite may significantly affect its me-
chanical properties and therefore, it is an important indicator of composite’s quality. 
Interlaminar shear strength and void content of the consolidated parts are considered 
to be key quality indicators. 

AFP processing for the on-line consolidation system is determined by adjusting the 
three system processing parameters: roller pressure, speed, and temperature. There-
fore, this study focused on these three parameters, and was done in two steps. At first, 
a two-factor central composite design of experiments was used to define the combina-
tion of processing parameters, and next, void content was calculated (SEM images). 

The inspection of final composite part (placement prepreg) is a time consuming 
and expensive procedure, mainly due to necessity inspection using conventional NDT 
methods. Therefore, the objective of this study is to develop an ultrasonic technique, 
suitable for placement of preperg and voids determination, without interrupting the 
process. The most promising technique which enables inspection at a relatively long 
range and can be used for inspection prepreg from an outside perimeter is based on 
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ultrasonic guided waves. Guided waves can propagate long distances in planar and 
tubular structures, and have already been used for voids’ inspection.  

Our research anticipates that particularly in AFP, an ultrasonic sensor that will 
monitor the compacting roller, can have an impact on process improvement and vo-
ids’ occurrence decrease in the final product. 

 

 
Fig. 11. (AFP with inserted ultrasonic sensor above the compaction roller) 

5 Conclusion 

Case study explained in this paper, and corresponding research made at IACR (in one 
of the most advanced composite materials laboratories), show that in order to acquire 
full advantage of the quality and cost saving of composite products, composite mate-
rials during the process of production have to be carefully inspected, examined and 
cured, to avoid troubles when they are transformed into final products. Since the fact 
that main cause for cracks, bursts, derails is the occurrence of voids in the laminate of 
the final product is not a novel issue, the idea of this paper is to initiate use of a dif-
ferent voids’ inspection technology that will not require interruption of the production 
process (NDT). This technology is based on ultrasonic sensor which through guided 
waves would foresee possible voids, and simultaneously would give data on the pa-
rameters (pressure, temperature, speed) of the compacting roller that influence these 
cracks during the AFP process (as a process on which this research is focused).  

Validity of this study lies in the expected results from the use of the proposed ul-
trasonic inspection technology, which suggests that being able to inspect and antic-
ipate voids beforehand would mean high efficiency of the core composite technology, 
better quality of the composite final products, and competitive advantage for the pro-
ducers and beneficiaries of these products. 
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systems using bidirectional HMMs
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Abstract. This contribution deals with preliminary investigations on
the behavior of the cortical algorithm in probabilistic hierarchic analy-
sis synthesis systems. Such a subsystem is one the key components of
Cognitive Dynamic Systems or Cognitive User Interfaces respectively.
Both systems are typically characterized by the cybernetic circle that
describes the perception of the environment along the sensory hierarchy,
the selection of an optimal response and action articulation on the envi-
ronment along the motor hierarchy. Further, a cognitive system should
be able to predict the consequences of its own actions. For this purpose
an inner model of the communication participant and its simulation is
required. Based on this assumption, the bidirectional flow of information
in analysis synthesis systems may be justified. Even though the corti-
cal algorithm is drawn to cascaded bidirectional HMMs (CBHMMs), in
this study the impact of the bidirectional information processing has
been investigated just for simple single layer bidirectional HMMs. The
proposed experiment is based on Shannon’s channel model, at which syn-
thetic source data are transmitted to the receiver - disturbed by Gaussian
noise at different SNR. Finally, we compare the state recognition rate for
all possible setups using single layer HMMs.

Keywords: Cognitive Dynamic Systems, Analysis-Synthesis-Systems and
Cortical Algorithm.

1 Introduction

Recently S. Haykin proposed to combine model based signal processing tech-
niques with new ideas from neurosciences. The resulting systems are called Cog-
nitive Dynamic Systems [1]. Such systems are indicated by an intelligent feedback
channel which is used for the target-oriented behaviour of the system. It may be
described by the cybernetic cycle at which the system has to perceive it’s envi-
ronment, has to find a goal directed decision under uncertainty and executes an
action at the environment.

In contrast to the classical control loop theory the analysis and synthesis
stages comprise hierarchically organized structures. Both structures are indi-
cated by a bidirectional flow of information and level specific working memories
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2 Römer

which is justified by findings from neuroscience [2]. Moreover, it seems that the
neocortex of the brain does not consist of a collection of specialized and dedicated
cortical architectures, but instead possesses a fairly uniform, hierarchically or-
ganized structure. This uniformity implies that the same general computational
processes are performed across the entire neocortex, even though different re-
gions are known to play different functional roles [3]. First conceptual attempts
to consider biologically motivated structures are made in [4] for instance. This
scheme is based on Bayesian update procedures and is called Cortical algorithm.
Both the analysis- and the synthesis stages are using predictive information that
stem from neighboring hierarchical levels. Hence, a bidirectional flow of infor-
mation takes place at the same time and is fused in each level according to the
Bayesian procedure mentioned above [5]. A consistent justification of the simul-
taneous bidirectional flow of information may be sustained by the discovery of
mirror neurons and the usage of an inner model of the communication partic-
ipant [6]. The objective of this study is to determine whether these new ideas
may help to improve technical transmission systems. Particularly, we want to
investigate the impact of the bidirectional processing scheme on probabilistic
analysis synthesis systems in noisy conditions.
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Fig. 1. Hierarchical analysis synthesis system used in a simple transmission model.
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Investigations on probabilistic analysis synthesis systems 3

2 Cascaded Bidirectional HMMs

Hidden Markov Models may be separated into a static part, which is used to com-
pute the observation probability and a second part, which captures the dynamics
of the state transitions. Both parts are reflected by the state space representation
of HMMs

p [s(t+ 1)] = A · p [s(t)] + π · δ(t) and q(t) = C · p [s(t)] . (1)

By the introduction of further additional HMM-layers d = {0...D−1}, the state
probability distribution at each layer is computed by a temporal prediction distri-
bution, a bottom-up distribution and a top-down distribution (see Figure 1). The
figure depicts the structure of an analysis-synthesis system based on a CBHMMs.
Transitions within the hierarchical levels are described by A-matrices. Transi-
tions between hierarchical levels are modeled by coupling-matrices. Analysis as
well as synthesis are characterized by an bidirectional information processing
scheme and are embedded in a transmission model according to Shannon. In
contrast to the case of synthesis where an additional bottom-up distribution
is utilized, in the analysis case an additional top-down distribution is involved.
CBHMM structures are extensively mathematically described in [5], information
theoretic insights are published in [7]. Hence, at this place only the heart of the
Cortical algorithm - the fusion equation - is given and explained in forward-
backward notation.

γd
j (k) ∝

[∑
l

βd−1
l (k) · bdj,l

]
·

[∑
i

γd
i (k − 1) · ad

i,j

]
·

[∑
r

αd+1
r (k) · bd+1

j,r

]
. (2)

In this equation three components are combined to get the a-posteriori state
distribution at every level d and at each instant k. The temporal prediction
based on γ(k− 1) from level d, the bottom-up component: α(k) from level d+ 1
and the additional third term, the top-down component: β(k) from level d− 1.

3 Experiments based on bidirectional HMMs

To demonstrate the feasibility of the bidirectional processing scheme we pro-
pose the following experiment which is based on Shannon’s model. In this model
the source selects symbols and the transmitter runs through a number of HMM
states to generate feature vectors. These feature vectors are disturbed by Gaus-
sian noise at different SNR and then received by the sink. Afterwards the state
sequence is decoded by the Viterbi-algorithm. Finally, we compare the state
recognition rate for all possible setups. When we apply the Cortical Algorithm
the following improvements are expected: In case of analysis the observations
should be interpreted more reliable if contextual knowledge from higher levels is
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4 Römer

Fig. 2. Unidirectional/bidirectional synthesis: symbol duration approximated by linear
regression analysis.

exploited (e.g. top-down-predictions). In case of synthesis the emission discon-
tinuities are avoided when contextual knowledge from lower levels is considered
(e.g. bottom-up-predictions). It is worth to mention, that the fusion equation
may be realized by two methods (soft/hard). Because of the similar results for
both methods the details are omitted here.

To avoid any side effects that stem from the hierarchy we started with a
simple single layer HMM with 5 states and 5 classes. The HMM parameters were
chosen identical for analysis and synthesis and were set manually, in doing so no
training was necessary. For each SNR the source has emitted 20 symbols. The
received disturbed features are used to decode the state sequence. Further, to
investigate the noise influence on the receiver predictions, we have distinguished
between signal and model based predictions.

4 Results

The results for the two kinds of prediction methods are given in figure 3 and
4 respectively and are partly taken from [8]. Both figures depict the results
for all four processing modes according to the combination scheme: transmitter-
mode/receiver-mode. The first finding was, that in case of bidirectional synthesis
the transmitter needs about two times more to run through the HMM states as
in the case of the unidirectional synthesis (see figure 2). This observation may be
interpreted as insertion of redundancy, which could be exploited by the receiver.
However when we used signal based predictions, the receiver was not able to
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Investigations on probabilistic analysis synthesis systems 5

Fig. 3. SNR dependent state recognitions (signal based predictions).

exploit this redundancy. It may be explained by the fact, that with increasing
noise level the accuracy of the signal based predictions decreases of course. Hence,
the fusion of prediction and measurement cannot improve the state estimation
or the recognition rate.

When we used model based predictions instead - which are not affected by
the signal - we observed a significant improvement of the recognition rate over
a wide range of SNR. We interpret this promising result as a strong indication
for the need of inner model simulations.

5 Conclusion

Based on the results of this study we conclude that signal based predictions
may deliver only noisy forecasts. Opposed to that finding, model based predic-
tions may improve the state recognition rate over a wide range of SNR. Hence,
we conclude that the bidirectional processing scheme may be applied gainfully
in matched conditions (bidirectional/bidirectional). Future studies will have to
show whether this findings can be generalized to CBHMMs. Furthermore we
aim to study the impact of different kinds of model based predictions. Particu-
larly the usage of Markov Decision Processes (MDP) and Partially Observable
Markov Decision Processes (POMPD) we want to take into account. Further-
more, to build a flexible hierarchical speech recognition and synthesis system,
we plan to realize the Cortical algorithm using weighted Finite State Transduc-
ers (FSTs). The transition from HMMs to weighted FSTs can be easily done
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6 Römer

Fig. 4. SNR dependent state recognitions (model based predictions).

using arc-emission HMMs. In this case, both the transition probabilities and the
emission probabilities are placed at the edges of the weighted FST.

References

1. Haykin, S.: Cognitive Dynamic Systems. IEEE International Conference on Acous-
tics, Speech, and Signal Processing, ICASSP-2007, vol. 4, pp. 1369–1372, (2007)

2. Fuster, J.M.: Cortex and Mind, Unifying Cognition. Oxford Press (2003)
3. Mountcastle, V.: An Organizing Principle for Cerebral Function: The Unit Model

and Distributed Systems. In: The Mindful Brain, Gerald M. Edelman and Vernon
B. Mountcastle,eds.,(1978)

4. Mumford, D., Lee, T.S.: Hierarchical Bayesian inference in the visual cortex. Journal
of the Optical Society of America, vol. 20, no. 7, (2003)

5. Roemer, R., Herbig, : Konzeptionelle Beschreibung des Corticalen Algorithmus und
seine Verwendung in der automatischen Sprachverarbeitung. In: 20. Konferenz Elek-
tronische Sprachsignalverarbeitung ESSV-2009, pp. 33–40. TUD Press, Dresden
(2009), (in german)

6. Roemer, R.: Beschreibung von Analyse-Synthese-Systemen unter Verwendung von
CBHMM’s. In: 22. Konferenz Elektronische Sprachsignalverarbeitung ESSV-2012,
pp. 67–76. TUD Press, Aachen (2011), (in german)

7. Roemer, R.: A Cortical Approach based on Cascaded Bidirectional Hidden Markov
Models. In: Behavioural Cognitive Systems, Lecture Notes in Computer Science
(2012)

8. Roemer, R.: Untersuchngen zum Cortikalen Algorithmus unter Verwendung con
bidirektionalen HMMs. In: 23. Konferenz Elektronische Sprachsignalverarbeitung
ESSV-2012, pp. 252–261. TUD Press, Cottbus (2012), (in german)

         ICT Innovations 2012 Web Proceedings ISSN 1857-7288 647

           S. Markovski, M. Gusev (Editors): ICT Innovations 2012, Web Proceedings, ISSN 1857-7288 
                                               © ICT ACT – http://ictinnovations.org/2012, 2012

Hristina
Rectangle


	icti2012_submission_01
	icti2012_submission_02
	icti2012_submission_03
	icti2012_submission_04
	icti2012_submission_05
	icti2012_submission_06
	icti2012_submission_07
	icti2012_submission_08
	icti2012_submission_09
	icti2012_submission_10
	icti2012_submission_11
	icti2012_submission_12
	icti2012_submission_13
	icti2012_submission_14
	icti2012_submission_15
	icti2012_submission_16
	icti2012_submission_17
	icti2012_submission_18
	icti2012_submission_19
	icti2012_submission_20
	icti2012_submission_21
	icti2012_submission_22
	icti2012_submission_23
	icti2012_submission_24
	icti2012_submission_25
	icti2012_submission_26
	icti2012_submission_27
	icti2012_submission_28
	icti2012_submission_29
	icti2012_submission_30
	icti2012_submission_31
	icti2012_submission_32
	icti2012_submission_33
	icti2012_submission_34
	icti2012_submission_35
	icti2012_submission_36
	icti2012_submission_37
	icti2012_submission_38
	icti2012_submission_39
	icti2012_submission_40
	icti2012_submission_41
	icti2012_submission_42
	icti2012_submission_43
	icti2012_submission_44
	icti2012_submission_45
	icti2012_submission_46
	icti2012_submission_47
	icti2012_submission_48
	icti2012_submission_49
	icti2012_submission_50
	icti2012_submission_51
	icti2012_submission_52
	icti2012_submission_53
	icti2012_submission_54
	icti2012_submission_55
	icti2012_submission_56
	icti2012_submission_57
	icti2012_submission_58
	icti2012_submission_59
	icti2012_submission_61
	icti2012_submission_62
	icti2012_submission_63
	icti2012_submission_64
	icti2012_submission_65
	icti2012_submission_159
	prazna_strana

	icti2012_submission_66
	icti2012_submission_67
	icti2012_submission_68
	icti2012_submission_69
	icti2012_submission_70
	icti2012_submission_71
	icti2012_submission_72
	icti2012_submission_73
	icti2012_submission_74
	Web Proceedings ICTI 2012.pdf
	celo_bez_nikolce
	icti2012_submission_01
	icti2012_submission_02
	icti2012_submission_03
	icti2012_submission_04
	icti2012_submission_05
	icti2012_submission_06
	icti2012_submission_07
	icti2012_submission_08
	icti2012_submission_09
	icti2012_submission_10
	icti2012_submission_11
	icti2012_submission_12
	icti2012_submission_13
	icti2012_submission_14
	icti2012_submission_15
	icti2012_submission_16
	icti2012_submission_17
	icti2012_submission_18
	icti2012_submission_19
	icti2012_submission_20
	icti2012_submission_21
	icti2012_submission_22
	icti2012_submission_23
	icti2012_submission_24
	icti2012_submission_25
	icti2012_submission_26
	icti2012_submission_27
	icti2012_submission_28
	icti2012_submission_29
	icti2012_submission_30
	icti2012_submission_31
	icti2012_submission_33
	icti2012_submission_34
	icti2012_submission_35
	icti2012_submission_36
	icti2012_submission_37
	icti2012_submission_38
	icti2012_submission_39
	icti2012_submission_40
	icti2012_submission_41
	icti2012_submission_42
	icti2012_submission_43
	icti2012_submission_44
	icti2012_submission_45
	icti2012_submission_46
	icti2012_submission_47
	icti2012_submission_48
	icti2012_submission_49
	icti2012_submission_50_novo
	icti2012_submission_51_novo
	icti2012_submission_52_novo
	icti2012_submission_53_novo
	icti2012_submission_54_novo
	icti2012_submission_55_novo
	icti2012_submission_56_novo
	icti2012_submission_57_novo
	icti2012_submission_58_novo
	icti2012_submission_59_novo
	icti2012_submission_61
	icti2012_submission_62
	icti2012_submission_63
	icti2012_submission_64
	icti2012_submission_65
	icti2012_submission_159
	prazna_strana

	icti2012_submission_66
	icti2012_submission_67

	icti2012_submission_68

	Preface.pdf
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	© ICT ACT, 2012
	On line edition published on http://ictinnovations.org/2012/
	Regular papers
	Posters
	Workshop


	icti2012_submission_52_53.pdf
	Introduction
	ICT adoption in SMEs – theoretical framework
	Methodology
	Key Findings
	Type of adopted ICT
	Type of ICT application
	Motivations for ICT investments
	Barriers impeding ICT investments
	Benefits gained from ICT
	Reasons for using the Internet
	Challenges in e-commerce implementation
	Reported sources of IT advice
	Internet advertisement of products/services

	Conclusions
	References

	icti2012_submission_67.pdf
	Introduction
	Realization of Some Development Perspectives
	Conclusion

	icti2012_submission_68.pdf
	Introduction
	Quality of E-Learning
	International Quality Labels and Evaluation Schemas
	Conclusion
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_70.pdf
	Introduction
	Orthoepy of Macedonian language
	Structure of the speech corpus of TTS-MK
	Future work
	References

	icti2012_submission_71.pdf
	Introduction
	ASR System
	Features Used
	Adding Noise
	Results
	Conclusion
	References

	icti2012_submission_74.pdf
	typeinst
	prazna

	icti2012_submission_75.pdf
	Introduction
	Composite Technologies
	Prepreg Making
	Filament Winding (FW)
	Automated Fiber Placement (AFP)

	Case study: Occurrence of Voids during AFP Process
	NDT
	Ultrasonic Inspection
	Voids (Pores)

	Solution – Improving the Characteristics of the Material
	Conclusion
	References:

	Preface.pdf
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	© ICT ACT, 2012
	On line edition published on http://ictinnovations.org/2012/
	Regular papers
	Posters
	Workshop


	icti2012_submission_67.pdf
	Introduction
	Realization of Some Development Perspectives
	Conclusion

	icti2012_submission_67.pdf
	Introduction
	Realization of Some Development Perspectives
	Conclusion

	icti2012_submission_68.pdf
	Introduction
	Quality of E-Learning
	International Quality Labels and Evaluation Schemas
	Conclusion
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_67.pdf
	Introduction
	Realization of Some Development Perspectives
	Conclusion

	icti2012_submission_68.pdf
	Introduction
	Quality of E-Learning
	International Quality Labels and Evaluation Schemas
	Conclusion
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_70.pdf
	Introduction
	Orthoepy of Macedonian language
	Structure of the speech corpus of TTS-MK
	Future work
	References

	icti2012_submission_71.pdf
	Introduction
	ASR System
	Features Used
	Adding Noise
	Results
	Conclusion
	References

	icti2012_submission_74.pdf
	typeinst
	prazna

	icti2012_submission_75.pdf
	Introduction
	Composite Technologies
	Prepreg Making
	Filament Winding (FW)
	Automated Fiber Placement (AFP)

	Case study: Occurrence of Voids during AFP Process
	NDT
	Ultrasonic Inspection
	Voids (Pores)

	Solution – Improving the Characteristics of the Material
	Conclusion
	References:

	icti2012_submission_67.pdf
	Introduction
	Realization of Some Development Perspectives
	Conclusion

	icti2012_submission_68.pdf
	Introduction
	Quality of E-Learning
	International Quality Labels and Evaluation Schemas
	Conclusion
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_69.pdf
	Introduction
	Methodology
	Variables
	Results

	Conclusion and future work
	References

	icti2012_submission_70.pdf
	Introduction
	Orthoepy of Macedonian language
	Structure of the speech corpus of TTS-MK
	Future work
	References

	icti2012_submission_71.pdf
	Introduction
	ASR System
	Features Used
	Adding Noise
	Results
	Conclusion
	References

	icti2012_submission_74.pdf
	typeinst
	prazna

	icti2012_submission_75.pdf
	Introduction
	Composite Technologies
	Prepreg Making
	Filament Winding (FW)
	Automated Fiber Placement (AFP)

	Case study: Occurrence of Voids during AFP Process
	NDT
	Ultrasonic Inspection
	Voids (Pores)

	Solution – Improving the Characteristics of the Material
	Conclusion
	References:

	icti2012_submission_74.pdf
	typeinst
	prazna

	icti2012_submission_75.pdf
	Introduction
	Composite Technologies
	Prepreg Making
	Filament Winding (FW)
	Automated Fiber Placement (AFP)

	Case study: Occurrence of Voids during AFP Process
	NDT
	Ultrasonic Inspection
	Voids (Pores)

	Solution – Improving the Characteristics of the Material
	Conclusion
	References:

	Preface - 11.pdf
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	S. Markovski, M. Gusev (Editors)
	ICT Innovations 2012, Web Proceedings
	ISSN 1857-7288
	© ICT ACT, 2012
	On line edition published on http://ictinnovations.org/2012/
	Regular papers
	Posters
	Workshop





