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Abstract. Manual weed extraction from young seedlings is a hard man-
ual labour process. It has to be continuously performed to increase the
yield per land unit of any agricultural product. Precise segmentation
of plant images is an important step towards creating a camera sen-
sor for weed detection. In this paper we present a machine learning
approach for segmenting weed parts from images. A dataset has been
generated using bumblebee camera under various light conditions and
subsequently training and test patches were extracted. We have gener-
ated various texture-based descriptors and used different classification
algorithms aiming to correctly recognize weed patches. The results show
that in a case when the images are gray-scale, the light conditions are
varying, and the distance of the camera to the weeds is not constant
machine learning algorithms perform poorly.

Keywords: Weed Control, Image Processing, Machine Learning, Pre-
cision Agriculture

1 Introduction

According to [15] the agricultural production increasing trend is insufficient to
reach the population demand in the future. One of the ways to increase the
production is to increase the per land unit yield since the land units available for
production are limited. Automation and introduction of Robots in Agriculture
is not a new concept [3], and could help in the food production efficiency while
in the same time, reducing the environmental impact of the food production in
agriculture.

The interest about using autonomous robots in weed control has increased in
recent years [16]. Weed control is a process of eliminating undesired plants from
the plantations by using chemical compounds or removing them mechanically.
It has been proven that precise appliance of chemical compounds decreases the
amount of pesticides and makes the products healthier [11] by using special end
effectors. Both mechanical and chemical weed control require precise localization
of the plants that need to be eliminated. There are several existing approaches
towards using machine learning and image processing for weed control.



In [12] authors propose a robust technique for plant segmentation from land
using normalized green index. NDVI index for images is used in [8] to segment
land from plants and build their descriptors to classify different types of plants
(both known and weed plants). There are existing datasets that contribute to-
wards the automated weed detection from images. In [9] authors present Near
infra red (NIR) and visible RED images from carrot plantation taken under
controlled light. Authors use the NDVI index to segment green areas and use
machine learning approach to classify weed and useable plants.

There are many machine learning approaches towards plant images classi-
fication including several competitions [7] where machine learning approaches
have proven to give promising results towards plant recognition from images [5,
18]. To precisely localize the weeds on images in order to be able to aid the
control of a weeding robot, it is important to segment the image to weed and
non-weed regions. In this paper we are using images from low resolution camera
under various light conditions. The approach uses several texture patch features
to classify patches as weed or not weed.

The problem assessed in this dataset is the problem of segmenting closely
seeded plants in seedling plantations as they are traditionally seeded in the
agricultural area of Prilep in Macedonia.

The main contribution of our work is the dataset and the initial results from
the segmentation using several texture descriptors and feature selection processes
to reduce the dimensionality. The goal of the presented work was to evaluate the
possibility of using cheap cameras as sensors under variable light conditions and
to train a classifier able to detect weed regions from those images.

2 Dataset and algorithms

2.1 Dataset

The dataset is consisted of 66 randomly selected images taken under various light
conditions and various heights from a cluttered tobacco seedling plantation. The
dataset is then split to 45 train and 21 test images. The images are then labeled
manually for their content: tobacco seedlings or land as one class and weed as
another class.

From the images we extract a total 160000 patches with size of 65 x 65 pixels
that were used for training and from the test images 50000 patches used for
testing. To obtain a balanced dataset we tuned the number of randomly selected
patches to 80000 from each class for training, and 25000 from each class for
testing.

The images used were converted to gray-scale since we were interested in the
texture characteristics for the segmentation process. The patches were labeled
based on the central pixel. If the pixel belongs to a weed its label was marked
as weed, else it was marked as non weed patch. Fig. 2.1 shows an example of
the images used for the dataset where the traditionally closely placed seedlings
in the plantation can be observed.



Fig. 1. Example image from the dataset containing tobacco seedlings

2.2 Texture descriptors

To generate the classification data we used several patch descriptors.

First we generate an image of differences between each pixel from the patch
and the central pixel and we generate a histogram of these differences. Then
a Histogram of oriented gradients [4] (HOG) descriptor was calculated on the
grayscale image and also on the difference image, and a HOG descriptor was
calculated on the regular grayscale patch. The hog descriptor requires patches
with size of 65 x 65, so we ignored the rightmost column and bottommost row
from each patch when generating the HOG descriptor. For the HOG descriptor
we used the OpenCV [2] implementation with the following parameters: windows
size 64, block size 16, block stride 8, cell size 8 and number of bins 9. The
descriptor is generated for the window so for each block a different histogram
is generated. Then the blocks are moved with overlapping. The idea behind the
descriptor is that objects can be recognized based on the local intensity gradients
distributions without the knowledge of their exact location.

We also generate a Local binary pattern [13] (LBP) histogram. Local binary
pattern takes N pixels in radius R around the central pixel and calculates if the
pixel has a smaller or larger value than the central pixel. If the value is larger
the bit is set to 1 and if it is not the bit, it is set to 0. All the bits are then
encoded in a single number. For the LBP desciptor we used the scikit-image
implementation [17] with radius of 1 and 8 points. This gives an 8 bit number of
different variations of ones and zeros that can be encoded in 256 different values.

The descriptors are chosen because of their good overall performance in tex-
ture classification. The total length of the descriptor used is 3784, 256 from the
histogram of differences, 256 from the LBP histogram and 1636 each for the
HOG descriptor on the gray-scale and the HOG descriptor on the difference
image.



2.3 Pre-processing and classification

The length of the descriptor is reduced by using ensembles of trees. First it uses
Random Forest (RF) for evaluating initial dataset score, but more importantly
feature importance. It is used with the default parameters, as we have noticed
that tuning them does not improve the performance dramatically (unlike SVMs
for example). As a wrapper approach for evaluating feature subsets during the
feature engineering and elimination loop the framework uses Extremely Random-
ized Trees (ERT) [6], as they are significantly faster (over 50%) than Random
Forests (RF), especially when the number of features is larger. They also pro-
vide estimate for feature importance, however it is not as stable as the feature
importance estimated by the Random Forests.

Because we are using different training and test dataset, we also want to avoid
including features that easily over-fit to the training dataset. Therefore we use
an approach based on the idea presented in [1]. For each feature we calculate two
scores - one for its importance related to the target class and one for its ability
to predict weather the patch comes from the train or the test set. Ideally the
reduced dataset will have features that are good predictors of the target class,
but bad predictors of the dataset. Using a grid search we discard some features
and get optimal dataset. The implementation for Extremely Randomized Trees
used is the Python implementation included in scikit-learn [14]. The algorithm
creates an ensemble of classifiers from random subsets from the dataset and from
the features.

3 Results and conclusion

The results on the test set show that the best precision of 52.57% and AUC
ROC of 0.535 was obtained using the ERT with selected total of 845 features. It
is important to note that similar performance was obtained with both ERT and
RF when using only the top 6 features (52.41% for RF and 52.39% for ERT).

There are several observation that are important to note regarding the gen-
erated features. After the analysis of the importance of each feature, none of the
features generated from the HOG or the LBP descriptor were in the top features.
The most important feature characteristic found based on the dataset was the
first value of the difference histogram that actually represents the number of
pixels that have the same value as the other pixels in the patch and all of the
top 10 features were based on the difference histogram from the patch.

On Table 3 the top 2 classification schemes for both ERT and RF are shown
with the number of descriptor values selected and the resulting classification
performance.

The results show that it is difficult to distinguish the weed patches from
tobacco patches based on grayscale image patches using texture descriptors.
The texture descriptors failed to emphasise the difference between the classes.
One of the reasons for this difficulty could be the various light conditions in
which the images were taken as it can be seen on two of the images on Fig. 3.



Table 1. Classification performance on the dataset

Classifier|Number of features|Training time [s]|Accuracy %|AUC ROC
ERT 845 117.96 52.57 0.5348
RF 459 83.59 52.47 0.5382
RF 6 0.97 52.42 0.5122
ERT 6 0.93 52.39 0.5106

Fig. 2. Images taken under various light conditions and different height

In order to improve the accuracy several things can be considered. The im-
ages could be acquired from a higher resolution camera in order to be able to
distinguish the leafs better. On the current data even a human had difficulty dis-
tinguishing the weed areas on some images. The images can be obtained using
multi-spectral camera in order to obtain the best light frequencies that can be
used to classify the different species of plants on the plantation. The NDVI in-
dex generated from the difference between NIR and visible light shows promising
results so it could be used for generating new datasets using adequate cameras.

Another approach would be to try would be using deep learning to automat-
ically generate the descriptors and perform the classification [10]. Considering
other types of classifiers could improve or degrade the results by certain percent-
age but it will not improve the overall classification significantly, since during
the preprocessing phase we consider only the features that give the highest in-
formation gain and are the best choice for the characterization of the classes.
We are confident that images in different color spectre should be considered for
the task of weed detection.

It is important to note that any system that is to be used for weed detection
and removal should be tuned to have as small false positive rate as possible since
a false positive would identify a useful plant seedlings as weed. This must be done
so the detection system will be viable for usage on real agricultural plantations
and on real commercial systems.
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