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Analytical data processing has become the cornerstone of today’s businesses success, and it is facilitated 
by Big Data platforms that offer virtually limitless scalability. However, minimizing the total cost of 
ownership (TCO) for the infrastructure can be challenging. We propose a novel method to build resilient 
clusters on cloud resources that are fine-tuned to the particular data processing task. The presented 
architecture follows the infrastructure-as-a-code paradigm so that the cluster can be dynamically 
configured and managed. It first identifies the optimal cluster size to perform a job in the required time. 
Then, by analyzing spot instance price history and using ARIMA models, it optimizes the schedule of the 
job execution to leverage the discounted prices of the cloud spot market. In particular, we evaluated 
savings opportunities when using Amazon EC2 spot instances comparing to on-demand resources. 
The performed experiments confirmed that the prediction module significantly improved the cost-
effectiveness of the solution – up to 80% savings compared to the on-demand prices, and at the worst-
case, 1% more cost than the absolute minimum. The production deployments of the architecture show 
that it is invaluable for minimizing the total cost of ownership of analytical data processing solutions.

© 2021 Elsevier Inc. All rights reserved.
1. Introduction

The ability to analyze the available data is a valuable asset for 
any successful business, especially when the analysis yields mean-
ingful knowledge. To represent the data in a format suitable for 
such analysis, several steps need to be performed first. Extract-
Transform-Load (ETL) is recognized as the most time-consuming 
and expensive among them. The recurring nature of this process, 
usually at daily intervals, justifies the effort of cost optimization. 
It is a common practice in the industry to use the cloud compu-
tation resources for performing repetitive ETL tasks. On the other 
hand, cloud providers aim to optimize server utilization to avoid 
idle capacity and significant peaks [1]. This led to the emergence of 
cloud spot markets on which service providers and customers can 
trade computation power in near real-time. The number of avail-
able pricing models on the cloud markets is overwhelming, but it 
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is worth paying special attention to two of them, in particular: the 
on-demand and spot markets. The first one represents the pay-as-
you-go cloud model, and today is the most common way the re-
sources are provisioned. The second one allows customers to save 
up to 90% of costs by using the cloud data centers’ idle servers.

One of the evident concerns regarding the spot model is that 
prices fluctuate along with changes in supply and demand. Fur-
thermore, cloud providers may terminate provisioned instances 
with a minute notice due to outbidding. The ability to forecast 
future spot prices in a time horizon necessary to complete ETL 
tasks would be a game-changer allowing to decrease total costs 
of operation of data processing pipelines significantly and to min-
imize the risk of resource terminations. In practice, typical ETL 
tasks have a degree of temporal flexibility - they need to be done 
before a specific deadline, however, it is often possible to defer 
the computations if it could lead to overall cost reduction due to 
price fluctuation. With a reliable forecasting model that provides 
accurate spot price prediction for a given time horizon, and re-
liable estimation of resources required to perform the task, one 
could recommend an efficient and cost-effective cluster configura-
tion. Currently, there is no comprehensive cloud-based architecture 
that meets such requirements.
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In our study, we propose a novel method to build resilient 
clusters on the cloud resources that are fine-tuned to the individ-
ual data processing task. The presented architecture follows the 
infrastructure-as-a code paradigm so that the cluster configuration 
could be dynamically managed [2]. We evaluate savings opportuni-
ties due to the utilization of Amazon EC2 spot instances comparing 
to the on-demand ones. We also enhanced the architecture pre-
sented in [3] with the spot price prediction module. The performed 
experiments confirmed that our solution selects an appropriate 
and cost-effective cluster configuration to execute the scheduled 
tasks. On the one hand, accurate price forecasting allows us to esti-
mate the required budget reliably. On the other hand, we minimize 
the risk of losing resources due to the potential outbidding of the 
provisioned cloud resources.

In this paper, we thoroughly extend our previous research on 
cluster-size optimization within a cloud-based ETL framework for 
Big Data [4]. In several production deployments of our previously 
introduced solution, we noticed that it is imperative to extend it 
with cost optimization abilities. Therefore, we investigated meth-
ods suitable for sport price prediction, we evaluated them exper-
imentally, and we proposed an elegant way to embed them into 
the appropriately adjusted architecture of our solution. The main 
contributions of this paper, compared to the previous study, are as 
follows:

1. We extended the cloud architecture with a possibility to dy-
namically schedule resources from various cloud pricing mod-
els.

2. We trained several spot price prediction models to forecast fu-
ture prices.

3. We performed an extensive experimental study on real data 
from the AWS cloud to confirm the feasibility of short-term 
spot price prediction.

4. We extended the cluster-size optimization mechanism with a 
module based on machine learning (ML) that recommends the 
most cost-effective EC2 resources, taking into account current 
on-demand prices and predicted spot prices.

5. We performed a broad cost analysis that confirmed the cost-
effectiveness of the described solution

The rest of the paper is organized as follows. In Section 2, 
we review the related approaches to resource management and 
scheduling, topics related to ETL in cloud, big data, as well as prac-
tical price forecasting applications on various markets. In Section 3, 
we describe the architecture of the solution. Subsequently, we de-
scribe the methods in Section 4. Next, the experimental results are 
shown and discussed in Section 5. Finally, in Section 6 we conclude 
the paper and discuss future directions for research.

2. Related work

There are various challenges in delivering efficient, cost-effec-
tive, scalable, and reliable ETL frameworks for Big Data. The so-
lution involves an interdisciplinary study, associated with a wide 
range of topics – from infrastructure and software related to data 
processing and machine learning applications. Therefore, in this 
section, we briefly review recent research results and appropriate 
technologies associated with the related challenges. We first dis-
cuss ETL challenges and solutions for Big Data. Then we focus on 
distributed storage and processing solutions. Further, we shift our 
focus on the cost-effectiveness challenges on the cloud. Finally, we 
review approaches that apply ML-based forecasting of prices.

In classical Business Intelligence (BI), the ETL process loads data 
into warehouse servers [5]. For reasonable data volumes, there are 
ETL tools that were successfully used in organizations throughout 
the years, such as Informatica, IBM Infosphere Datastage, Ab Ini-
2

tio, Microsoft SQL Server Integration Services (SSIS), Oracle Data 
Integrator, Talend, Pentaho Data Integration Platform (PDI), etc. 
Cloud-native frameworks for ETL, such as Amazon Glue, Microsoft 
Azure Data Factory, Panoply, and Snowflake, also emerged. Big Data 
ETL processes, and recently Data Lake solutions, rely on distributed 
storage for effective processing of often semi-structured or un-
structured data. The Hadoop Distributed File System (HDFS), Ama-
zon S3, Azure Blob Storage, and Google Cloud Storage are the most 
popular distributed file systems used today. Traditional ETL deploy-
ments do not consider data partitioning [6] that the distributed 
file systems offer, but recent cloud solutions such as Amazon Red-
shift [7,8], Amazon Athena [9], Azure Synapse Analytics [10], Hive 
[11], HBase [12], Amazon Redshift [8], or Infobright [13], leverage 
the distributed file systems and have the capability to execute ad-
hoc queries. It is important to note that the execution of queries 
against such databases relies on MapReduce, Spark, or Tez [14]
jobs. Furthermore, the synchronous dataflow execution model of 
MapReduce and Spark limits the use of asynchrony for complex 
analytics. Approaches, such as [15], attempt to bridge this gap by 
proposing asynchronous architectures.

Once the data is processed and loaded into a data warehouse, 
it needs to be available for reporting and interactive visualization 
even for large data sets [16,17]. Likewise, analytics and decision 
support [18,19] are critical approaches. The typical applications 
of the state-of-the-art machine learning techniques also require 
proper data pre-processing, ranging from clustering [20], and in-
cluding the expensive process of representation learning or feature 
extraction [21–24]. A cost-effective approach to scale this process 
for Big Data [25] is crucial for the efficiency of applications in 
many domains [26,27].

Apache Spark focuses on the class of applications that reuse 
a working set of data across multiple parallel operations and al-
lows all ETL processes to be distributed across various nodes and 
all transformations to be performed on distinct portions of data 
[28,29]. It includes libraries and components for data processing, 
machine learning, or data mining [30]. Additionally, it hides the 
complexities related to parallelism, fault-tolerance, and cluster set-
ting from end-users and application developers [31].

Cloud computing has emerged as an essential paradigm offering 
convenient Big Data solutions related to scalable storage, process-
ing, and sophisticated business analytics. Simultaneously, because 
of the distributed architecture, it also raises new challenges [32]
related to synchronization, replication, scheduling, or security [33]. 
Due to the growth of Big Data over the cloud, cost-effective alloca-
tion of appropriate resources has emerged as a significant research 
problem [34].

The proper allocation of cloud resources is a challenging task, 
particularly for computationally cumbersome processes of data 
transformation. There are quite a few examples of cluster size 
optimizations for Big Data analytics that focus on resource man-
agement for sustainable and reliable cloud computing [35]. One 
of the approaches could rely on initial estimations of data stream 
characteristics expressed in a vector termed Characteristics of Data 
(CoD). Clusters of cloud resources could then be created dynami-
cally with the help of, e.g., Self-Organizing Maps [34,36]. Another 
approach – presented in [37] – focuses on the optimization of 
short-running jobs. Authors in [38] propose a query-like environ-
ment where developers can query for the required cluster size. The 
proposed approach requires, however, implementation-specific de-
tails. The evaluation of historic executions and metrics, for each 
step of the ETL scenario, is one of the prominent methods that 
leads to proper cluster size optimization, resulting in the timely 
processing of data [3].

Some of the frameworks for cluster size optimization, to mini-
mize the deployment cost, consider allocating server time to spot 
cloud resources. For that purpose, a fine-tuned heuristic to auto-
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mate application deployment and a Markov model that describes 
the stochastic evolution of the spot price and its influence on vir-
tual machine reliability are proposed [39]. In [40], the authors de-
scribe an integral framework for sharing time on servers between 
on-demand and spot services. This is one way to guarantee that 
on-demand users can be served quickly while spot users can sta-
bly use servers for an appropriately long period. This is a critical 
feature in making both on-demand and spot services accessible. 
However, guaranteeing timely cloud job execution on a spot in-
stance is a very challenging task, and existing strategies may not 
fulfill requests in case of outbidding.

Changes in supply and demand are the primary factor that im-
pacts the price of a given service. This behavior is well-known in 
the stock exchange or commodity markets [41,42]. Among many 
available methods for time series regression [43] – which are the 
most suitable for modeling the problem of price prediction – one 
of the most popular and broadly used are autoregressive integrated 
moving average (ARIMA) models [44,45]. Results obtained in this 
study confirmed that the ARIMA has a strong potential for short-
term spot prediction.

The ability to accurately forecast future spot prices is essential 
to minimize the risk of resource terminations. A number of models 
have already been applied for that task [1]. For example, in [46], 
the authors evaluated a model to predict EC2 spot prices based 
on long/short-term memory recurrent neural networks. The prob-
lem of forecasting EC2 spot prices one day and one week ahead 
was also evaluated with random forest regressors [47]. Because of 
the similarity between cloud spots and financial markets [42], we 
decided to assess ARIMA models [44], which are known to be ro-
bust and efficient in short-term time series forecasting on stock 
exchanges or commodity markets [41,48].

The proposed cluster-size optimization algorithm works with-
out the need for implementation details. Furthermore, our archi-
tecture facilitates data processing in different ETL scenarios, mak-
ing it more versatile and applicable in many practical cases [21,49]. 
The proposed mechanism facilitates an optimal selection of cloud 
computing resources available in the spot pricing model yielding 
outstanding cost-savings. Our experimental study confirmed that 
the ARIMA forecasting models have a strong potential for short-
term spot price prediction. The simulations carried out proved that 
any further optimization in this area could improve the achieved 
cost-effectiveness by at most 1%.

3. Architecture of the framework for ETL of Big Data

Fig. 1 shows the architecture of the utilized ETL system, which 
is capable of processing data from a variety of data sources. It 
handles relational database management systems (RDBMS), struc-
tured and semi-structured data from internal or third-party data 
providers, that generate reasonably-sized data. This kind of low-
volume data can be processed using traditional Data Integration 
Tools to store it in the Data Warehouse (marked with light gray 
arrows in Fig. 1).

The traditional ETL approach is not applicable in Big Data cases 
with high volume, velocity, or versatility. Therefore, the architec-
ture can utilize Distributed Streaming Platforms (DSP), such as 
Apache Kafka and Amazon Kinesis, to efficiently collect and pro-
cess Big Data streams [50]. Because of retention policies, data on 
DSPs can only be present for a limited time (usually up to two 
weeks), which is not suitable for long-term storage. Accessing data 
on a DSP queue can be performed by either push or pull mecha-
nisms [51]. With the pull mechanism, each DSP consumer manages 
its read pointer.

The proposed architecture allows the consumption of DSP 
queues by the three most common and widely used types of 
consumers. The first two types of consumers are redundant al-
3

ternatives for reliable and permanent storage of the incoming data 
in raw format. First, with Push Lambda Functions (Stream-based 
model), event sources publish events on DSP, which trigger the 
lambda function multiple times per second as data arrives on the 
queue. The lambda function processes the events [52,53], and the 
unprocessed raw data can be stored in the original format on Ob-
ject Storage Services (OSS), such as, Amazon S3 or Windows Azure 
Blob Storage. This scenario of storing the raw data is commonly 
referred to as Data Lake. Second, Storage Stream Pullers as con-
sumers have more control in fetching records from DSPs because 
they manage their read pointer independently, and therefore, can 
reprocess events if needed (e.g., for recovering after failures). Third, 
Analytics Stream Pullers, such as Spark Streaming and Apache 
Storm, are typical consumers that perform stream processing and 
provide near real-time analytics [52].

Very complex algorithms can be implemented with these tech-
nologies to provide valuable business insights and near real-time 
analytics, and can also store data in the warehouse. Be that as it 
may, Analytics Stream Pullers can execute algorithms that use only 
recent data because of DSPs’ data retention policies. To comple-
ment this, the proposed architecture employs dynamically provi-
sioned Spark clusters for implementing more sophisticated algo-
rithms for ETL and feature engineering. They can analyze dynamic 
trends over more extended time periods (e.g., week-by-week or 
month-by-month comparisons of various metrics) or find the time 
since some particular event happened (e.g., “the time since the last 
occurrence of event X”, “the time since the user’s last login”, “last 
bought or viewed product”, “last used service”, etc.). Such metrics 
are not computable with Analytics Stream Pullers.

The Cluster Launcher module, located on the same instance, 
hosts the Data Integration Tool (DIT) and orchestrates the start 
of Spark clusters, which can be triggered manually, based on a 
predefined schedule based on a dynamic schedule leveraging spot 
instance price analysis. After the Spark cluster is created, it down-
loads the source code from a release branch of a code repository 
and automatically executes it. Each Spark cluster during its lifetime 
runs only a specific ETL job. If the organization requires multiple 
ETL processes of unrelated data, then multiple Spark jobs can be 
defined, and for each of them, a separate workflow can be man-
aged (i.e., different code repositories, execution schedules, destina-
tion data warehouses, etc.).

Apache Spark applications process Big Data stored on the Data 
Lake (OSS), while also considering the dimensional data from the 
data warehouse. Generally, the dimensional data does not have 
to be processed by Spark because usually, it is with considerably 
lower volumes compared to the transactional data. Consequently, 
traditional ETL tools can be used for it. However, while processing 
the transactional data, which is to be stored as fact tables, the di-
mensional data is still required. If the fact tables are wide, then the 
dimensional data is a prerequisite for the denormalization. Other-
wise, it is needed for setting up foreign keys to the dimensions.

The proposed architecture makes it possible to handle high-
velocity Big Data thanks to its three components. First, DSPs apply 
sharding techniques allowing processing of thousands of events per 
second. For instance, each Amazon Kinesis shard can process up to 
1000 writes per second, and we could add new shards without any 
downtime. Therefore, the high-velocity data can be transformed 
into static data stored in OSS with either of the two mechanisms 
(i.e., pull or push). Second, after the data is on the DSP stream, it 
is reliably retained up to a predefined period (e.g., up to a week on 
Amazon Kinesis). Third, different vendors offer reliable and persis-
tent OSS, providing necessary metadata information (such as a list 
of files, timestamps of creation and modification, object size, etc.) 
through APIs.

In general, the architecture of production systems could be 
quite different than the described. For example, Relational Data-
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Fig. 1. Architecture of scalable Cost-optimizing cloud-based Big Data Warehouse.
bases, Low Volume Data Producers or Data Integration Tool could 
be irrelevant, and therefore removed from the architecture. The re-
sult of the processing, instead of being kept in a Data Warehouse, 
could be passed on to another system or stored again in Object 
Storage Service. In any case, spot prediction methods described 
later in this paper are independent of the used architecture. There 
are, however, two major considerations for any prospective archi-
tecture that uses the spot instances. First, the data storage layer 
should be separated from the compute resources, such as in the 
proposed architecture. Second, to make economical sense of using 
spot instance predictions, the task needs to be repetitive and di-
visible between multiple machines.

4. Methods

4.1. Algorithm for cluster size cost-optimization

The proposed architecture consists of multiple components. 
Some of them, including database machines, Distributed Streaming 
Platforms and Data Lake storage capacity, mostly depend on the 
volume of data, so arguably there is little room for cost optimiza-
tion there. However, the inappropriate choice of Hadoop clusters 
can result in considerably higher costs. To minimize this cost, two 
aspects of the ETL process are used. First, we are considering the 
fact the data volume and maximum time by when the process has 
to successfully complete are known upfront before the ETL starts. 
4

This assumption is realistic because the OSS APIs can be used to 
estimate the number and size of objects to be processed. Likewise, 
the end time by which the ETL process has to finish is a business 
requirement, and it is also known upfront. Second, Hadoop clusters 
can be dynamically launched when they are needed. In particular, 
there are two ways of doing that – using on-demand clusters with 
known up-front cost, or using spot clusters with dynamic cost. 
The choice depends on customer bids and machine availability, as 
described in subsection 4.2. This paper primarily focuses on pre-
dicting future spot prices in a short time horizon and finding the 
optimal time to execute the ETL job for overall cost optimization.

Regarding the estimation of the right cluster size for a specific 
Hadoop job, we refer to our algorithm introduced in [3]. In a nut-
shell, it considers two parameters: the size of data that needs to 
be processed in one run, and the maximum time in which this 
data needs to be fully processed and loaded into the warehouse. 
The main output of the algorithm is the estimated duration, the 
number and the type of nodes that the cluster needs. In other 
words, this can be translated to the number of optimal vCPUs and 
RAM capacity, and the corresponding duration. To make this op-
timization, the algorithm analyzes collected logs about processed 
data volumes and the duration of previous ETL jobs. Again, having 
such logs is also a reasonable assumption for the following reason. 
Any organization adopting any Hadoop-based ETL architecture will 
need to verify that the setup can successfully process the required 
data. During this verification, and even production use of the archi-
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Fig. 2. Histogram of discount rates for the Linux/UNIX spot machines compared to on-demand pricing. The values are computed based on the data described in Section 5.1.
tecture (but without cluster-size optimization), these logs will be 
collected. Considering that the details of the cluster-size optimiza-
tion algorithm and the experimental results are described in [3], 
the remainder of this article focuses on the second aspect, namely, 
predicting when the spot prices will be minimal for the suitable 
workload.

4.2. Spot instances

Spot instances can be regarded as spare compute capacity 
in the cloud. They are offered as one of the three ways cloud 
providers sell their computing capacity – the other two are on-
demand and reserved instances. In terms of the servers, there is 
no difference between the three. The difference is in the business 
model. On-demand instances represent the pay-as-you-go model, 
while reserved instances facilitate long-term renting of comput-
ing resources with a discount. However, spot instances allow cus-
tomers to save up to 90% of costs by using the cloud’s unused 
servers (see Fig. 2, described in section 5.1). The two most pop-
ular cloud providers, Amazon AWS1 and Windows Azure,2 have 
such spot instance offerings. Even though both Windows Azure and 
Amazon AWS offer spot instances, there are years of spot instance 
price history available for AWS. Therefore, most of the discussion 
in this paper revolves around AWS types of spot instances.

With spot instances, customers never pay more than the maxi-
mum price specified in the bid. However, the evident concern with 
the spot model is that the cloud provider may terminate these in-
stances with literally last-minute notice. To understand how spot 
instances can be utilized for ETL workloads, the reasons for inter-
ruptions and behavior during them need to be understood first. 
The following are the possible reasons that Amazon EC2 might in-
terrupt Spot Instances3: Price, the Spot price is greater than the 
customer’s maximum price; capacity, if there are not enough un-
used EC2 instances to meet the demand for Spot Instances, Ama-
zon EC2 interrupts Spot Instances; and constraints, if the customer’s 
request includes a constraint such as a launch group or an Avail-
ability Zone group, these Spot Instances are terminated as a group 
when the constraint can no longer be met.

AWS offers various options to configure interruption behavior 
of Spot instances and Spot Fleets (a set of spot instances), in-
cluding hibernation and automatic restarting. When the AWS Spot 

1 aws.amazon.com/ec2/spot/.
2 azure.microsoft.com/en-us/pricing/spot/.
3 docs.aws.amazon.com/AWSEC2/latest/UserGuide/spot-interruptions.html.
5

service determines to hibernate a Spot Instance, an interruption 
notice is issued as a CloudWatch event, but the customer does not 
have time before the Spot Instance is interrupted, and hibernation 
begins immediately. To prevent interruptions, the best practices 
suggest using the on-demand price for bidding, storing necessary 
data regularly at persistent storage (e.g., Amazon S3, Amazon EBS, 
or DynamoDB), and dividing the work into small tasks while using 
checkpoints.

For the current use case, we are interested in performing ETL 
with deterministic latency. In other words, the assumption is that 
even though ETL can be delayed later, there is a deadline by 
which the ETL has to successfully complete. Therefore, the pro-
posed framework can tune the cluster size and predict the optimal 
start time of a cluster, but once a cluster starts, we want to avoid 
interruptions, even at a higher cost (up to the cost of on-demand 
instances). In addition to the proper budgeting, this is one of the 
reasons that make an accurate price prediction in the upcoming 
periods very important.

4.3. Spot price prediction

Naive predictions Considering the use-cases of interest, a reason-
able approach in many business scenarios would be to run the ETL 
process daily. As in many short-term forecast problems, the last 
known value is a reasonably good indicator of the next value. Thus, 
such predictions are commonly used as a baseline. In this section, 
we refer to it as Naive prediction model – that refers to the last 
known spot price of a particular instance type in the given avail-
ability zone. With this approach, at the time when we need to 
predict future spot price of a particular instance, we simply use 
the current price and predict that all future prices are going to be 
equal to it. Obviously, this is a very naive assumption, completely 
ignoring the dynamic demand for spot instances. As the predic-
tion is about values further away in the future, the expectation 
is that the quality of such a forecast would significantly decrease. 
Still, the motivation to include this approach in the evaluation is 
derived from the preliminary exploratory analysis of the dataset 
showing that the spot prices of some instances were infrequently 
changing.

Autoregressive integrated moving average ARIMA form a class of 
time series models that are widely applicable in the field of time 
series forecasting. ARIMA models are known to be robust and ef-
ficient in short-term time series forecasting, with some prominent 
results in financial and commodity markets [44,48]. In the ARIMA 

http://aws.amazon.com/ec2/spot/
http://azure.microsoft.com/en-us/pricing/spot/
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/spot-interruptions.html
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model, the future value of a variable is a linear combination of past 
values and errors after removing the trend – by differencing. Given 
a time series data Yt where t is an integer index, an ARMA(p,q) 
model is given by:

Yt = c + εt +
p∑

i=1

ϕi Yt−i +
q∑

i=1

θiεt−i

where Yt and εt are the actual value and error at time period t, 
respectively. Whereas, c is a constant, θi and ϕi are model parame-
ters to be estimated in the process of model training. ARIMA(p,d,q) 
model is an extension of ARMA that aims to model non-stationary 
processes. When the observed time series has a trend, the differ-
ence between consecutive observations is computed d times until 
the observed process becomes stationary.

To provide high-quality spot price forecasts, we trained ARIMA 
models separately for each AWS instance type in each availabil-
ity zone. To adjust price prediction to still changing environment 
on the AWS spot market, hence minimizing the effect of so-called 
concept drifts [54], models were iteratively re-trained after each 
day in data. The more detailed analysis of spot price prediction is 
provided further in Section 5.3.

4.4. Cluster configuration strategy

The configuration strategy should consider several factors. First, 
the deadline by when the ETL process has to successfully complete 
(e.g., 5 AM EST, each day). Second, the estimated duration and re-
quired CPUs (n_vC P U ) and memory capacity (R AM), with can be 
done with the approach described in section 4.1. Third, the ability 
to obtain the desired cluster capacity by picking different instance 
types from the same instance family and availability zone before 
the ETL process is initiated.

To illustrate the third factor, let us consider the following ex-
ample. Let us assume that the total required capacity is denoted by 
(n_vC P U = 96) and memory capacity (R AM = 768 GB). To achieve 
this, there are multiple options. On AWS, as the instance size in-
creases, both the RAM and vCPUs also increase proportionally to 
the size multiplier. For example, an r5.2xlarge instance has 64 GB 
RAM and 8 vCPUs, whereas an r5.12xlarge instance has 384 GB 
RAM and 48 vCPUs, or exactly 6 times more computing capacity 
for 6 times the on-demand cost while having the same network 
performance. Therefore, to achieve the same computing capacity 
of 768 GB RAM and 96 vCPUs, within the r5 instance family the 
are 6 options (i.e., 24 × r5.xlarge, 12 × r5.2xlarge, 6 × r5.4xlarge, 3 
× r5.8xlarge, 2 × r5.12xlarge, or 1 × r5.xlarge). This assumes all in-
stances are of the same type, which is a recommended practice for 
Hadoop clusters. In [4] the experimental evaluation showed that in 
most cases, the total computing capacity is what matters and that 
the ETL duration is marginally affected by choice of instance types 
within the same family and network speed.

To formalize this, let us first define the following parameters. 
An instance family Fi consists of all instance defined by AWS, 
except the ones that have smaller network speed. In some in-
stance families, the smallest instances have lower network speed, 
in which case, they are excluded. This assumption makes sure that 
the network does not impact the subsequent estimates. For each 
instance x ∈ Fi , we denote the on-demand cost costondemand(x), 
spot instance cost at time t as costspot(x, t) and normalized spot 
cost as

costn
spot(x, t) = costspot(x, t)/costondemand(x)

Next, we can compare two arbitrary instances x and y that have 
the same network speed from the same instance family Fi in terms 
of computing capacity and cost with
6

capacity_ratio(x, y) = compute_power(x)

compute_power(y)

and

cost_ratioondemand(x, y) = costondemand(x)

costondemand(y)

Similarly for spot instances, we can define

cost_ratiospot(x, y, t) = costspot(x, t)

costspot(y, t)

scaleup(x) = compute_power(x)/min
F

compute_power(y)

For on-demand prices, the following holds

capacity_ratio(x, y) = cost_ratioondemand(x, y),∀x ∈ Fi,∀y ∈ Fi .

This means that the ratios of price and computational capacity of 
different instances are equal – for example – the twice more pow-
erful machine, costs twice more. However, our exploratory analysis 
showed that this is not always true for spot instances, meaning 
that in general the following holds

∃t, capacity_ratio(x, y) �= cost_ratiospot(x, y, t)

If we can predict which instance is the cheapest at those times 
t , this provides an opportunity to create a cluster with the same 
capacity composed of cheaper instances. We can always chose the 
instance with lowest costn

spot(x, t) for the same instance family Fi

at time t . This means that for the same computing power that we 
need, we’ll always pay the cheapest price. The highest price we 
would pay, by choosing spot instances would be defined as

max_cost(t) = max costn
spot(x, t) f or x ∈ Fi .

We can also define the predicted cost using the proposed predic-
tion methods as predicted_costspot(x, t). So for each time period t
we can either chose a machine

minx
t = min

x
predicted_costspot(x, t) f or x ∈ Fi

By choosing the appropriate xt , we would actually get a

predicted_instance_cost(t) = costn
spot(x = minx

t , t)

If we chose a random spot machine, we would risk having the

worst_case_cost(t) = max_cost(t)

In order to evaluate the success of the strategy, we compare 
the costn

spot(x, t) with the worst_case_cost(t) which is the worst 
case cost for spot instances and with the costondemand(x) which 
is the same for the needed processing power, regardless of 
which machine within the same family we choose. If we define 
the Dynamically-selected spot instance price as the predicted_
costspot(x, t) then we can calculate the ratio between this and the 
worst case cost and the on demand cost.

on_demand_cost_ratio = cost_ondemand(x)

predicted_costspot(x, t)

and

most_expensive_spot = worst_case_cost(t)

predicted_costspot(x, t)
.

To get a better estimation of the prices difference we set the 
dynamically-selected spot price as

dynamically_selected_cost(t) = predicted_costspot(x, t)

predicted_cost (x, t)
= 1
spot
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Table 1
The most popular spot machines.

Region AZ Machine N Bid freq. (h) Bid price ($)

Avg StDev Avg StDev

ap-northeast-2 a r4.8xlarge 513 5.609858 1.850305 0.61898109 0.032847797
ap-south-1 c m5.4xlarge 511 5.646654 2.098600 0.26793268 0.049972972
ap-south-1 a m4.10xlarge 510 5.664042 1.919549 0.64866667 0.065327196
us-west-1 a r4.8xlarge 509 5.679289 1.691382 0.68227269 0.042938466
us-west-1 a r5.4xlarge 507 5.697051 1.577393 0.56153195 0.082851776
sa-east-1 c m4.4xlarge 505 5.718381 2.680653 0.33331168 0.022590959
us-west-2 b c5n.4xlarge 504 5.720918 1.442650 0.40579861 0.031436667
us-west-1 b m5d.4xlarge 504 5.730931 1.736511 0.37877837 0.071149562
eu-central-1 c c5d.9xlarge 504 5.732888 1.632358 0.64598294 0.032545920
ap-south-1 b c5.2xlarge 504 5.740978 1.712241 0.19892956 0.022324986
5. Results and discussion

Contributing to the popularity in industry and research com-
munity of the Amazon Web Services (AWS), and the hardware 
heterogeneity offered in various instance types [52], AWS was used 
for the experimental evaluation of the proposed architecture, in-
cluding the experiments with spot instances. AWS cloud consists 
of geographically dispersed regions around the world, each with 
multiple availability zones (AZ’s).4 In each of the regions, AWS of-
fers a broad number of cloud services, among which the Elastic 
Cloud Compute (EC2) is the essential one.

5.1. Dataset

The analyzed spot price data set was collected from 11 AWS re-
gions5: ap-northeast-1 (427309), ap-northeast-2 (303113), ap-south-
1 (322593), ap-southeast-1 (459592), ap-southeast-2 (382703), ca-
central-1 (206218), eu-central-1 (453457), eu-west-1 (546474), sa-
east-1 (280076), us-east-1 (1061429), us-west-1 (285975), us-west-
2 (661369) over the period between November 11, 2019 and 
March 11, 2020. It consisted of a total of 5.4M records, each corre-
sponding to a particular bid for one of the AWS spot instances. 
After the preliminary data filtering, we left only those records 
which referred to the EMR compatible machine types6 working 
with Linux/UNIX operating system. In particular, we were only in-
terested in ETL related servers, that is: the memory oriented ma-
chine types – m and r series; the computation oriented – c series, 
and g and p series which are popular for the data analysis and ma-
chine learning. The remaining instance families were ignored. For 
spot instances there is also a constraint that the root volume must 
be an Elastic Block Store (EBS) volume, not an instance store vol-
ume, which eliminated some of the instances for this study. The 
spot price time series for each machine type may differ between 
regions and availability zones.

Concerning the savings that could be made with spot instances 
compared to the corresponding on-demand prices, the experimen-
tal results indeed show the advertised claim of savings up to 90% 
is indeed true, as shown in Fig. 2, based on the analysis of the time 
period and instance types described in section 5.1.

In Table 1, we present a brief overview of 10 spot price time 
series for the most popular (i.e., with the most frequent spot price 
changes) machine types.

4 See AWS global cloud infrastructure at aws.amazon.com/about-aws/global-
infrastructure.

5 Numbers in brackets indicate the amount of bids. We may notice that in the 
most active region – North Virginia (us-east-1) – there were recorded over two 
times more bids than in the second most active one.

6 See docs.aws.amazon.com/emr/latest/ManagementGuide/emr-supported-
instance-types.
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5.2. Spot prices exploratory analysis

To verify the feasibility of short term spot price prediction, we 
decided to limit the scope of analysis further and to focus on the 
time series with non-trivial price change characteristics. Therefore, 
we discarded machines with infrequent bids (less than 100 bids in 
the entire data set), as well as the time series with almost constant 
prices in the analyzed time range (with the standard deviation of 
prices σ < 0.01). The final data set contained 854 time series for 
85 different machine types aggregated in non-overlapping candle-
sticks – a standard tool in financial stock market analysis [55]. 
Candlestick charts are often used together with various machine 
learning models, like SVM or DNN [56]. In the performed exper-
iments, each candlestick contained volume of operations as well 
as open, high, low and close price during one day. The exemplary 
candlestick charts for two popular machine types in North Virginia 
(us-east-1) region are depicted in Fig. 3.

5.3. Spot price predictions

Having the data aggregated in one-day candlesticks, for a give 
day (tx), we aim to predict the highest price during the next day 
(tx+1). The models are evaluated with two commonly used error 
metrics, namely, root mean square error (RMSE) and mean abso-
lute percentage error (MAPE). However, to make the prediction and 
obtained error rates comparable between various machines, the 
prices were scaled – they were divided by the on-demand price 
of the same machine type in the corresponding region. This allows 
providing an estimation of a budget needed for the data processing 
task. The preliminary analysis showed that even the Naive model, 
which used as a prediction the last day price, achieved a rela-
tively good quality. The highest MAPE of 5.49% was recorded for 
the m5d.16xlarge machine type in ap-northeast-2 region (see Fig. 5
(a)). The median and macro average of MAPE over all 854 evalu-
ated time series was 0.66% and 0.87%, respectively. These results 
mean that in the worst case, we can expect a budget overrun of 
ca. 5.49% in the event of a rapid price change (as shown in Fig. 5). 
However, on average, the error will be much smaller. The results of 
Naive model performance aggregated over all 854 time series are 
presented in Table 2 in the row signed Naive. The median RMSE, 
in Table 2, refers to median value of 854 experiments. Similarly, 
in the table, we also report macro average, 3rd quantile, and max 
value for RMSE and MAPE.

In the performed study, we trained ARIMA models for each 
of 854 time series in data. Similar to the Naive model’s case, 
the evaluation was performed on the last two months in data 
(60 days). Before each assessment (at time tx) of next day price, 
the ARIMA model was re-trained on all available historical data 
(t0...tx). The aggregated performance of the ARIMA model trained 
on all available history is presented in Table 2 in the row marked 
as “ARIMA(All)”. To further verify the optimal history size for the 
estimation of model’s parameters, that allows more dynamically 

http://aws.amazon.com/about-aws/global-infrastructure
http://aws.amazon.com/about-aws/global-infrastructure
http://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-supported-instance-types
http://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-supported-instance-types
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Fig. 3. Candlestick charts for two popular machine types in N. Virginia region, both in AZ: ‘b’.

Fig. 4. Correlation heatmap for the three popular spot machine types: r4.4xlarge, m5.4xlarge, c5.2xlarge. (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)
8
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Fig. 5. Candlestick charts of two machines troublesome for prediction.

Table 2
Spot price prediction in one day horizon. ARIMA with various sliding window settings (training history length in brackets) 
and the naive model with last known value. The minimal error for all classifiers was equal to zero. The 1st quantile was 
always smaller than 0.001 and 0.15 for R2 and MAPE, respectively. Prediction evaluated on the last two months in data 
(60 days).

Model Hist. size RMSE MAPE

Median MacAvg 3rdQu. Max Median MacAvg 3rdQu. Max

A
RI

M
A

10 0.003541 0.006239 0.006510 0.041954 0.7069 0.9088 1.2520 5.1401
15 0.003147 0.00547 0.00713 0.06168 0.6486 0.8008 1.1552 3.8915
20 0.003252 0.006428 0.007588 0.059637 0.6620 0.8884 1.2644 5.1581
25 0.003125 0.006296 0.007502 0.059256 0.6322 0.8597 1.1928 6.4112
30 0.003045 0.005978 0.007135 0.059093 0.6199 0.8240 1.2005 5.5383
35 0.002986 0.006060 0.007151 0.080333 0.6101 0.8197 1.1622 4.7605
40 0.002928 0.005767 0.006876 0.059086 0.5987 0.8020 1.1433 3.8416
45 0.002864 0.005771 0.007044 0.075629 0.5954 0.8032 1.1157 4.0203
50 0.002861 0.005567 0.006923 0.102551 0.5893 0.789 1.0645 4.9812
All 0.00281 0.005506 0.007388 0.078838 0.5866 0.8051 1.0335 6.5449

Naive 1 0.003135 0.006071 0.005902 0.046476 0.6640 0.8782 1.2556 5.4873
respond to the shifts in characteristics of AWS spot prices, we re-
peated the experiments for various length of training data history 
to fit the ARIMA model (from 10 days to 50 days). In the case of 40 
day long history the maximal MAPE error of 3.84% was recorded in 
us-west-1 region for r5d.16xlarge machine (see Fig. 5(b)). This pro-
vides us with the worst-case estimation of cost under- or over-run 
of spot resource allocation. Still, in the (macro) averaged or mean 
case, we would be far more accurate. In Table 2, the aggregated 
analysis for the Naive model and all ARIMA settings is presented.

For the more in-depth analysis, we decided to select Naive, 
ARIMA(All), ARIMA(40) models. The first one presents a baseline, 
the second achieved lowest average errors, whereas the ARIMA(40) 
minimized the maximal MAPE error, which assures the lowest 
worst-case budget misestimation. The three main parameters to 
be estimated in the ARIMA(p, d, q) model are the number of time 
lags of the auto-regressive model p, degree of differencing d, and 
the order of the moving average model (q). In our experiments, 
these parameters were estimated using the Box–Jenkins approach. 
The analysis of the selected models revealed that for various time 
series and length of available training data, different p and q pa-
rameter values were chosen. In the performed experiments, the se-
ries were most often differenced once - trend components for the 
trained ARIMA models were usually d = 1. The AR parameters were 
typically equal to 1 or 2, whereas MA parameters varied from 0 to 
4. The seasonality test was negative in all examined cases. Hence, 
the trained ARIMA models were of a form ARIMA(1 − 2, 1, 0 − 4).

To validate the statistical significance of observed differences 
between the performance of the selected models, we decided to 
9

employ the Wilcoxon signed rank test – due to a very low p-value 
observed during Shapiro-Wilk normality test on both RMSE and 
MAPE distributions achieved during the tests. In all the cases, p-
value of Shapiro-Wilk normality test was: p-value < 1.0e-15. In 
the case of RMSE, the Wilcoxon signed rank test, with the null 
hypothesis that the errors of the Naive model are not greater 
than those of ARIMA(40) did not allow to reject this hypoth-
esis (p-value = 0.1954). However, when the ARIMA(All) model 
was compared to ARIMA(40) and Naive, the p-values of both 
tests were very low, i.e., 3.786e-08 for Naive and 4.649e − 06
for ARIMA(40), respectively. It allowed us to reject the null 
hypothesis, hence showing the statistical significance of differ-
ences between the models. Slightly different observations were 
made for the MAPE measure. In this case, the Wilcoxon test re-
vealed that ARIMA(40) model was significantly better than Naive 
(p-value = 3.053e-07). However, the ARIMA(All) again performed 
significantly better than both ARIMA(40) (p-value = 0.005515) and 
Naive (p-value = 3.396e-11) models.

In the last part of our study, we attempted to validate the 
feasibility of spot price prediction in a bit longer horizon of two 
and three days ahead. We examined the performance of the three 
selected models from our previous test: Naive, ARIMA(All) and 
ARIMA(40). The results - presented in Table 3 - showed that the 
observed drop of each model performance is significant, and the 
maximal MAPE error exceeds 16% for both ARIMA(All) and Naive 
models. However, we may conclude that prediction is still feasi-
ble two and three days ahead, with a median of MAPE errors 
only slightly exceeding 1.6% for ARIMA(All). Further research on 
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Table 3
A summary of the prediction errors of the selected models for various forecasting horizons (1-3 days).

Model Pred. day RMSE MAPE

Median MacAvg 3rdQu. Max Median MacAvg 3rdQu. Max

A
RI

M
A

(A
ll) 1 0.0028 0.0055 0.0074 0.0788 0.5866 0.8051 1.034 6.545

2 0.0053 0.01 0.0118 0.095 1.15 1.537 2.029 10.73
3 0.0076 0.0146 0.0152 0.142 1.647 2.28 2.948 16.32

A
RI

M
A

(4
0) 1 0.0029 0.0058 0.0069 0.0591 0.599 0.802 1.143 3.842

2 0.0056 0.0105 0.0123 0.079 1.187 1.57 2.18 7.96
3 0.0079 0.015 0.017 0.136 1.72 2.36 3.24 13.98

N
ai

ve

1 0.00314 0.0061 0.006 0.0465 0.664 0.878 1.256 5.487
2 0.00547 0.0112 0.011 0.0887 1.1841 1.6459 2.335 11.01
3 0.0073 0.0157 0.014 0.126 1.609 2.345 3.317 16.48

Fig. 6. Cost ratio compared to the minimum cost per instance families. The last bar is the Micro average of the ratio considering all instances and all availability zones.
more sophisticated regression methods could bring more accurate 
predictions. An interesting approach would be to use multivariate 
methods, mainly due to the observed correlations between various 
time series in multiple regions and availability zones, as shown in 
Fig. 4. This figure is a heatmap with a dendrogram added to the 
left side and to the top where the color of each cell represents the 
correlation between the price of a pair of instance types in differ-
ent availability zones. A dendrogram is a tree-structured graph that 
visualizes the result of a hierarchical clustering calculation. For the 
dendrogram on the left side of the heatmap, the individual rows 
in the clustered data are represented by the right-most nodes (i.e., 
the leaf nodes). Each node in the dendrogram represents a clus-
ter of all rows from the connected leafs. The left-most node in the 
dendrogram is therefore a cluster that contains all rows.

5.4. Cost-effectiveness analysis of dynamic cluster selection

We performed the following experiments to illustrate the prac-
tical benefit of the proposed method for dynamic cluster configu-
ration. Using the same data as described in Section 5.1, we made 
predictions of the spot prices of all instances for the last 60 days 
in data with the best of the analyzed models in the previous sec-
tion, i.e., ARIMA(all). When this model is deployed in a production 
setting to make predictions of the price, it dynamically guides the 
cluster configuration. At the end of each billing period, the im-
10
plications related to actual incurred costs are known, as well as 
whether the predictions were the most optimal. Therefore, Fig. 6
and 7 relate to the actual cost and not the predicted cost. Also, the 
ARIMA-based spot prices cost, the on-demand prices, and the most 
expensive spot-configuration are ratios compared to the cheap-
est instances that could be used for the dame day. Considering 
the parameters defined in section 4.4, lets take for example the 
ap.northeast.1c region and the c5d instance types. Let us assume 
that the task lasts less than 24 hours to complete and that we 
need to repeat this task for the following 60 days. We need one 
4x.large instance or two 2x.large instances to complete the task 
each day. We could choose between several strategies – use one 
4x.large instance each day, use two 2x.large instances every day 
or use the best option using the ARIMAs prediction. The normal-
ized cost we would pay for using the on-demand machine would 
be 60 as we pay the full price for the desired processing power ev-
ery day for 60 days. If we chose two 2x.large every day, we would 
pay normalized spot cost of

total_cost(2x.large) =
60∑

t=1

costn
spot(x = 2x.large, t) = 17.46

and if we opt in for one 4x.large, we would pay normalized spot 
cost of
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Fig. 7. Cost ratio compared to minimum cost per region. The last bar is the Micro average of the ratio considering all instances in a region.
total_cost(4x.large) =
60∑

t=1

costn
spot(x = 4x.large, t) = 18.18

These represent the sums of normalized costs. By using the 
ARIMA method and the proposed strategy, the normalized spot 
cost for the full 60 day period would be:

total_cost(AR I M A)=
60∑

t=1

costn
spot(x= predicted_spot, t)=17.23

where

predicted_spot = min
x

(predicted_costspot(x, t)) f or x ∈ Fi

If we use the actual minimum price by knowing it up-front some-
how, we would pay 17.23 for this specific instance type which is 
very close to the ARIMA prediction and if we chose always the 
most expensive option the cost would be 18.41. Based on these 
findings, for the 60 days period we would have:

dynamically_selected_cost = 17.23

17.23
= 1

most_expensive_spot_ratio = 18.41

17.23
= 1.068

on_demand_cost_ratio = 60

17.23
= 3.48

In Fig. 6 and 7, lower is better, and the minimum value is 1, mean-
ing the average cost is the same as the absolute minimum cost 
that could be paid for those days.

In Fig. 6, the cost ratios per instance family are shown. The 
metrics average the cost ratios per instance family, regardless of 
the availability zone and region. Notably, the average on-demand 
cost ranges from 2.5 to almost 5 times more than the absolute 
minimum that could be obtained with a dynamic choice of spot 
instances for the same instance family. Similarly, by choosing sub-
optimal spot instances, the cost ratio ranges from 1.1 to 1.9, mean-
ing one would pay 10% to 90% more. The proposed prediction 
method minimizes this cost, which in most cases, is the optimal 
one, and always is less than 0.2%. It is also worth noting the 
memory-optimized instance families benefit from spot instances 
11
mostly. Likewise, the GPU instance types have substantial cost re-
duction compared to on-demand instances, but see the smallest 
benefit from the dynamic instance size selection.

In Fig. 7, we show the cost ratios per region. The metrics av-
erage the cost ratios per region, regardless of the availability zone 
and instance family. Notably, the average on-demand cost ranges 
from 3.1 to almost 5 times more than the absolute minimum that 
could be obtained with a dynamic choice of spot instances from 
the same instance family in the same availability zone. Similarly, 
by choosing sub-optimal spot instances, the cost ratio ranges from 
1.04 to 1.9, meaning one would pay 4% to 90% more. The pro-
posed prediction method minimizes this cost, which in most cases, 
is the optimal one, and always is <0.1%. It is also worth noting that 
the clusters deployed in the sa.east.1 region would mostly benefit 
from spot instances. Likewise, except for the ap.southeast.2 region, 
in other regions, considerable cost reduction can be achieved with 
dynamic instance size selection compared to having a cluster with 
predefined instance sizes.

5.5. Limitations

One factor worth considering when applying the proposed ap-
proach is the geographical location of the data, and the clusters 
that are ought to process it. Preferably, the data and compute 
resources should be in the same data center to leverage the co-
location for reducing the latency and avoiding unnecessary ex-
penses related to data transfer out of the data center. That being 
said, in some cases, the optimization strategy should be only lim-
ited to consider clusters in the data center where the data is kept. 
However, even in such cases, using the proposed algorithm, it is 
possible to identify the optimal cluster configuration by selecting 
the cheapest instance types in the location of interest.

Another consideration is the sudden termination of VMs by the 
cloud provider. Amazon discloses that it can happen at two-minute 
notice before termination, providing a chance to interrupt running 
jobs. As described in Section 4.2, there are various bidding strate-
gies, and practical guidelines provided by Cloud operators that aim 
at minimizing that risk. Still, it would be valuable to thoroughly 
evaluate those strategies through extensive testing. Cloud providers 
also recommend saving the progress of running jobs in small in-
crements, so in the case of interruptions, only a small part of in-
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complete work is lost. This last recommendation is in line with the 
builtin Spark fault tolerance mechanism, i.e., D-Streams in a system 
called Spark Streaming [57], or Resilient Distributed Datasets [58].

In theory, if multiple cloud customers use the proposed bid-
ding strategy, their actions could result in a spike in demand for 
spot instances, causing the predictions to be invalid. Situations like 
that often occur in the stock markets and are considered as par-
ticularly challenging to address and predict. In that regard, any 
experimental verification of our approach would also be compli-
cated and would require significant resources. The validation of the 
proposed algorithms in real-life scenarios would involve simulta-
neous requests of hundreds, if not thousands, of VMs in a single 
availability zone. With appropriate budgeting, however, this is an 
exciting topic for future research.

6. Conclusions

There are exceptionally reliable and efficient tools that are well-
architected by the cloud providers are easy to combine into highly 
effective processes. By doing so, architects and developers create 
data pipelines and business processes much faster and with better 
quality than the more traditional ways did it. At the same time, the 
resources available are not always the most cost-effective. A given 
process, such as Spark session, may be performed at the prime 
time, when the cost is higher even though, that actual results are 
not needed at that specific time.

This paper proposed a cloud-based architecture for processing 
of Big Data. The proposed framework first identifies the optimal 
cluster configuration to perform the processing. Then, by analyz-
ing the history of spot prices of the needed resources, performs 
intelligent dynamic scheduling so that the cost of the resources 
are minimized. Our experiments showed that we could optimize 
the cluster costs with a reduction of up to 80% compared to 
on-demand clusters. Furthermore, the dynamically selected con-
figuration costs only up to 1% more than the absolute minimum. 
The proposed method could be a valuable method for optimizing 
cloud-computing costs of organizations, while also providing ac-
curate budget planning predictions. In the future, the dynamically 
scheduling system needs to be evaluated in a production setting 
and investigate how often interruptions of spot instances occur and 
whether they can be avoided.
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