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Abstract 
Transformation of features is a common task in the 
data preprocessing stage while solving data mining 
and classification problems. Many classification 
algorithms have preference of continual attributes 
over nominal attributes, and sometimes the dis-
tance between different data points cannot be esti-
mated if the values of the attributes are not contin-
ual and normalized. The Weight of Evidence has 
some very desirable properties that make it very 
useful tool for the transformation of attributes, but 
unfortunately there are some preconditions that 
need to be met in order to calculate it. In this paper 
we propose a modified calculation of the Weight of 
Evidence that overcomes these preconditions, and 
additionally makes it usable for test examples that 
were not present in the training set. The proposed 
transformation can be used for all supervised learn-
ing problems. At the end, we present the results 
from the proposed transformation and discuss the 
benefits of the transformed nominal and continual 
attributes from the PAKDD 2009 dataset. The re-
sults show that the proposed transformation con-
tributes towards a better performance in all tested 
classification algorithms than the method that gen-
erates dummy (i.e. binary) variables for each value 
of the nominal attributes. 
 

Keywords: data transformation, data preprocessing, 
weight of evidence, information value, feature selection  

1 Introduction 
In almost every classification task, the data preprocessing 
phase is the most time consuming, because it is closely re-
lated to the data itself, and as a result it can be applied in 
different ways. When first presented with a data set, many 
statisticians and analysts think that they are able to use the 
data directly, but this is unfortunately not the case. The first 
step should be to analyze the data, and then to transform 
them into something usable. Data transformations are used 
to normalize the distribution of the values of an attribute.  

Although there are general guidelines about how to pro-
cess and transform specific kinds of data, the same trans-
formations are not applicable for all attributes, even if they 
are of the same data type.  
In [Anderson, 2007] and [Witten and Frank, 2005] are given 
some of the methodologies for data transformations. The 
Weight of Evidence (WOE) is one of the tools used for the 
transformation of nominal attributes into continual attributes 
in labeled data sets i.e. in supervised learning. 

WOE has some very desirable properties that make it a 
very useful tool for transformation of attributes, but unfor-
tunately there are some preconditions that need to be met in 
order to calculate the WOE. In this paper we will present an 
extended applicability of WOE, which is achieved by add-
ing an insignificant number of data points that does not 
change the overall distribution of the data set, but on the 
other hand, they facilitate its calculation even in cases when 
the preconditions are not met. Namely, each of the precondi-
tions will be analyzed and discussed, and for each case 
whenever they are not satisfied, an approximation of WOE 
will be proposed. This will facilitate the calculation of WOE 
for arbitrary types of attributes and values. Not being able to 
transform the nominal attributes into continual ones can be 
restrictive for the applicable classification algorithms, be-
cause some of them demand continual attributes that could 
be normalized. 

In the Results section, the applicability of the proposed 
transformation for some of the attributes in the PAKDD 
2009 data set will be illustrated. 

2 Weight of evidence 
Every day we make decisions based on the probability of 
some event to occur. Some situations are more trivial, as 
well as the decisions associated with them. For example, 
one can decide whether to take an umbrella based on how 
the weather looks like, or based on the weather forecast. 
Other decisions require information from multiple sources 
and are more complex. Regardless of the complexity of the 
situation, usually the probability of an outcome is far from 
empirical as it depends on more facts, which could have 
complex interdependencies [Chater and Oaksford, 2008]. 
For each decision we determine the circumstances that are 
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associated with it and the weight of the facts. Basically, this 
maps the risk associated with a particular choice or a fact on 
a linear scale, which aids the human brain in assessing the 
risk. This usually is done with the parameter named Weight 
of Evidence (WOE) which is discussed in more detail in 
[Smith et al., 2002] and [Anderson, 2007]. This is a fairly 
simple parameter, but yet it has a good mathematical back-
ground, which makes it a great tool for assessing the relative 
risk based on the available information. In binary classifica-
tion problems WOE could be defined as: 

𝑊𝑂𝐸!! = 𝑙𝑛
𝑁!!

𝑆𝑁
𝑃!!

𝑆𝑃

= 𝑙𝑛
𝑁!
!

𝑃!!
− 𝑙𝑛

𝑆𝑁
𝑆𝑃

 (1) 

where SN and SP are defined with eq. (2): 

𝑆𝑁 = 𝑁!!
!

!!!

 and 𝑆𝑃 = 𝑃!!
!

!!!

 (2) 

Eq. (1) defines the weight of evidence (WOE) of the i-th 
value of the attribute A, where 𝑁!! is the number of data 
points that were labeled as negative, and 𝑃!! is the number 
of data points that were labeled as positive for the i-th value 
of the attribute A. SN is the total number of negatively la-
beled data points, PN is the total number of positively la-
beled data points in the training set, and n is the total num-
ber of values for the attribute A. 

The second part in eq. (1) illustrates that WOE is consist-
ed of two components: a variable component which relates 
to the group of data points that have a particular value for 
the attribute whose WOE is being computed, and a constant 
component which relates to the whole sample i.e. to the 
training set. These numbers are calculated during the pre-
processing phase of the data and do not depend on the clas-
sification algorithm that is going to be used. 

Obviously from eq. (1) the values for 𝑁!!and 𝑃!! have to 
be different than zero, and given that they represent counts, 
these constraints transform to 𝑁!! > 0 and 𝑃!! > 0. Later in 
this section an implementation that overcomes these con-
straints will be described. 
 

The following example illustrates the calculation of 
WOE: 
 

Example 1: Let a binary training set contain 10000 nega-
tively labeled and 40000 positively labeled data points, 
making a total of 50000 data points. Let one of the attributes 
be “Age” (in years) and let there be 70 different values for 
this attribute. We want to determine the WOE for the “Age” 
attribute when its value is 20 (years), given that there are 
1000 data points that have the value 20 for the attribute 
“Age”, from which 700 are negatively labeled, and 300 are 
positively labeled concerning the classification outcome. All 

needed parameters are stated in Table 1, and by using the 
eq. (1) and (2) we can calculate 𝑊𝑂𝐸!

!"#, which is illustrated 
by eq. (3). 

𝑊𝑂𝐸!
!"# = 𝑙𝑛(700/300) − 𝑙𝑛(40000/10000)

= 0.8473 − 1.3863 = −0.539 
(3) 

 
The obtained value shows that the particular group, to 

which the WOE is applied, is with a higher risk than the 
average, i.e. it has a negative weight of evidence. The WOE 
for any group with average odds is zero, because the con-
stant and the variable portion of eq. (1) would be approxi-
mately the same. 
 

Table 1. Values of the parameters for the calculation 
of WOE in Example 1 

Parameter Description 
SP=10,000 
 

Constant for the whole data set 

SN=40,000 
 

Constant for the whole data set 

n=70 
 

Constant for the whole data set 

𝑃!
!"# = 300 Applies only for the value 20 (years) of the 

attribute “Age” 
𝑁!
!"# = 700 Applies only for the value 20 (years) of the 

attribute “Age” 
 

The WOE has a linear relationship with the logistic func-
tion, which makes it a well-suited tool for the transfor-
mation of an attribute when logistic regression is used. 
 

There are few main reasons why WOE is a useful meas-
ure: 

• It provides an easy and intuitive estimate of the rel-
ative risk of the different values of a particular at-
tribute and points to the more risky groups of val-
ues. 

• It can be used as a very practical tool for easy 
transformation of the attributes from one type to 
another one. This is particularly useful for trans-
forming multivalued non numerical (i.e. nominal) 
attributes in numerical attributes that would have 
continual values (the WOE values). 

• After the transformation of the attributes, the 
groups of values with similar relative risk could be 
easily noticed. This property could be used for bin-
ning multiple values into fewer groups. Using this 
property, the attribute “Age” in Example 1 could 
be reduced so it would have significantly less dif-
ferent groups. Using this binning, one group would 
correspond to multiple values that have similar rel-
ative risk, and the group would be represented by 
the average WOE of the values in that group. 



• The information value (i.e. the predictive power) of 
an attribute could be estimated using the WOE of 
its values. 

In opposition to the useful characteristics of WOE, there 
are few that are, in fact, drawbacks. This is something that 
needs to be addressed properly before applying the WOE 
transformation to an attribute: 

• WOE does not consider the proportion of data 
points with a particular value of an attribute, only 
the relative risk. In Example 1, 𝑃!

!"# = 300, 
𝑁!
!"# = 700 and 𝑊𝑂𝐸!

!"# = −0.539. The same 
value for WOE would be obtained if 𝑃!

!"# = 3 and 
𝑁!
!"# = 7, even though these examples are very 

different in terms of the proportion of data points 
from the whole data set. This issue has to be 
addressed with other statistical techniques, among 
which is a technique named information value, 
covered in the next section. 

• WOE measures discriminability of a single attrib-
ute, but would not capture the discriminability of 
an attribute in combination with another. For in-
stance, an attribute X may generally have a low 
WOE for its value A, but when a second attribute 
Y has a value B, the combination X=A and Y=B 
may have high WOE and become very useful for 
classification. This means, that giving X=A a low 
WOE, should be done carefully, because some-
times this is not appropriate. A possible solution to 
this is to first detect the interacting attributes with 
an appropriate method, and then to properly model 
the known interactions. Non-parametric methods, 
such as classification trees and neural networks, are 
well suited for identifying interactions and dealing 
with them. One can use classification trees to iden-
tify the interactions, and afterwards to use another 
classification algorithm to build a predictive model 
[Thomas et al., 2002]. Modeling interactions can 
be done either by segmenting the data into groups 
and using different classification model for each 
group; or by generating interaction attributes and 
using one model for the whole data set. 

3 Information value 
In order to estimate the predictive power of a particular  
attribute, the measure named information value could be 
used [Anderson, 2007]. It is a useful measure because it can 
be computed in the preprocessing phase and can be used for 
feature selection by discarding attributes that have very low 
information value. Eq. (4) can be used for its calculation. 
Here FA is the information value of attribute A, whereas the 
definition of the other parameters is the same as in eq. (1) 
and (2).  

𝐹! =
𝑁!
!

𝑆𝑁
−
𝑃!
!

𝑆𝑃
×𝑊𝑂𝐸!!

!

!!!

 (4) 

The values of FA are always positive and can be greater 
than 3 for very predictive attributes. Attributes with infor-

mation value less than 0.1 are usually considered as week, 
while those attributes with information value greater than 
0.3 are sought after, and are likely to be used in the scoring 
models. Please note, that weak attributes may provide value 
in combination with others; or have individual values that 
could provide predictive power as dummy variables. 

The first drawback of WOE mentioned at the end of the 
previous section is addressed with the information value in 
the following manner. In eq. (4) the first term of the product 
containing 𝑁!! and 𝑃!!, tends to zero when they are very 
small, implying that the whole product for the particular 
value of i, would tend to zero, regardless of the value of 
𝑊𝑂𝐸!!. This, in fact means that such particular case will not 
have significant influence on the whole sum in eq. (4) i.e. on 
the information value of attribute A. 

The information value is sensitive to the way how the at-
tribute is grouped, and to the number of groups, but it will 
provide the same result, irrespective of how the values are 
ordered. However, it can be difficult to interpret, because 
there are no associated statistical tests. As a general rule, it 
is best to use the information value and/or chi-square test to 
assess individual attributes. 

4 Modified calculation of WOE 
As we have described previously in section 2, WOE has 
some properties that are well-suited for analyzing the attrib-
utes and each of their values, for attributes’ transformation, 
or for estimating the attributes’ information values. Unfor-
tunately, there are some restrictions that need to be over-
come in order WOE to be computable. The following two 
subsections describe these restrictions, and propose appro-
priate adjustments that can lead to successful and accurate 
calculation of WOE. 
 
4.1 Unsatisfied preconditions 
 
As it was mentioned previously when we defined WOE, the 
constraints 𝑃!! ≠ 0 and 𝑁!! ≠ 0 need to be satisfied in order 
to calculate WOE with eq. (1). If these conditions are not 
met for some values of an attribute, then the WOE of that 
attribute would not be computable. But if we want to use the 
weight of evidence as a tool for transforming or binning the 
attributes, or to estimate attributes’ information values, we 
need the WOE of all values of the attribute. This implies 
that some adjustments have to be introduced so that the 
WOE can be calculated even when the preconditions are not 
met. These kinds of situations are listed below. 
 

Case 1: The number of positively labeled data points is 
zero (𝑃!! = 0) and the number of negatively labeled data 
points is zero (𝑁!! = 0). There are no data points with the i-
th value of the attribute A, so we assume that 𝑊𝑂𝐸!! is zero, 
meaning that this value will have no impact on any trans-
formations nor will change the calculation of some other 
parameters that are dependent on WOE. In fact, this value 



could be even deleted from the possible set of values for the 
current attribute, but since it does not have any effect on 
anything, it could be retained in the set of possible values in 
case some data points from the training data set have the i-th 
value of attribute A, as well as for future analysis. 
 

Case 2: The number of positively labeled data points is 
zero (𝑃!! = 0) and the number of negatively labeled data 
points is greater than zero (𝑁!! > 0). There are no positively 
labeled data points, and only negatively labeled data points 
with the i-th value of the attribute A. We propose to add one 
data point that is labeled as positive, so 𝑃!! = 1, and to add 
the appropriate number of negatively labeled data points, so 
the overall ratio of the added data points will be equal to the 
ratio of the whole data set (SN/SP).Equations (5)-(11) define 
how the number of added data points will be calculated, as 
well as, the proposed estimate of WOE. 

𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!
!

𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!!
=
𝑆𝑃
𝑆𝑁

 (5) 

Eq. (5) can be transformed as: 
 

𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!!   =

=
𝑆𝑁
𝑆𝑃

×𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! 

(6) 

As we mentioned previously, we only add one positively 
labeled data point, so 𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! = 1, 
and eq. (6) transforms to: 

𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! =
𝑆𝑁
𝑆𝑃

 (7) 

The modified 𝑃!! and 𝑁!! that include the added data 
points are: 

𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑃!!
= 𝑃!! + 𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! = 1 

(8) 

and  

𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑁!! =
= 𝑁!! + 𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!!

= 𝑁!! +
𝑆𝑁
𝑆𝑃

 

(9) 

 
If 𝑁!! and 𝑃!! in eq. (1) are substituted with their modified 

values, 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑁!!and 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑃!!, then eq. (10) is 
obtained: 

𝑊𝑂𝐸!! = 𝑙𝑛
𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑁!!

𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑃!!
− 𝑙𝑛

𝑆𝑁
𝑆𝑃

 (10) 

After substituting eq. (8) and (9) in (10), and after simpli-
fying the expression, the eq.(11) is obtained which denotes 
the proposed estimation of WOE for cases when 𝑃!! = 0 
and 𝑁!! > 0: 

𝑊𝑂𝐸!! = 𝑙𝑛
𝑁!!×𝑆𝑃 + 𝑆𝑁

𝑆𝑁
 (11) 

Case 3: The number of negatively labeled data points is 
zero (𝑁!! = 0) and the number of positively labeled data 
points is greater than zero (𝑃!! > 0). There are no negative-
ly labeled data points, and only positively labeled data 
points with the i-th value of the attribute A. We propose to 
add one data point that is labeled as negative, so 𝑁!! = 1, 
and to add the appropriate number of positively labeled data 
points, so the overall ratio of the added data points will be 
equal to the ratio of the whole data set (SN/SP). Equations 
(12)-(15) define how the number of added data points will 
be calculated, as well as, the proposed estimate of WOE. 

 
 Eq. (5) can be transformed as: 

𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!!   =

=
𝑆𝑃
𝑆𝑁

×𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! 
(12) 

 We only add one negatively labeled data point, so 
𝐴𝑑𝑑𝑒𝑑_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! = 1, 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑁!! = 1 
and eq. (12) can be simplified to: 

𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!! =
𝑆𝑃
𝑆𝑁

 (13) 

And  

𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑃!! =
= 𝑃!! + 𝐴𝑑𝑑𝑒𝑑_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒_𝐷𝑎𝑡𝑎_𝑃𝑜𝑖𝑛𝑡𝑠!!

= 𝑃!! +
𝑆𝑃
𝑆𝑁

 

(14) 

When the values for 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑃!! and 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑_𝑁!! 
are substituted in eq.(10), then the proposed estimation of 
WOE for cases when 𝑁!! = 0 and 𝑃!! > 0 is: 

𝑊𝑂𝐸!! = 𝑙𝑛
𝑆𝑃

𝑃!!×𝑆𝑁 + 𝑆𝑃
 (15) 

This subsection proposed estimations of WOE for the 
specific cases when it cannot be calculated using the regular 
formula (eq. (1)), because of unsatisfied preconditions. The 
estimation algorithm first adds a particular number of data 
points so that the number of positively and negatively la-
beled data points for all attributes and all their values is 
greater than zero. However, the very small number of data 
points is added with care in regards to their distribution, so 



the overall distribution of the data set is not changed at all. 
The benefits from the proposed estimation of WOE are: 

• It would be computable for all attributes and all 
values in the data set, meaning that WOE could be 
used to transform the nominal attributes into con-
tinual. 

• The computed WOE could be used for binning of 
some values of the attributes. 

• Information value of all attributes could be com-
puted, and later it could be used in the feature se-
lection phase. 

• Many classification algorithms have preference of 
continual attributes over nominal attributes, and 
sometimes the distance between different data 
points cannot be estimated if the values of the 
attributes are nominal. The transformed attributes 
can be compared in terms of WOE. 

 
The estimations could be used for nominal and continual 

attributes, because the unsatisfied preconditions in general 
pose a problem for all kinds of attributes. 

However, the proposed transformation could potentially 
lead to incorrect results in the presence of noise. Namely, if 
the noise is significant, then the estimated risk of a particu-
lar value of an attribute could differ from the real risk. 
However, noisy data pose a serious problem for data min-
ing, in general, and should be properly handled before ap-
plying any kind of transformation. 
 
4.2 Unknown values in the training set 

Using the eq. (1) and the proposed estimations of WOE in 
Section 4.1, it can be precisely calculated or estimated accu-
rately enough for all values of all attributes in the training 
data set. Regardless of the transformations of the attributes, 
and regardless of the selected features, a classification mod-
el can be constructed that will be dependent on the training 
data set. As a standard procedure, the classification model is 
validated and tested using some different data sets than the 
training data set, and it is not uncommon for these data sets 
to contain new and unknown values. This is even more like-
ly to happen if the classification model is deployed in a pro-
duction system, or if the validation and test data sets come 
from different time periods than the training data sets. 
 If WOE is used to transform nominal attribute into con-
tinual attribute, then the new value will not pose any prob-
lem, because its WOE will be zero. However, if a continual 
attribute is transformed using WOE, than it is not so accu-
rate, nor practical to assume that the WOE of some new 
value of an attribute is zero. The new value may be very 
similar to some other value of the same attribute that is al-
ready present in the data set, and in that case we may ap-
proximate that WOE of the new value is the same as WOE 
of the existing value. In order to use this approximation, we 
need to define a measure of similarity between values of an 

attribute. With Algorithm 1 we propose a static, but easily 
computable method for finding similar values. First, the 
values of attribute A are ordered ascending and put in a vec-
tor of unique values. Afterwards, we compute the differ-
ences between the neighboring values (which are ordered) 
of the vector, and the computed differences are put into a 
temporary vector. Then the average (denoted by avg_diffA) 
and the standard deviation (denoted by stdev_diffA) of the 
temporary vector are computed. Finally, if 𝑉!"#!  is the new 
value of attribute A, then with eq. (16) the interval of similar 
values is defined: 

𝑉!"#! −
𝑎𝑣𝑔_𝑑𝑖𝑓𝑓! + 𝑠𝑡𝑑𝑒𝑣_𝑑𝑖𝑓𝑓!

2
≤ 𝑉!"#"$%&!

≤ 𝑉!"#! +
𝑎𝑣𝑔_𝑑𝑖𝑓𝑓! + 𝑠𝑡𝑑𝑒𝑣_𝑑𝑖𝑓𝑓!

2
  

(16) 

 
Fig. 1. Algorithm for estimation of similar values 

 
If we use the proposed method, depending on the distri-

bution of values across the whole interval of possible values 
for attribute A and the new value, the number of estimated 
similar values can vary from none to more than one. Here is 
how we estimate WOE in these different situations: 
• In case when no similar values are found, the 

estimated WOE would be zero. 
• In case when one similar value is found, the estimat-

ed WOE is equal to WOE of the similar value. 
• If more than one similar value is found, we sum the 

positively and the negatively labeled data points that 
have one of the similar values for attribute A, and af-
terwards we compute WOE using eq. (1) of the simi-
lar values. The estimated WOE in general is different 
than WOE of the similar values and the average of 
their WOE. 

In order to make more accurate estimation of similar val-
ues, we can cluster the values of attribute A and compute the 
boundaries of each cluster, so when new values appear, we 
can use the WOE of the cluster they belong to. However, 
this approach is significantly more complicated, and it 
should be used only in cases when there is a large number of 
values and when new values appear very often. In credit 
scoring problems, the attributes that can benefit from the 
more complicated approach are: income, months in resi-
dence, months in the job, payment day etc. 

For each attribute A 
     ValuesA= GetDistinctValues(in A, in training_data set); 
     OrderedValuesA = OrderAsceding(in Values); 
     DifferencesA = GetNeighbourDifferences(in OrderedValues); 
     avg_diffA = Average(in Differences); 
     stdev_diffA = StDev(in Differences); 
End for each 



5 Results 
In this section we present the experimental results that were 
obtained using the proposed transformation. We have 
worked on a problem from a real domain – credit risk as-
sessment on a credit card application. Basically, a retail 
chain offers credit to potential clients, and they can use it to 
buy goods in the stores of the retail chain. This problem was 
the topic of PAKDD 2009 Data Mining Competition 
[PAKDD, 2009]. There were three available data sets for the 
competition: a labeled training data set with 50,000 records 
which are collected during one year; an unlabeled validation 
data set with 10,000 records which are collected during an-
other year, but with one year gap after the first year; and a 
test data set with 10,000 records which are collected during 
a third year, but after a gap of one year after the year of the 
validation set. In other words, the data sets contain records 
for credit applications for three years in a period of five 
years, with one year gap between each set. The competition 
focused on the credit scoring model's robustness against 
performance degradation caused by market gradual changes 
along few years of business operation. Each record in the 
data sets consist of 30 attributes that describe a credit appli-
cation, and additionally a binary label that denotes whether 
the customer had any defaults after the credit was approved, 
or not. Note that the label is not revealed for the validation 
and test data sets. We have investigated different techniques 
for transformation of continual attributes and have chosen 
the log transformation for some attributes which denote 
counts (e.g. Age, Months in the job etc.). Some new attrib-
utes were generated by clustering their values (e.g. Age 
group), or by combining nominal attributes (Age group + 
Residence type, Age group + Profession code, Marital status 
+ Number of dependents etc.). Using iterative attribute se-
lection, some of the original and generated attributes were 
discarded and a data set with an optimal subset of attributes 
was obtained. Because the data is collected from relatively 
long period of time, attribute selection should be done with 
consideration of attribute’s stability over time, i.e. selected 
attributes should be stable to ensure robustness and usability 
of the classification models during the following years.  

The stability of attributes can be analyzed by comparing 
the recorded counts of different values of a particular attrib-
ute in the different data sets. The following parameters were 
used to analyze the stability of attributes in respect to the 
values in the training and validation data sets: Chi-Square 
test ([Lancaster and Seneta, 2002] and [Rossi, 2002]), corre-
lation coefficient [Rodgers and Nicewander, 1988], and 
population stability index [Karakoulas, 2004]. To investi-
gate attribute’s predictive power the parameter information 
value [Anderson, 2007] has been used. 

Because of the limited space of the paper, here we present 
the analysis of only two WOE transformed attributes that 
were included in the classification model. The other nominal 

attributes were transformed in a similar manner. Tables 2 
and 3 show the results from these transformation. 

From the three available data sets we will use the labeled 
training data set, containing 50,000 records. From this data 
set were derived two new data sets: 
• Data set 1, in which the nominal attributes were 

transformed into continual ones using the proposed 
WOE transformation. This data set contains 21 con-
tinual attributes, from which 11 were continual from 
the start, 9 are nominal attributes transformed into 
continual ones using the proposed transformation, 
and the last attribute is the binary label. 

• Data set 2, in which the nominal attributes were 
transformed into continual ones by generating dum-
my (i.e. binary) attribute for each value of an attrib-
ute. This data set contains the same 11 continual at-
tributes that are also in the other data set, and addi-
tionally over 1,000 binary attributes that are obtained 
by transforming the nominal attributes. The last at-
tribute is the binary label. 

 
Next, testing on the two data sets was performed using 

some of the classification algorithms implemented in the 
software package WEKA [Witten and Frank, 2005]. The 
results were compared using the official performance meas-
ure of the competition, AUC ROC, because it is statistically 
more consistent and discriminating than the accuracy. A 
formal proof for this is presented in [Ling Jin et al., 2003]. 
The classification models were evaluated using 10-fold 
cross validation. Fig. 2 shows a comparison on both data 
sets of the same classification algorithms, named using the 
convention from WEKA. The multilayer perceptron is actu-
ally a feed-forward back-propagation neural network, and 
we have tested several configurations of it. On fig.2 are 
listed only those with 2 and 3 hidden layers. Regarding the 
computational performance, all cross-validations for the 
WOE transformed data set were performed in a matter of 
minutes. However, the significantly greater number of at-
tributes in the second data set has negative impact on the 
computational performance and the cross-validations, and 
all classifiers performed significantly slower than on the 
first data set. Some classifiers (e.g. Logistic regression, 
Multilayer perceptron, Naïve Bayesian Tree etc.) did not 
finish at all, due to the computational and memory complex-
ity that is implied by the vast number of binary attributes. 

Fig. 2 shows that all classifiers performed better on the 
WOE transformed data set, than on the other alternative 
transformation that uses generated binary attributes. 

 
Table 2. Transformation of attribute PROFESSION_CODE 

Attribute name PROFESSION_CODE 

Transformation Values of this attribute are substituted by 
their weight of evidence, as it was proposed 



in section 4.1. WOE has been discretized 
with step 0.1. The discretization enables 
easy identification of values with similar 
relative risk, and can be considered as au-
tomatic binning. 

Benefits 

The information value has been increased, 
the number of different values has been 
significantly reduced and the stability over 
time of the attribute has been increased 
(parameters CST and PSI below). 

Attribute type 
Before Nominal 
After Continual (Discretized) 

Number of dif-
ferent values 

Before 295 
After 36 

Chi-square 
test(CST) 

Before 709.587 
After 140.671 

Correlation coef-
ficient (CC) 

Before 0.985 
After 0.995 

Population sta-
bility index (PSI) 

Before 0.995 
After 0.997 

Information 
value (IV) 

Before 0.183 
After 0.192 

 
 
  
Table 3. Transformation of attribute ID_SHOP 

Attribute name ID_SHOP 

Transformation Values of this attribute are substituted by 
their weight of evidence, as it was proposed 

in section 4.1. WOE has been discretized 
with step 0.1. The discretization enables 
easy identification of values with similar 
relative risk, and can be considered as au-
tomatic binning. 

Benefits 

The number of different values has been 
significantly reduced, but no compromise 
has been made in regards to the IV, and the 
stability over time of the attribute has been 
significantly increased (parameters CST, 
CC and PSI below). 

Attribute type 
Before Nominal 
After Continual (Discretized) 

Number of dif-
ferent values 

Before 31 
After 13 

Chi-square test 
(CST) 

Before 2845.303 
After 543.181 

Correlation coef-
ficient (CC) 

Before 0.696 
After 0.983 

Population sta-
bility index (PSI) 

Before 0.884 
After 0.994 

Information 
value (IV) 

Before 0.078 

After 0.077 

6 Conclusion and discussion 
In this paper we have investigated the possibilities to modi-
fy the calculation of the measure Weight of Evidence in 
order to facilitate its calculation for arbitrary types of attrib-

 
 
Fig. 2. Performance of the classifiers on both data sets. The left column for each classifier is the performance on Data set 1 (containing WOE 
transformed nominal attributes) and the right column corresponds to its performance on Data set 2 (containing generated binary attributes for 
each value of the nominal attributes). Some classifiers could not be evaluated for Data set 2, because of the computational and memory com-
plexity implied by the vast number of binary attributes in Data set 2, hence there are no results for them for Data set 2. 



utes and values. WOE has some properties that make it a 
useful tool for transformation of attributes, but unfortunately 
there are some preconditions that need to be met in order to 
calculate it. 

The benefits from the proposed estimation of WOE are: 
that it would be computable for all attributes and all values 
in the data set, meaning that WOE could be used to trans-
form the nominal attributes into continual; the computed 
WOE could be used for binning of some values of the at-
tributes; information value of all attributes could be com-
puted so it can be used as part of the feature selection pro-
cess; and nominal attributes can be compared in terms of 
similarity distance in WOE which is quite useful for classi-
fication algorithms that require continual attributes. How-
ever, the transformation can only be applied for labeled 
data sets. For unsupervised problems WOE transformation 
would be unusable, because the data sets are not labeled 
and an exact relationship between the data and the label 
cannot be established, which is a must-have prerequisite for 
WOE. When the proposed transformation is applied to im-
balanced data sets, the distribution of the added data points 
conforms to the overall distribution of the whole data set. 

For continual attributes, a lot of different transfor-
mations can be applied, like introduction of dummy varia-
bles, logarithmic transformations, clustering of attributes 
into discrete clusters etc. The main problem is processing 
nominal attributes that have a fairly large number of distinct 
values, like those described in Tables 2 and 3. Some algo-
rithms could not be tested before applying the proposed 
transformation, because the distance between values of the 
nominal attributes could not be estimated, or because the 
vast number of different values of the nominal attributes. 

As a future work the proposed transformation should be 
tested on other data sets, preferably data sets that are well-
researched. In that way, we can marginalize the influence of 
the attribute selection process, so the obtained results would 
not depend on it. Also, we have to compare our results that 
are based on the WOE transformation, with results that 
would be obtained with some other kinds of transfor-
mations. 
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