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Abstract: The precise mechanisms connecting the cardiovascular system and the cerebrospinal fluid
(CSF) are not well understood in detail. This paper investigates the couplings between the cardiac
and respiratory components, as extracted from blood pressure (BP) signals and oscillations of the
subarachnoid space width (SAS), collected during slow ventilation and ventilation against inspiration
resistance. The experiment was performed on a group of 20 healthy volunteers (12 females and
8 males; BMI = 22.1± 3.2 kg/m2; age 25.3± 7.9 years). We analysed the recorded signals with a
wavelet transform. For the first time, a method based on dynamical Bayesian inference was used to
detect the effective phase connectivity and the underlying coupling functions between the SAS and
BP signals. There are several new findings. Slow breathing with or without resistance increases the
strength of the coupling between the respiratory and cardiac components of both measured signals.
We also observed increases in the strength of the coupling between the respiratory component of
the BP and the cardiac component of the SAS and vice versa. Slow breathing synchronises the SAS
oscillations, between the brain hemispheres. It also diminishes the similarity of the coupling between
all analysed pairs of oscillators, while inspiratory resistance partially reverses this phenomenon.
BP–SAS and SAS–BP interactions may reflect changes in the overall biomechanical characteristics of
the brain.

Keywords: time series; nonlinear dynamics; coupling

1. Introduction

Variations in beat-to-beat interval evoked by rhythmic breathing that occurs during
a respiratory cycle were described in the middle of the nineteenth century [1]. During
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spontaneous breathing, the heart rate (HR) decelerates during expiration and accelerates
during inspiration [2]. It is a well known phenomena in physiology—respiratory sinus
arrhythmia (RSA). When the breathing frequency slows down to 6 breaths/min, the
amplitude of the heart rate variability (HRV) reaches its maximum. Consequently, a
breathing frequency of 0.1 Hz is often referred to as a ‘resonance frequency’ [3,4].

Since ancient times, slow breathing has been believed to have a beneficial effects
on mental relaxation through the enhancement of autonomic, cerebral and psychological
flexibility (reviewed in [5]). Nevertheless, the available scientific data of good quality is
scarce. For instance, Hinterberge et al. (2019) demonstrated that decelerated breathing
at 0.1 Hz promotes synchronisation between breathing, RSA and slow cortical potentials.
Respiratory activity crucially regulates the flow of cerebrospinal fluid (CSF, see the review
in [6,7]).

Gruszecki et al. [6] recently proposed that a CSF pulsatility flow could be represented
by subarachnoid space (SAS) width oscillations. It is possible to measure the SAS width
oscillations in humans with a non-invasive NIR-T/BSS method. The measurement of the
changes of the SAS width is possible because the NIR-T/BSS method uses an infrared
radiation which propagate in the SAS filled with translucent CSF [8–11]. The SAS space
could be treated as an optical duct for infrared radiation [8,9]. To validate the method,
Frydrychowski et al. [12] compared measurements of magnetic resonance imaging against
NIR-T/BSS. They compared changes of the SAS width between two volunteers’ positions:
supine vs. abdominal-lying. Based on regression analysis, a high correlation between these
two methods was shown (R = 0.81, p < 0.001).

We recently demonstrated that ventilation at 0.1 Hz diminishes cardiac component of
the blood pressure (BP) and SAS oscillations. For cardiac frequency interval, the SAS and
BP oscillators are less coherent during slow breathing. An enhanced SAS and BP ampli-
tude noticed during ventilation at 0.1 Hz is generated by respiration; this effect is further
augmented by application of inspiratory resistance. The SAS and BP oscillators are more co-
herent at respiratory frequency when breathing at 0.1 Hz. We used a wavelet analysis with
the Morlet mother wavelet for the delineation of the cardiac and respiratory components
of the SAS and BP signals and a further assessment of the signals’ amplitudes [13].

Consequently, in the current study, we aimed at assessing phase coupling and cardiac
frequency accelerations of the SAS and BP signals during slow breathing and slow breathing
with inspiratory resistance. The present study is a follow up analysis of the data collected
by Nuckowska et al. [13]. To tackle this problem, we analysed the phase dynamics of
interacting oscillations. This allowed us to study the coupling functions[14,15]. Coupling
functions describe how an interactions occur and are manifested. They describe in detail
the mechanism behind the causal interactions between the systems. Various methods
were designed to restore a coupling functions from obtained data [16–21]. These have
enabled applications in different scientific fields, including chemistry [22], climate [23],
secure communications [24], mechanics [25] and social sciences [26]. Coupling functions
have proved to be especially suitable for studying oscillatory interactions in physiology for
cardiorespiratory and cardiovascular interactions [16,27–29] and in neuroscience for various
aspects of connectivity [30–34]. In the present paper, coupling functions is applied for the
first time to the cardio–respiratory interactions from the SAS and BP observational signals.

We hypothesised that slow breathing may strengthen the respiratory–cardiac coupling
of the BP and CSF. In particular, we expected that slow breathing may: (1) increase the
strength of the respiratory–cardiac coupling in SAS and BP; (2) augment the strength of the
coupling between the respiratory component of the BP mode and the cardiac component
of the SAS; (3) enhance the strength of the coupling between the respiratory component of
the SAS and cardiac component of the BP; and (4) decrease the similarity of the coupling
between the respiratory and cardiac components of the SAS and BP, between the respiratory
component of the BP and cardiac component of the SAS and between the respiratory
component of the SAS and the cardiac component of the BP. We also speculated that
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respiratory resistance applied during slow breathing may partially restore the above
mentioned similarity.

2. Results

With the analysis of the wavelet transform and coupling functions, we investigated
different impact on cardiovascular processes between slow and resistance breathing. To
learn about it, the experimental protocol consisted of four different stages: (A) baseline,
ventilation with normal respiration rate; (B) 6 breaths/min ventilation; (C) 6 breaths/min
ventilation with resistance; and (D) recovery, ventilation with normal respiration rate.
Figure 1a,c shows BP and SASLEFT signals collected from one of the volunteers. In turn,
Figure 1b,d illustrates the amplitude of wavelet transform estimated for the BP and SASLEFT
signals. Figure 1d (Figure 1b) shows the SASLEFT (BP) signal. For both signals, we can see a
similar cardiac component (about 1 Hz). Furthermore, a respiration components of 0.1 Hz
(6 breaths per minute) are visible. These components appear during both stages (B and C)
of experimental procedure.

Figure 1. Time evolution of (a) BP and (c) SASLEFT width (left hemisphere) signals. The four letters
(A–D) correspond to stages of experimental protocol: (A) baseline, ventilation with normal respiration
rate; (B) 6 breaths/min ventilation; (C) 6 breaths/min ventilation with resistance; and (D) recovery,
ventilation with normal respiration rate. (b,d) The amplitude of wavelet transforms for (b) BP and
(d) SASLEFT width signal estimated for whole recording (40 min). The signals were measured for
one subject.

In Figure 1, we can see that the respiratory component during slow breathing cause
an increases of oscillations of the SAS and BP. The wavelet amplitude for both signals is the
highest when inspiratory resistance was introduced. All of these indicate a strong influence
from respiration to the cardiac rhythms. The estimated coupling functions help to measure
this interaction.

After extraction and separation of the components and phases (φCard and φResp) from
the collected signals, the cardio–respiratory interactions were studied through their cou-
pling functions (CFs). First, we estimated directional index D(t). The obtained results were
plotted on the Figure 2 for the BP, SASLEFT and SASRIGHT signals. The D(t) were estimated
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for all four stages of the procedure. For all three signals, the value of D(t) is negative.
Additionally, the value of D(t) decreases during second and third stages of procedure for
all three signals. Negative value of D(t) means that respiration mode drives the cardiac
mode and this is a predominant direction of coupling for those signals. This is evidence of
strong influence from respiration to the cardiac rhythms. In our analysis, we considered
only this direction of coupling.

Figure 3 illustrates the averaged cardio–respiratory CFs for the BP, SASLEFT and
SASRIGHT signals. The CFs were estimated for all four stages of the procedure. Additionally,
we estimated for all three signals the cycle phase permutation surrogates (panels a–5, b–5
and c–5). It is clearly visible that the amplitude of the coupling for the surrogate is smaller
and insignificant when we compare it to the results for the stages of the procedure. The
first row of Figure 3 (from a–1 to a–4) shows that the form of the CF for the BP signal, for
all stages of procedure, resembles a sinusoidal shape along the respiratory phase axis φResp.
Along the cardiac phase axis φCard, the CF has nearly constant shape. This means that the
mechanism of a direct coupling, where the influence of φResp is the predominant one. The
sinusoidal shape is more enhanced during slow breathing with or without resistance. A
similar shape can be observed for the SAS signals (both hemispheres), but the sine-like
shape of the CF is shifted along the φResp axis (cf. Figure 3 from a–1 to a–4 , from b–1 to b–4
and from c–1 to c–4).

Figure 2. Time evolution of group-averaged a directionality index D(t) estimated for the phases of the respiratory and
cardiac signals components for BP, SASLEFT and SASRIGHT. To estimate D(t), Equation (5) was used. The four letters (A–D)
correspond to stages of experimental protocol: (A) baseline, ventilation with normal respiration rate; (B) 6 breaths/min
ventilation; (C) 6 breaths/min ventilation with resistance; and (D) recovery, ventilation with normal respiration rate.
Negative value of D(t) means that respiration component of signal drives the cardiac component of signal for whole period
of experiment.
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Figure 3. Group -averaged coupling functions between the phases of respiratory φResp and cardiac φCard oscillations
estimated for the same signals. Columns correspond to different stages of the experiment: baseline, 6 breaths/min,
6 breaths/min, + resistance and recovery. Additionally, to find insignificant values of coupling functions, a surrogate
threshold was estimated. Rows show the coupling functions qr,c between the phases of the respiratory and cardiac signals for
BP, SASLEFT and SASRIGHT, respectively. Note that, when coupling functions lose sinusoidal shape along φResp axis (baseline
and recovery stages), weaker interaction between respiration and cardiac components of considered signal is observed.

Similar conclusions can be found for the D(t) and CFs estimated for cardio–respiratory in-
teractions for different signals, e.g., BPr − SASc

LEFT, BPr − SASc
RIGHT, as shown in

Figures 4 and 5. Negative value of D(t) (Figure 4) indicate that respiration mode drives the
cardiac mode and this is a predominant direction of coupling for those signals. The general
conclusion for CFs is that the BPr − SASc

LEFTorRIGHT (Figure 5a,b) estimated functions have
the well known direct sine-shape form, while the other direction SASr

LEFTorRIGHT − BPc

(Figure 5c,e) is much less pronounced, with lower and greatly varying functional forms.
The third direction between the two sides LEFT-RIGHT of SAS (Figure 5d,f) is again rela-
tively well pronounced, although the form of their coupling function seems shifted from
that of BPr − SASc

LEFTorRIGHT.
Figure 6 illustrates the medians of the coupling strength σ. All median values of σ for

all stages of experimental procedure are higher than the surrogate threshold (mean plus
two standard deviations (Table a of figure 6)). To find differences between the values of
the coupling strength, for all stages of procedure, we used the Friedman test. The results
of a box-plot analysis are displayed in panels from b to j. We found that all obtained
results were statistically significant (p < 0.05). From the obtained results we can conclude
that the coupling strength grows during slow and resistance breathing for all considered
combinations of respiration and cardiac components extracted from the registered signals.
This means that the RSA is more enhanced during slow and resistance breathing due
to the fact that the inhale and exhale last longer than during spontaneous breathing
during baseline or recovery. Additionally, with resistance, breathing requires greater effort
from the volunteers. This was partially observed also in cardio–respiratory CF in linear
ramped contentiously varying breathing [20,35] as well as in sine and aperiodic varying
breathing [29], where the CF were higher for lower respiration frequency.
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There was also estimated the coupling similarity index $ (Figure 7) for similarity of
form of the coupling functions between the baseline and other stages of the experimental
procedure (6 breaths/min ventilation, 6 breaths/min ventilation with resistance and recov-
ery). Panel (a) of (Figure 7) illustrates the table and all other panels show median values of
$. The results of the Friedman test are displayed in panels b to j of (Figure 7). For all cases,
the results were statistically significant (p < 0.05). The values of $ show that the shape of
the CFs during the recovery stage are the most similar to the baseline stage. This means
that the cardiovascular system comes back to its initial state after slow breathing, both with
or without resistance.

Figure 4. Time evolution of group-averaged a directionality index D(t) (see Equation (5)) estimated for the phases of
the respiratory and cardiac signals for different combination of measured signals. The four letters (A–D) correspond
to stages of experimental protocol: (A) baseline, ventilation with normal respiration rate; (B) 6 breaths/min ventilation;
(C) 6 breaths/min ventilation with resistance; and (D) recovery, ventilation with normal respiration rate. Negative value of
D(t) means that respiration component drives the cardiac mode of considered signal for whole period of experiment.
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Figure 5. Group-averaged coupling functions between the phases of respiratory φResp and cardiac φCard oscillations
estimated for different combination of components of measured signals. Columns correspond to: baseline, 6 breaths/min,
6 breaths/min + resistance and recovery. Additionally, to find insignificant values of coupling functions, a surrogate thresh-
old was estimated. Rows show the coupling functions qr,c between the respiratory and the cardiac components for different
combinations of measured signals (BP-SAS, SAS-BP and SAS-SAS). Note that a sinusoidal shape of coupling functions along
φResp axis is connected with stronger interaction between respiration and cardiac oscillations of considered signals.



Entropy 2021, 23, 113 8 of 18

Figure 6. Statistics for coupling strength. (a) Median values for the coupling strength σ for four stages of protocol
((A) baseline, ventilation with normal respiration rate; (B) 6 breaths/min ventilation; (C) 6 breaths/min ventilation with
resistance; and (D) recovery, ventilation with normal respiration rate) and the coupling surrogate threshold. In red (black)
median values significantly (not significantly) different from mean surrogate plus two standard deviations. (b–j) Box-plots
illustrating the distribution within each stage of the protocol of the strength σ of the coupling between the respiratory and
cardiac components. The Friedman test was used to estimate the p value. ‘A and B’ means that Stage A (baseline) differs
significantly from Stage B (6 breaths/min), and similarly for ‘B and D’, etc. Red crosses correspond to outliers.
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Figure 7. Statistics for coupling similarity. (a) Median values for the coupling similarity for three stages of protocol
(B–D) compared to baseline stage (A) ((A) baseline, ventilation with normal respiration rate; (B) 6 breaths/min ventilation;
(C) 6 breaths/min ventilation with resistance; and (D) recovery, ventilation with normal respiration rate). (b–j) Box-plots
illustrating the distribution of the coupling similarity within each stage of protocol for respiratory and cardiac components
of the measured signals. The Friedman test was used to estimate the p value. ‘B and D’ and similar symbols are the same as
in the previous figure. Red crosses correspond to outliers.

3. Discussion

There are several new findings of the present study. In particular, slow breathing:
(1) increases the strength of the respiratory–cardiac coupling in the SAS and BP; (2) aug-
ments the strength of the coupling between the respiratory component of the BP mode
and the cardiac component of the SAS; (3) enhances the strength of the coupling between
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the respiratory component of the SAS and cardiac component of the BP; and (4) decreases
the similarity of the coupling between the respiratory and cardiac components of the BP
and SAS, between the respiratory component of the BP and cardiac component of the SAS
and between the respiratory component of the SAS and the cardiac component of the BP.
Respiratory resistance applied during slow breathing does not affect the coupling strength
of the assessed functions, however it partially restores their similarity.

The first of our findings (the increase of the strength of the respiratory–cardiac cou-
pling in the SAS and BP) relates to the well-known phenomenon of RSA. The slower
function (respiratory component) affects the quicker oscillator (HR; [15]). As the coupling
strength increases, HR (during inspiration) acceleration is observed, and, when the cou-
pling decreases (during exhaust), HR decelerates (Figures 3 and 8). The coupling between
the respiratory and cardiac components was previously described by the authors of [27,28].
However, Iatsenko et al. [27] analysed the ECG signal while Ticcinelli [28] registered the
laser Doppler flowmetry signal representing microvascular flow. Consequently, either
of the coupling functions between oscillations generated directly by the heart (ECG) or
propagated to the smallest vessel (laser Doppler flowmetry) were assessed. In this study,
we analysed for the first time BP and SAS oscillators and demonstrated that both are
affected by slow ventilation and slow ventilation with resistance.

Figure 8. Time evolution (30 s segment) of respiratory component (blue line) and heart rate (red
line) extracted from the BP signal from one of the volunteers.

Transfer of augmented arterial pulsatility to the brain tissue and the CSF may have
an impact on the brain structure and function [7,36,37]. It is believed that arterial stiffness
associated with ageing and hypertension augments this pulsatility and increases the risk of
cerebrovascular events (reviewed recently in [38]). Other authors however postulate that
decreased pulsatility of cerebral vessels may deteriorate the CSF flow through perivascular
spaces in the brain, which is crucial for the clearance of metabolic waste, including β-
amyloid [39,40]. Consequently, from a homeostatic perspective, it is tempting to speculate
that ‘brain pulsatility’ is tightly controlled to maintain just ‘the right amount of pulsatility’,
while the underlying mechanisms remain largely obscure.

To investigate this further, here we also used an analysis based on coupling functions,
which describe in detail how the cardiac oscillations are affected due to a causal influence
from the respiration oscillations. In particular, the mechanism described by the form of
the coupling functions explains how, with higher values of the coupling function, the
cardiac oscillations are accelerated, while during lower values of the coupling function,
the cardiac oscillations are decelerated due to the influence of the respiration. Our results
in Figures 3 and 5 demonstrate that the cardio–respiratory coupling functions a direct
sine-wave shape, closely associated with the RSA mechanism.

The sine-like shape can be observed also for SAS signals (both hemispheres), but the
CF is shifted along the φResp axis. This effect is clearly visible in both Figures 3 and 5. We are
not able to determine whether the observed differences are related to physiological phenom-
ena (e.g., brain autoregulatory buffering) or different locations (e.g., different propagation
times from the rhythm generators: heart and lung) of the registration devices. BP was
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registered from the finger while the SAS signal was collected from the head. In future
studies, we plan to collect transcranial doppler signals to investigate further.

Another interesting feature is the fact that the coupling functions for the SAS signals
for both hemispheres have similar shapes. In the previous study [6], it was found that the
correlation between the SAS oscillations in the right and left hemisphere varied significantly
between subjects. Additionally, differences in phase coherence in almost all considered
frequency intervals were identified. Those differences were recorded at resting state.
During this experiment, the volunteers were focused on a task, namely to breathe as
instructed by the computer screen, and we did not observe any differences in the coupling
functions between the two hemispheres. Consequently, focus on breathing augments CSF
pulsatility synchrony between brain hemispheres.

In Figure 5, we can also see that the shape of the CF for BPr − SASc is different from
that of SASr−BPc. The shape of the CF for BPr− SASc has a direct sine-wave shape, closely
associated with the RSA mechanism, while the CF for SASr−BPc does not have a sine-wave
shape. A very similar effect can be observed for the CFs for the SAS signals. The shape of
the CF for SASr

LEFT − SASc
RIGHT has a direct, shifted sine-wave shape, closely associated

with the RSA mechanism, while the CF for SASr
RIGHT − SASc

LEFT does not have a sine-
wave shape. Forced inspiration is associated with venous blood movement from the head
toward the thorax, while CSF is drawn away from the thorax into the brain. The reverse
happens during expiration [41]. CSF flows and brain tissue properties are increasingly
recognised as an important component of the brain’s homeostatic control [42,43]. Thus,
BP − SAS and SAS − BP interactions may reflect changes in the overall status of the
biomechanical characteristics of the brain. Due to the fact that the brain is placed in a skull,
even small changes in CSF flows may affect the properties of the brain tissue and BP/CSF
interdependencies. SASRIGHT − SASLEFT interactions, in turn, potentially underly ongoing
hemisphere–specific mental processes and related changes in brain perfusion [44].

We recently demonstrated that the BP respiratory oscillations during slow breathing
diminish the amplitudes of the SAS cardiac pulsatility [13]. The second finding of the
present study (slow breathing increases the strength of the coupling between the respiratory
component of the BP and the cardiac component of the SAS ) implies that the cardiac SAS
pulsatility accelerations and decelerations are more pronounced during the respiratory
cycle. The CSF oscillations of respiratory origin potentially act as a low-pressure counter
pulsating system that moves CSF and may help to clean accumulations of debris in the peri-
venous spaces [45]. Inspiration augments and exhalation diminishes the venous outflow
from the head [46]. Thus, enhanced inspirations during slow breathing and quicker
HR accelerations may further support CSF flow, while diminished cardiac oscillations
amplitude at the same time may have protecting effect on the vessels.

Evidence is accumulating that intracranial pressure oscillations are associated with
sympathetic activity in a reciprocal way to arterial baroreflex. Consequently, even a small
increase in intracranial pressures augments sympathetic firing, with a subsequent BP
elevation, which in turn promotes cerebral perfusion pressure stability over time [47,48].
Therefore, it is not surprising that the SAS respiratory oscillation effects the BP cardiac
accelerations and decelerations (the third finding of our study: slow breathing enhances
the strength of the coupling between the respiratory component of the SAS and the cardiac
component of the BP). More pronounced CSF movements resulting from bigger pressure
gradients generated by respiratory movements (these mechanisms are reviewed in detail
in [7,13]) lead to enhanced changes in sympathetic activity and corresponding changes
in HR.

The similarity of the coupling between all pairs of oscillators is diminished during
slow breathing. By implementation of inspiratory resistance, this effect was partially
reversed. Slow breathing is associated with augmented lung volume, which results in
Hering–Breuer reflex stimulation. The role of Hering–Breuer reflex, mediated by activation
of stretch receptors, is lung protection from overinflation. All of these stimulate vagus
afferents [49]. However, the additional effort to inhale, during slow breathing with resis-
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tance, increases sympathetic activity [50]. Our previous studies show consequently that
the BP-SAS relationship is stabilised by the sympathetic nervous system [7]. In particular,
BP-SAS amplitude coherence at cardiac frequency was stabilised. Changes in autonomic
nervous system activity less affected phase coherence [13,51].

The results of our study are consistent and extend previous reports. All of these
indicates the credibility of the applied findings and techniques. For instance, when subjects
breath with inspiratory resistance, we observed HR accelerations [52] and increase in
blood oxygenation [53] or during slow breathing a decline in the BP [54,55]. Moreover, the
volunteers managed not to hyperventilate and avoid subsequent decrease in EtCO2. These
allowed for precise delineation of the regulatory mechanisms.

Beneficial effects of slow ventilation are increasingly recognised by western medicine [56],
particularly as the nonpharmacological enhancement of therapy in patients suffering from
diabetes mellitus type II, hypertension and heart failure [55,57,58]. Our study describes
several previously unknown mechanisms related to interactions among lungs, BP and CSF.
Future longitudinal studies in selected patients groups with extensive use of neuroimaging
methods should verify whether the reported mechanisms can be translated into medical
procedures. In particular, the effect of CSF motion on perivascular spaces [42,59] and
overall brain biomechanics [43] should be investigated.

Using coupling functions , we unveiled several mechanisms describing bidirectional
dynamic interactions between the blood pressure (BP) and oscillations of SAS during
normal breathing, slow ventilation and slow ventilation with resistance. BP-SAS and
SAS-BP interactions may reflect changes in the overall biomechanical characteristics of
the brain. Since CSF flows and properties of the brain tissues are becoming the vanguard
at the novel approach to brain research, our study increases the understanding of the
underlying processes. Moreover, slow breathing synchronises the SAS oscillations between
brain hemispheres. In addition, slow breathing diminishes the similarity of the coupling
between all analysed pairs of oscillators, but inspiratory resistance partially reverses
this phenomenon.

4. Materials and Methods
4.1. Subjects

The experimental protocol was similar to in our previous study [13]. Briefly, the
experiment was performed on a group of 20 healthy volunteers (12 females and 8 males;
BMI = 22.1± 3.2 kg/m2; age 25.3± 7.9 years) The experimental protocol and the study
were accepted by the Ethics Committee of the Medical University of Gdansk, Poland
(NKBBN/265/2016), and the experiment was carried out in accordance with the Helsinki
recommendations for the ethical treatment of human subjects. Before the experiment, all
subjects were instructed about the study’s aims, and all volunteers gave written informed
consent to take a part in the experiment. We asked the participants to avoid from consuming
cocoa, coffee, tea and any meals or drinks containing methylxanthine for at least 8 h before
the experiment. Additionally, for at least 24 h before the experiment, the participants were
asked to avoid an alcohol. Before the beginning of the experiment, all volunteers rested for
10 min in a quiet and comfortable room.

4.2. Experimental Design

The experiment was performed in a quiet and warm (18–20 ◦C) room [13]. Before the
experiment, all participants learnt how to breathe with the use of the study equipment [13].
By avoiding very deep ventilation, the volunteers kept away from hyperventilation. After this
practise, the participants were resting. Next, the baseline stage of experiment were begun.
The experimental procedure consisted of ventilation with normal respiration rate and
6 breaths/min ventilation followed by 6 breaths/min ventilation with resistance [13]. Each
part of procedure lasted 10 min. The rate of breathing was dictated by visual marks
displayed on a screen. A modified, single-use Threshold IMT device (Phillips-Respironics,
Best, The Netherlands) controlled the increased inspiratory resistance [13]. The inspiratory
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resistance from 2 to 40 cm H2O can be set up by the device consisting of a mouthpiece and
a container. The demanded pressure of inspiratory resistance was equal 20 cm H2O [13].

4.3. Measurements

The finger-pulse photoplethysmography (CNAP, CNSystems Medizintechnik AG,
Graz, Austria) was used for continuous measurements of HR and BP. The brachial arterial
pressure was used to calibrate BP from the finger. SAS Monitor (NIRTI SA, Wroclaw,
Poland) was used to register changes of SAS width from both hemispheres. Recently,
Gruszecki et al. [6] provided a detailed description of the SAS Monitor. A medical
monitoring system (Datex-Ohmeda, GE Healthcare, Wauwatosa, WI, USA) was used to
measure SaO2 (oxyhaemoglobin saturation) and EtCO2 (end-tidal CO2).

All signals were simultaneously registered for 40 min. To import the collected signals,
powerlab (AD Instruments, Colorado Springs, CO, USA) and LabChart Pro were used.
Before the analysis, the collected signals were detrended by the moving average technique
and normalised (subtracting their mean and dividing by their standard deviation).

4.4. Mathematical Analysis

To learn about the interactions in the cardiovascular system, we conducted the follow-
ing analyses. At first, we found the existence and estimated the strength of the oscillation
using the wavelet transform. Then, we decomposed and extracted the oscillations. To do
this, a bandpass Butterworth filter was used. To find the interaction between the extracted
components, we calculated the coupling functions through the use of dynamical Bayesian
inference [20,60]. All these methods are explained below.

4.4.1. Wavelet Analysis

The wavelet transform (WT) is a time–frequency analysis method. This is a perfect
mathematical tool suitable for analysing biological signals. Additionally, the WT uses the
logarithmic scale for the frequency, thus low frequencies have higher resolutions. The
wavelet transform is given by equation:

W(s, t) =
1√

s

∫ ∞

0
φ

(
u− t

s

)
g(u)du, (1)

where g(u) is the time series, W(s, t) is the wavelet coefficient and φ is the Morlet mother
wavelet, scaled by the factor s and translated in time by t. The Morlet mother wavelet is
defined by:

φ(u) =
1

4
√

π
exp(−i2πu)exp

(
−0.5u2

)
, (2)

where i =
√
−1. The Gaussian shape of the Morlet wavelet guarantee a good locali-

sation of events in frequency and time [61]. During this study, we were interested in
analysing only the frequency interval (0.07–2 Hz) because we wanted to focus only on
cardiac and respiratory activity [62]. The wavelet coefficients W(s, t) are complex numbers,

X(ωk, tn) = Xk,n = ak,n + ibk,n. This allows the amplitude (|Xk,n| =
√

a2
k,n + b2

k,n) and the

phase (θk,n = arctan
(

bk,n
ak,n

)
) to be considered separately.

4.4.2. Decomposition and Preprocessing

A standard bandpass Butterworth filter was applied to extract and separate the cardiac
and respiration components from the collected signals. The Butterworth filter is a type
of signal processing filter designed to have a frequency response as flat as possible in the
passband [63]. We considered only two frequency intervals which correspond to respiration
and cardiac activity. Stefanovska et al. [62] showed that intervals 0.145–0.6 and 0.6–2 Hz
correspond to the respiration and cardiac functions, respectively. The respiration interval
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was extended to 0.1 Hz due to the fact that during two stages of experimental procedure
the breathing rate was equal 6 times per minute. This rate corresponds to 0.1 Hz. In the
reconstruction of the coupling function, we used the phase domain; therefore, we first
extracted the phase time-series of the two signals. We did this by first calculating the Hilbert
transform of the signals to get the protophase, and then we applied a protophase-to-phase
transformation [25].

4.4.3. Modelling of Coupling Functions

The purpose of the applied analysis was to model the data with coupled phase
oscillators [64]. To extract the coupling functions of interest, we used dynamical Bayesian
inference (DBI). The method helps follow the time-varying behaviour [20,65,66]. To learn
about influence of each oscillator on the others, we decomposed the system into a group of
phase oscillators which interact. The method helps estimate the behaviour of the system,
i.e., the effective coupling function [16,24].

To learn about interactions between oscillators, many methods can be applied [67–72]. To
find the underlying mechanisms responsible for these interactions, the dynamical Bayesian
inference (DBI) [20,60,73] can be used.

To tackle the inverse problem, of determining the coupling connections from a mea-
sured signal, the system was modelled as a pair of coupled phase oscillators [64,74]. This
system can be defined by two differential stochastic equations:

φ̇i(t) = ωi(t) + qi(φi, φj, t) + ξi(t) (3)

with i = 1 and j = 2. A coupling function qi of the oscillators’ phase dynamics and its natural
frequency ωi can be used to determine the instantaneous frequency φ̇i of each oscillator.
This represent the coupling configuration. The Gaussian white noise ξi is the stochastic
part of Equation (3), while the deterministic periodic part of this equation can be expressed
as [75,76]:

φ̇i(t) =
K

∑
k=−K

c(i)k Φk(φ1, φ2). (4)

This part is characterised by the time-varying c(i)k parameters. In our studies, the order
of the Fourier expansion was set to K = 2. Exploiting Bayes’ theorem, the mathematical
procedure calculates for each time window the most likely set of parameters c by separating
the noise and propagating the information carried by the previous time-window [20,60].
From the inferred parameters c and their appropriate basis functions Φk(φ1, φ2) (i.e., a set
of sine and cosine Fourier functions), we could extract the separate coupling functions of
interest qi(φi, φj, t). A detailed description with practical tutorial and software of dynamical
Bayesian inference can be found in [77].

A 2π × 2π phase grid can be used to represent a coupling function which express an
interaction between a pair of oscillators [20,76,78]. Three measures calculated to simplify
quantitative comparisons obtained results: (i) the directionality index D(t) (5); (ii) the coupling
strength σ (6); and (iii) the polar similarity ρ (7).

Directionality index: The directionality index D(t) is defined as [20]:

D(t) = (c2 − c1)/(c1 + c2). (5)

For simplicity and clarity, we limited the above equation to two oscillators. If D ∈
[−1, 0) (D ∈ (0, 1]), the second (first) drives the first (second).

Coupling strength: The coupling strength σi,j from oscillator i to oscillator j is:

σi,j =

√√√√ K

∑
k=−K

(c(i,j)k )2. (6)
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All parameters are defined below Equation (4). This parameter inform about the
amount of influence that the phase of oscillator i exerts on the frequency of oscillator j.

Polar similarity: A similarity can be quantified by estimation of the correlation between the
coupling functions q1 and q2 [16]. The similarity modulus |ρq| can be defined as:

|ρq| =
〈q̃1 q̃2〉
|q̃1| |q̃2|

× 100, (7)

where the tilde ~ is the deviation from the mean and the angular brackets indicate averag-
ing over the 2π × 2π grid. The range of |ρ| is from 0% to 100%. In this way, the similarity
index is a direct measure of the form of the coupling functions, i.e., the mechanism of the
underlying interaction, and as such it is a unique measure of the coupling function.

4.4.4. Statistical Analysis and Surrogates

To estimate the differences between four stages of the experimental procedure, we
used a non-parametric Friedman test. Next, if p < 0.05, we used the Tukey test to find the
differences between four stages of the experimental procedure.

Additionally, the cycle phase permutation surrogates were used to validate the results
for the coupling functions. The cycle phase permutation surrogates are phase surrogates.
Detailed description of this surrogate can be found in [79].
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19. Levnajić, Z.; Pikovsky, A. Network Reconstruction from Random Phase Resetting. Phys. Rev. Lett. 2011, 107, 034101. [CrossRef]
20. Stankovski, T.; Duggento, A.; McClintock, P.V.E.; Stefanovska A. Inference of Time-Evolving Coupled Dynamical Systems in the

Presence of Noise. Phys. Rev. Lett. 2012, 109, 024101. [CrossRef]
21. Friston, K.J.; Harrison, L.; Penny W. Dynamic causal modelling. Neuroimage 2003, 19, 1273. [CrossRef]
22. Kiss, I.Z.; Rusin, C.G.; Kori, H.; Hudson, J.L. Engineering complex dynamical structures: Sequential patterns and desynchroniza-

tion. Science 2007, 316, 1886. [CrossRef] [PubMed]
23. Moon, W.; Wettlaufer, J.S. Coupling functions in climate. Philos. Trans. R. Soc. A 2019, 377, 20190006. [CrossRef] [PubMed]
24. Stankovski, T.; McClintock, P.V.E.; Stefanovska A. Coupling functions enable secure communications. Phys. Rev. X 2014, 4, 011026.

[CrossRef]
25. Kralemann, B.; Cimponeriu, L.; Rosenblum, M.; Pikovsky, A.; Mrowka, R. Phase dynamics of coupled oscillators reconstructed

from data. Phys. Rev. E 2008, 77, 066205. [CrossRef] [PubMed]
26. Ranganathan, S.; Spaiser, V.; Mann, R.P.; Sumpter, D.J.T. Bayesian Dynamical Systems Modelling in the Social Sciences. PLoS ONE

2014, 9, e86468. [CrossRef] [PubMed]
27. Iatsenko, D.; Bernjak, A.; Stankovski, T.; Shiogai, Y.; Owen-Lynch, P.J.; Clarkson, P.B.M.; McClintock, P.V.E.; Stefanovska, A.

Evolution of cardiorespiratory interactions with age. Phil. Trans. R. Soc. Lond. A 2013, 371, 20110622. [CrossRef]
28. Ticcinelli, V.; Stankovski, T.; Iatsenko, D.; Bernjak, A.; Bradbury, A.; Gallagher, A.; Clarkson, P.B.M.; McClintock, P.V.E.;

Stefanovska, A. Coherence and coupling functions reveal microvascular impairment in treated hypertension. Front. Physiol.
2017, 8, 749. [CrossRef]

29. Lukarski, D.; Ginovska, M.; Spasevska, H.; Stankovski, T. Time Window Determination for Inference of Time-Varying Dynamics:
Application to Cardiorespiratory Interaction. Front. Physiol. 2020, in press. [CrossRef]

30. Stankovski, T.; Petkoski, S.; Raeder, J.; Smith, A.F.; McClintock, P.V.E.; Stefanovska, A. Alterations in the coupling functions
between cortical and cardio–respiratory oscillations due to anæsthesia with propofol and sevoflurane. Phil. Trans. R. Soc. A
2016, 374, 20150186. [CrossRef]

31. Stankovski, T.; Ticcinelli, V.; McClintock, P.V.E.; Stefanovska, A. Neural Cross-Frequency Coupling Functions. Front. Syst.
Neurosci. 2017, 11. [CrossRef] [PubMed]

32. Onojima, T.; Goto, T.; Mizuhara, H.; Aoyagi, T. A dynamical systems approach for estimating phase interactions between rhythms
of different frequencies from experimental data. PLoS Comput. Biol. 2018, 14, e1005928. [CrossRef] [PubMed]

33. Suzuki, K.; Aoyagi, T.; Kitano, K. Bayesian Estimation of Phase Dynamics Based on Partially Sampled Spikes Generated by
Realistic Model Neurons. Front. Comput. Neurosci. 2018, 11, 116. [CrossRef] [PubMed]

34. Su, H.; Huo, C.; Wang, B.; Li, W.; Xu, G.; Liu, Q.; Li, Z. Alterations in the coupling functions between cerebral oxyhaemoglobin
and arterial blood pressure signals in post-stroke subjects. PLoS ONE 2018, 13, e0195936. [CrossRef]

35. Stankovski, T.; Cooke, W.; Rudas, L.; Stefanovska, A.; Eckberg, D. Time-frequency methods and voluntary ramped-
frequency breathing: A powerful combination for exploration of human neurophysiological mechanisms. J. Appl. Physiol.
2013, 115, 1806–1821. [CrossRef]

http://dx.doi.org/10.1117/1.429999
http://dx.doi.org/10.1109/TBME.2002.800786
http://dx.doi.org/10.1117/1.2757603
http://dx.doi.org/10.1117/1.2753756
http://www.ncbi.nlm.nih.gov/pubmed/17867820
http://dx.doi.org/10.1371/journal.pone.0037529
http://www.ncbi.nlm.nih.gov/pubmed/22701518
http://dx.doi.org/10.1038/s41598-019-42552-9
http://www.ncbi.nlm.nih.gov/pubmed/30996273
http://dx.doi.org/10.1103/RevModPhys.89.045001
http://dx.doi.org/10.1098/rsta.2019.0039
http://www.ncbi.nlm.nih.gov/pubmed/31656134
http://dx.doi.org/10.1038/ncomms3418
http://dx.doi.org/10.1103/PhysRevLett.94.248301
http://dx.doi.org/10.1103/PhysRevLett.99.064101
http://dx.doi.org/10.1103/PhysRevLett.107.034101
http://dx.doi.org/10.1103/PhysRevLett.109.024101
http://dx.doi.org/10.1016/S1053-8119(03)00202-7
http://dx.doi.org/10.1126/science.1140858
http://www.ncbi.nlm.nih.gov/pubmed/17525302
http://dx.doi.org/10.1098/rsta.2019.0006
http://www.ncbi.nlm.nih.gov/pubmed/31656133
http://dx.doi.org/10.1103/PhysRevX.4.011026
http://dx.doi.org/10.1103/PhysRevE.77.066205
http://www.ncbi.nlm.nih.gov/pubmed/18643348
http://dx.doi.org/10.1371/journal.pone.0086468
http://www.ncbi.nlm.nih.gov/pubmed/24466110
http://dx.doi.org/10.1098/rsta.2011.0622
http://dx.doi.org/10.3389/fphys.2017.00749
http://dx.doi.org/10.3389/fphys.2020.00341
http://dx.doi.org/10.1098/rsta.2015.0186
http://dx.doi.org/10.3389/fnsys.2017.00033
http://www.ncbi.nlm.nih.gov/pubmed/28663726
http://dx.doi.org/10.1371/journal.pcbi.1005928
http://www.ncbi.nlm.nih.gov/pubmed/29337999
http://dx.doi.org/10.3389/fncom.2017.00116
http://www.ncbi.nlm.nih.gov/pubmed/29358914
http://dx.doi.org/10.1371/journal.pone.0195936
http://dx.doi.org/10.1152/japplphysiol.00802.2013


Entropy 2021, 23, 113 17 of 18

36. Bateman, G.A. Pulse-wave encephalopathy: A comparative study of the hydrodynamics of leukoaraiosis and normal-pressure
hydrocephalus. Neuroradiology 2002, 44, 740–748. [CrossRef]

37. Wszedybyl-Winklewska, M.; Wolf, J.; Szarmach, A.; Winklewski, P.J.; Szurowska, E.; Narkiewicz, K. Central sympathetic nervous
system reinforcement in obstructive sleep apnoea. Sleep Med. Rev. 2018, 39, 143–154. [CrossRef]

38. Avolio, A.; Kim, M.O.; Adji, A.; Gangoda, S. Avadhanam, B.; Tan, I.; Butlin M. Cerebral haemodynamics: Effects of systemic
arterial pulsatile function and hypertension. Curr. Hypertens. Rep. 2018, 20, 20. [CrossRef]

39. Bedussi, B.; Almasian, M.; de Vos, J.; VanBavel, E.; Bakker E.N. Paravascular spaces at the brain surface: Low resistance pathways
for cerebrospinal fluid flow. J. Cereb. Blood Flow Metab. 2018, 38, 719–726. [CrossRef]

40. Mestre, H.; Tithof, J.; Du, W. Song, T.; Peng, W.; Sweeney, A.M.; Olveda, G.; Thomas, J.H.; Nedergaard, M.; Kelley D.H. Flow of
cerebrospinal fluid is driven by arterial pulsations and is reduced in hypertension. Nat. Commun. 2018, 9, 4878. [CrossRef]

41. Dreha-Kulaczewski, S.; Joseph, A.A.; Merboldt, K.D.; Ludwig, H.C.; Gartner, J.; Frahm, J. Identification of the Upward Movement
of Human CSF In Vivo and its Relation to the Brain Venous System. J. Neurosci. 2017, 37, 2395–2402. [CrossRef] [PubMed]

42. Wardlaw, J.M.; Benveniste, H.; Nedergaard, M.; Zlokovic, B.V.; Mestre, H.; Lee, H.; Doubal, F.N.; Brown, R.; Ramirez, J.;
MacIntosh, B.J.; et al. Perivascular spaces in the brain: Anatomy, physiology and pathology. Nat. Rev. Neurol. 2020, 16, 137–153.
[CrossRef] [PubMed]

43. Tyler, W.J. The mechanobiology of brain function. Nat. Rev. Neurosci. 2012, 13, 867–878. [CrossRef] [PubMed]
44. Roesmann, K.; Dellert, T.; Junghoefer, M.; Kissler, J.; Zwitserlood, P.; Zwanzger, P.; Dobel, C. The causal role of prefrontal hemi-

spheric asymmetry in valence processing of words—Insights from a combined cTBS-MEG study. Neuroimage 2019, 191, 367–379.
[CrossRef]

45. Kiviniemi, V.; Wang, X.; Korhonen, V.; Keinanen, T.; Tuovinen, T.; Autio, J.; LeVan, P.; Keilholz, S.; Zang, Y.F.; Hennig, J.; et al. Flow of
cerebrospinal fluid is driven by arterial pulsations and is reduced in hypertension. J. Cereb. Blood Flow Metab. 2016, 36, 1033–1045.
[CrossRef]

46. Schaller, B. Physiology of cerebral venous blood flow: From experimental data in animals to normal function in humans. Brain
Res. Rev. 2004, 46, 243–260. [CrossRef]

47. Guild, S.J.; Saxena, U.A.; McBryde, F.D.; Malpas, S.C.; Ramchandra, R. Intracranial pressure influences the level of sympathetic
tone. Am. J. Physiol. Regul. Integr. Comp. Physiol. 2018, 315, R1049–R1053. [CrossRef]

48. Schmidt, E.A., Despas, F., Pavy-Le Traon, A., Czosnyka, Z., Pickard, J.D., Rahmouni, K., Pathak, A., Senard, J.M. Intracranial
Pressure Is a Determinant of Sympathetic Activity. Front. Physiol. 2018, 9, 11. [CrossRef]

49. Wang, H.; Zhang, H.; Song, G.; Poon, C.S. Modulation of Hering-Breuer reflex by ventrolateral pons. Adv. Exp. Med. Biol.
2008, 605, 387–392.

50. St Croix, C.M.; Morgan, B.J.; Wetter, T.J.; Dempsey, J.A. Fatiguing inspiratory muscle work causes reflex sympathetic activation in
humans. J. Physiol. 2000, 529, 493–504. [CrossRef]

51. Winklewski, P.J.; Tkachenko, Y.; Mazur, K.; Kot, J.; Gruszecki, M.; Guminski, W.; Czuszynski, K.; Wtorek, J.; Frydrychowski, A.F.;
Drvis, I.; et al. Effect of maximal apnoea easy-going and struggle phases on subarachnoid width and pial artery pulsation in elite
breath-hold divers. PLoS ONE 2015, 10, e0135751. [CrossRef] [PubMed]

52. Rickards, C.A.; Ryan, K.L.; Cooke, W.H.; Lurie, K.G.; Convertino, V.A. Inspiratory resistance delays the reporting of symptoms
with central hypovolemia: Association with cerebral blood flow. Am. J. Physiol. Regul. Integr. Comp. Physiol. 2007, 293, R243–R250.
[CrossRef]

53. Russo, M.A.; Santarelli, D.M.; O’Rourke, D. The physiological effects of slow breathing in the healthy human. Breathe
2012, 13, 298–309. [CrossRef] [PubMed]

54. Radaelli, A.; Raco, R.; Perfetti, P.; Viola, A. Azzellino, A. Signorini, M.G.; Ferrari, A.U. Effects of slow, controlled breathing on
baroreceptor control of heart rate and blood pressure in healthy men. J. Hypertens. 2004, 22, 1361–1370. [CrossRef] [PubMed]

55. Joseph, C.N.; Porta, C.; Casucci, G.; Casiraghi, N.; Maffeis, M.; Rossi, M.; Bernardi, L. Slow breathing improves arterial baroreflex
sensitivity and decreases blood pressure in essential hypertension. Hypertension 2005, 46, 714–718. [CrossRef] [PubMed]

56. Bernardi, L.; Bandinelli, G.; Wdowczyc-Szulc, J.; Effect of rosary prayer and yoga mantras on autonomic cardiovascular rhythms:
Comparative study. BMJ 2001, 323, 1446. [CrossRef]

57. Rosengård-Bärlund, M.; Bernardi, L.; Holmqvist, J.; Debarbieri, G.; Mäntysaari, M.; Af Björkesten, C.G. Deep breathing improves
blunted baroreflex sensitivity even after 30 years of type 1 diabetes. Diabetologia 2011, 54, 1862.

58. Lachowska, K.; Bellwon, J.; Narkiewicz, K.; Gruchała, M.; Hering, D. Long-term effects of device-guided slow breathing in stable
heart failure patients with reduced ejection fraction. Clin. Res. Cardiol. 2019, 108, 48–60. [CrossRef]

59. Mestre, H.; Du, T.; Sweeney, A.M.; Liu, G.; Samson, A.J.; Peng, W.; Mortensen, K.N.; Stæger, F.F.; Bork, P.A.R.; Bashford, L.; et al.
Cerebrospinal fluid influx drives acute ischemic tissue swelling. Science 2020, 13, 367. [CrossRef]

60. Smelyanskiy, V.N.; Luchinsky, D.G.; Stefanovska, A.; McClintock, P.V.E. Inference of a Nonlinear Stochastic Model of the
Cardiorespiratory Interaction. Phys. Rev. Lett. 2005, 94, 098101. [CrossRef]

61. Bernjak, A.; Stefanovska, A.; McClintock, P.V.E.; Owen-Lynch, P.J.; Clarkson, P.B.M. Coherence between fluctuations in blood
flow and oxygen saturation. Fluct. Noise Lett. 2012, 11, 1240013. [CrossRef]
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