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ON THE COMPLEXITY OFGENERATING FORNEY’S CODES

Dejan Spasov Marjan Gusev
Institute of Informatics
Faculty of Natural Sciences
Skopje, Macedonia

ABSTRACT code there is a generator matrix of ty@=[I A] for

Concatenated codese code constructions made of two codeghich we say that is istandard form. It is well-known that
called the inner code and the outer code [1]. The outer codmislinear codes there exist a so-callgarity check matrix

usually asymptotically good code over a large alphzﬁagt H, such thatvc eC Hc' =0. Let G=[I A] is the

like the Reed-Solomon code. If a greedy code is used agyanerator matrix, therH =[—AT I] is the parity check
inner code, then, followinghe terminology from [2], we call
these cdes Forney’s codes. In [2], it is suggested that the bes
code in Wozencraft’s ensemble should be used as an inner  Tpe following theorem is a fundamental result in coding
code; thus lowering the complexity on finding a good INN&eory:

code. In this paper we present four greedy algorithms#rat

be used to produce the inner code. Some of these algorithmsTheorem 1. The codeC with parameters{n,k,?]q and
have lower time complexity than finding the best code in t
Wozencraft’s ensemble.

{natrix of the same code.

IB‘éairity check matrixH has minimal distanced if every
linear combination ofd-1 columns of H is linearly
independent, and there exist a linearly dependent condninati
of d columns ofH .

Let F, is a finite field of g elements and leF; is n- The covering radius of a code is the largest possible

dimensional vector space ovéf . Then acode C is subset distance between the co@e and a vector fronF', i.e.

of F' of M elements Elements of the code eC are .
calledcodewords. p = max min (xg). @)

I.  INTRODUCTION

Let d(xy) denotes theHamming distance, i.e. the

We will use (x|y) to denote concatenation of two
number of coordinates in which two vectorsand y differ,

strings, andx® to denote a string ok symbols x, namely
and let wt(x) denotes the Hamming) weight, i.e. the

number of nonzero coordinates @. Then we say that the

codeC has(minimum) distance d if _ . )
We will use Ball (x,d) to denote aHamming ball with

d= min{d(c, C )} VG .C eCizj. (1) radiusd and center inx,

We are interested in asymptotical behavior of linear Ball(x,d):{yqu |d(x,y)sd}, )

codes. Thus a single code is of no interest to us, but an
infinite family of codesC,, i —o, of increasing length andV (n,d) is the volume of the ball

n —oo. Infinite code families are more convenient to be

d i n
described in terms of theode rate R=_Iiminf[ﬁ} and the V(n,d):i;(q—l) (i J )
relativedistance5:liminf(i]. The entropy function will be denoted with the standard
e ; notation H(&). Using Stirling’s approximation we can

derive asymptotic relation between the entropy function and
The code C is linear if its codewords formk- the volume of a ball
dimensiorl linear subspace ifr,'. We will write [n,k,d]q
log(V (n,on
LI

to denote that the cod€ is linear over the fieldF, . For H(5)=lim

n—oo

linear codes there exi#t basis vectors that are kept as rows
in a matrix G called thegererator matrix. For each linear

©2010 Institute of Informatics.
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Il. GREEDYALGORITHMS C. Jenkins’ Construction

It is well-known that a simple greedy procedure produces anthe Jenkins’ algorithm builds the generator matrix of a
infinite code family with parameters that follow the Gilbertsystematic codeG=[1 A]. Let assume that the algorithm

Varshamov bound has already produced the generator ma@ixfor the code

R>1-H(5). ) [nk,d]. Then, for eachxeF" the algorithm forms the
. i . vector F, =(10...0k), and checks if all linear
In binary case no better code fanmiitydate is known, but, on G € G ( Ok)
the oth_er hand, the_gre_edy aIgonthr_n is con_S|derec_I 'mprac?lggrlnbinations of rows oG
due to its exponential time complexity. In this section we give

G
- :{ } have weight greater
an overview of the best-known greedy algorithms. .

than or equal tal .
A, Gilbert’s Construction Theorem 5[4]: Given n andd , the time complexity of the

In general, Gilbert’s algorithm produces a nonlinear Jenkins’ algorithm in worst-case iso(nsqn)-

(n,M ’d) code. Given the code length and its minimum To our record this algorithm was first published by B.

distanced , the algorithm will search the entire spad€f and Jenkins in [5], so we cai the Jenkins’ algorithm.

greedily will add toC the first vectorx that is at distance
from C, i.e. d(x,c) >d,vceC. D. Lexicographic Construction

Lexicographic Construction is a variation of the Jenkins
algorithm with exponential space complexity. This algorithm
Gilberts algorithm in worst-case is O(nq(m)n)v while the was first introduced in [6], then subsequently improved in [7]
Bellow it is given generalization of the algorithm over
arbitrary alphabet.

Given the code[n,k,d] with generator matrxG, . Let

Theorem 2[3]: Given n ard d , the time complexity of the

space complexity i©(ng™).

B. Varshamov’s Construction ) )
for each syndromes we denote withw(s) the Hamming

Given n _and d the Varshamov-type algo_nthms SearC\r)veight of the coset Ieadem(s). Let assume that the pairs
over the codimensiof,", m=1,2,.., and greedily add to the

parity-check matrix H the first vector x that is NOT

(d—2)-linear combination of columns dfl . We will make The Lexicographic Construction is iterative algorithm that
t%an be described in 3 steps. In the first step, using linear

ggarch ovel(s, w(s)), the algorithm finds the covering radius

(sw(s)) for the code[n,k,d] are kept in a lookip table.

a difference between two variants of the algorithm: wi
exponential space complexity and with polynomial spa
complexity. p . In the second step it picks arbitrary syndroSiewith

Theorem 3[4]: Given n ard d , the time complexity of weight w(s)=p and forms a new codeword with the

the  Varshamov’s algorithm — with = polynomial  space constructioncm=(1d’p|d|s). In the third step the algorithm

complexity in worst-case isO(anz”(‘””). The space
builds the table(s,,;,W(s.,)) from (s,w(s)).
complexity isO(n?) .
Given two syndromess, and S. Thecompanion set of the
Let assume that we have reserved a spacqmobits,

. .. syndromeS, with respect to the syndront is the set:
such that for each vectox e F;" we have a unique bit y a P y

location at the addresga]. Let H(md-2)cF" is the K, ={yi ly, =s +i-sie Fq}. (7)

set of all vectors spanned lnj-2 columns ofH and let We use the concept of companion skiseasily explain the

. 1 VaeH(md-2) . )
= creation of the new tabl(5§ B W(Ses)):
I[] {o VagH(md-2) ()

Then the Varshamov’s algorithm with exponential space
complexity will search through the arrdfe]. The first (S..,W(S.;)) can be constructed with the following

a such thai[a]=0, will be added as a column td . Then minimization:

Theorem 6[4]: Given p, s, and (s,w(s)). The table

the algorithm updates the arra|. W(s.,)= yrEnKm (vvt (V+id—p)+w(>/i )) 8)
Theorem 4[4]: Given n and d, the space and time en

complexity of the Varshamov’s algorithm with polynomial
space complexity aré)(q”(‘;)").
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for each syndromes,,, = (Vs) . M (X) = my +mx+...+m_x". 12
Theorem 7[4]: The space complexity of theLet o is the primitive element, then a codeword of the Reed-
Lexicographic Construction:is Solomon code is th& -touple
@(log(n)qH(a)n) 3a6 — const n:[no,nz,...,anl],neGF(Z“) (13)
H(8)n ' ©)
G)(q ©) ) 3a8 =0 where
While the time complexity i@(an(‘s)“). n=M(a'). (14)

Reed-Solomon codes are linear codes with minimum distance

. equal toN—K+1. For each fieldGF (q™) and for each two
Wozencraft’s ensemble iS not a code, but an ensemble o

codes {C,} with code rateR=1/2 [2,8]. The idea is to find N and K, swh that K<N<q", there exist a
a family of t disjoint setsC,,...,C, that partition the entire [N.K,N—K+1] Reed-Solomon code.

space F,', such that eachC, is a linear subspace. If

t>V(n,d), then there exist at least one 9@} that is a

linear code with paramete{sn, log(|C,|) ,d]. In addition, if Even though, in binary case, greedy algorithms produce
codes with best-known parameters, they are considered

we assume that all setS, are of same size, i.¢Ca| :|Cﬂ| , impractical due to their exponential complexity with respect

; P ; ; the code length. Moreover no special-case poly-time
Va,B<t, then the code dimension is easily determine . : .
ap y m algorithm that meets (6) has been designed to date nor has its

namely k = |09(2"/m)- non-existence been proved. Faced with this difficulty we are
For code ratesR=1/2 we construct the Woneraft's willing to accept codes with parameters that lag behind (6).
Thus we say that the code, Rn,sn] is asymptotically good

if RoO>0.

E. Wozencraft’s ensemble

IV. CONCATENATED CODES

ensemble as follows: for eaech from GF (ZK) we define the

setC, to be
Concatenation is code construction technique that
C, ={(x,ax)|XGGF(2‘)}. (10) produces sub-optimal, but asymptotically good codes. The
simplest example of concatenation is the conversion of the

We can think of the set€, as linear[n,k,?] codes with [N,K,N-K+1],, Reed-Solomon code into binary code by
generator matrixG=[l «al]. Since there ar@“ disjoint encoding each field element ofGF(zm) with a good

setsC, that cover the entire spadg’, the collection{C,} [n,m,d], binary code. The resulting concatenated code has
is indeed Wozencra.lft’s §n§emble. ¥n this ensemble there' is at parameters[nN, mK,d(N—K + 1)] _
least one code with minimum distande such thatd is the 2
largest integer solution of used to produce the Codpﬁ, m,d]z, then following the
n terminology from [2] we call these codEsrney’s codes.
V(nd)<22. @y

If a greedy search is

Let Rg=K/N and 5, =D/N are the code rate and

In order to find the best code in the Wozencraft’s ensemble, the relative distance of the RS code. LBf, =k/n and
for each e F,,,, first we construct the generator matrixs,, =d/n are the code rate and the relative distance of the

G=[l al], then we find the minimum distance of th@reedy code. Then the concatenated code has relative distance

code. The time complexity of this approacr(:iéncq”)_ 5=6, 6 s
Ill. REED-SOLOMON CODES and code rate
Let each stringm of m bits is interpreted as field R(6,0 ) = (1-H ( 5@))(1_ 5 J 16
5GV

element, namely m eGF(2"). Then every message
M =[mym...m_,] can be interpreted as polynomial
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Given &, the best code rateR(5) is obtained with the [5] B. Jenkins. (2002) Tables of Lexicodes. [Online].
o "http://burtleburtle.net/bob/math/lexicode.html"

maximization [6] A. Trachtenberg, "Designing Lexicographic Codes With a Given Tre

Complexity,"|EEE Transactions on Information Theory, vol. 48, no. 1,
R(6)=_max {R(5.54 )} (17) _ pp-89
950y <y2 [7] D. Spasov|mplementing the Lexicographic Construction, MS project,

Boston University, 2006. Available at:

R(5) is known as th@yablov’s bound. Figure 1 shows the http.//nlslab.bu.edu/n|sIab/pr0|ec'ts/IeX|code/|ndex..html '

[8] J. L. Massey, "Threshold Decoding,” MIT, Cambridge, MA, Technic.

Zyablov bound compared with the Gilbert-Varshamov bound, report 410, 1963.

and the gap between the concatenated codes and the greed\usteserrClass of constructive asymptotically good algebraic cd
codes |EEE Transactions on Information Theory, vol. 18, no. 5,pp.652-656,
Sep 1972.
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Figure 1: Zyablov bound.

V. CONCLUSION

If we use [N,K,N—K+1]2m Reed-Solomon codes.t.

N=2"-1, as the outer code and greedily search for the
inner code then the resulting code construction will be
polynomial with respect toN . In [2] M. Sudan suggested
that the bet code in Wozencraft’s ensemble to be found and
used as an inner code, thus lowering the complexity of the
brute-force search for the inner code. From Section Itave
observethat the complexity of finding the best Wozencraft’s
code is the same as theonplexity of the Jenkins’
construction. However, Jenkinsconstruction has two
advantagesli) finite-field operations are avoided agy the
obtained code rates is not restricted to 1/2. Moreover, from
section Il, we can see that we can further lower the
complexity of producing the inner code by using either the
Lexicographic construction or the Varshamov algorithm with
exponential space complexity. However, even with the use of
these new greedy algorithms, the overall code construction is
not totally explicit. Totally explicit constructions can be
achieved by using all2™ codes from the Wozencraft’s
ensemble. This construction is knownJastesen codes [9].
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