
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/356241400

Leveraging Smartphones for Distributed Global Navigation Satellite System

Post-Processing

Conference Paper · September 2021

DOI: 10.23919/MIPRO52101.2021.9596870

CITATIONS

0
READS

13

4 authors, including:

Some of the authors of this publication are also working on these related projects:

Parallel Implementation of Random Walk Simulations with Different Movement Algorithms View project

Stimulating Intellectual Activity with Adaptive Environment (SMILE) View project

Aleksandar Ivanovski

Ss. Cyril and Methodius University in Skopje

2 PUBLICATIONS   0 CITATIONS   

SEE PROFILE

Marjan Gusev

Ss. Cyril and Methodius University in Skopje

487 PUBLICATIONS   2,016 CITATIONS   

SEE PROFILE

Magdalena Kostoska

Ss. Cyril and Methodius University in Skopje

59 PUBLICATIONS   398 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Aleksandar Ivanovski on 19 November 2021.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/356241400_Leveraging_Smartphones_for_Distributed_Global_Navigation_Satellite_System_Post-Processing?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/356241400_Leveraging_Smartphones_for_Distributed_Global_Navigation_Satellite_System_Post-Processing?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Parallel-Implementation-of-Random-Walk-Simulations-with-Different-Movement-Algorithms?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Stimulating-Intellectual-Activity-with-Adaptive-Environment-SMILE?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Aleksandar-Ivanovski-5?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Aleksandar-Ivanovski-5?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Ss_Cyril_and_Methodius_University_in_Skopje?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Aleksandar-Ivanovski-5?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marjan-Gusev?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marjan-Gusev?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Ss_Cyril_and_Methodius_University_in_Skopje?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Marjan-Gusev?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Magdalena-Kostoska?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Magdalena-Kostoska?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Ss_Cyril_and_Methodius_University_in_Skopje?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Magdalena-Kostoska?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Aleksandar-Ivanovski-5?enrichId=rgreq-16d2aede6dc3f7499c098a7e88df40a5-XXX&enrichSource=Y292ZXJQYWdlOzM1NjI0MTQwMDtBUzoxMDkxOTIwNDkxMjIwOTk1QDE2MzczNDU1NDA0NDg%3D&el=1_x_10&_esc=publicationCoverPdf


Leveraging Smartphones for Distributed Global
Navigation Satellite System Post-Processing

A. Ivanovski∗, V. Zdraveski∗, M. Gusev∗, M. Kostoska∗
∗ Ss. Cyril and Methodius University in Skopje, Faculty of Computer Science and Engineering, Skopje, North Macedonia,

E-mail: aleksandar.ivanovski.1@students.finki.ukim.mk,
{vladimir.zdraveski, marjan.gushev, magdalena.kostoska}@finki.ukim.mk

Abstract—Smartphones play an important role in today’s
society. Although their performance increases rapidly, we are
witnesses of their small average daily usage. In this paper, we
focus on executing post-processing tasks required for the growing
amount of daily generated GNSS data. The research hypothesis
is to check whether we can take an advantage to use smartphones
while they are idle for such kind of post-processing.

We have realized a prototype model and measured the perfor-
mance as a proof of concept use-case to provide evidence if such
an implementation is effective.

Keywords— smartphones, grid computing, GNSS post-
processing

I. INTRODUCTION

Smartphones became an essential part of our everyday life,
and which imposed rapid increase in their performance. The
latest PassMark cross-platform benchmark [1], lists smart-
phones which score better than many mid-range CPUs.
And that list keeps growing, as new smartphones are being
launched. But even if they are essential part, they are not used
all the time. Statista [2] estimates that the average daily usage
of smartphones is 3 hours and 15 minutes, i.e. the smartphones
are idle 87% of the time.

As our society is becoming more and more data-driven, the
need of terrain mapping increases. Countries and institutions
are developing and extending geographic information systems,
autonomous vehicles are on the rise and they rely on precise
geolocation, many other economic sectors try to incorporate
Global Navigation Satellite System (GNSS) data into their
workflows. In order for GNSS data to become useful, they
need post-processing which is time and resource consuming
task.

The research hypothesis analyzed in this paper is to find
whether smartphones can be used when idle to provide pro-
cessing of raw GNSS data.

In order to check the hypothesis validity, we develop a use-
case system which connects the generators of raw data with
idle smartphones. The starting point is identification of core
building blocks of such a system, followed by a specification
of abstractions and with guidance of software engineering
approaches, and finally, an implementation is being proposed.

The current effort put into the optimization of GNSS data
post-processing relies on implementing a local parallel system
using common multi-threading concepts and the amount of
vertical scalability is approaching the upper boundary. Our
approach exceeds those limits by providing massive parallel

systems, with horizontal scalability approaching millions of
CPUs.

This paper is organized as follows. An overview of the
related work is presented in Section II. Section III defines
the system and the corresponding architecture, followed by
description of the system implementation in Section IV. The
results from the experiments are presented and elaborated In
Section V. The final Section VI elaborates the conclusions and
future work.

II. RELATED WORK

Research on using mobile devices for distributed computing
was conducted in 2004 [3] and resulted with a joint proposal
to use PDA-s for grid computing.

More recent research has been realized in 2012 [4] to
develop a task scheduler by developing a cross-platform
benchmark, feasibility study and proposal of abstract imple-
mentation.

An implementation for distributed computing on Android
based smartphones was proposed in 2017 [5].

The challenges in implementing such a system was analyzed
in [6] with a comprehensive discussion on the usage and
availability trends of smartphones.

Several proposed implementations of smartphone-based grid
systems were analyzed in [7] along with elaboration of chal-
lenges.

This topic has been discussed by many researchers and
companies around the world [8] and over the years, many
implementations at a higher-abstract level have been proposed.
[9] There is even a working Python-based framework called
Misico [10].

Kakooei and Tabatabaei [11] demonstrated the results of
parallel GNSS data post-processing and demonstrated 15%
improvement compared against classical serial approaches.

Chui et al. in their paper [12] demonstrated significant
results from the parallelization of GNSS data post-processing.

III. ARCHITECTURE OF A SMARTPHONE-BASED GNSS
POST-PROCESSING

The main actors along with their roles and responsibilities
into the system are identified, and the actions taken by each of
them are covered within a use-case scenario. The goal of this
scenario is to provide guidance for the transformation from
raw into processed data.

MIPRO 2021/CTS 1129



Fig. 1. Actors and their modules

A. Functional description

Actors, roles and responsibilities are illustrated in Fig. 1.
Clients: Producers of raw GNSS data while conducting

measurements with specialized equipment. In order to make
use of these data, post-processing has to be done which is
time and performance consuming task. Optimization could be
achieved by leveraging the proposed system.

Post-processing provider: The entity which receives the
raw data produced by the clients. Responsible for orchestrating
the post-processing, and managing the pool of workers. (abbr.
provider)

Smartphone workers: Managed devices which process
batches of the raw data, and run software provided and
managed by the Post-processing provider.

B. Primary use case

The client produces raw GNSS data while doing it’s regular
business activities, and sends that data to the post-processing
provider. When the provider receives the data, they are iden-
tified into the system and ready for processing. The provider
utilizes it’s reducer to split the data into smaller batches, each
batch is send to a worker from the pool of available workers.
Each worker upon reception of the data, starts the processing
algorithms which are embedded in the previously mentioned
software provided by the Post-processing provider.

Data processing is centered around linear algebra, more pre-
ciesly matrix algebra and linear transformations and invloves
floating point arithmetics.

For even greater efficiency, each worker uses multi-
threading.

Using device GPUs was considered, but due to the fact that
in general the processing capabilities of smartphone GPUs is

Fig. 2. Abstract Solution Architecture

not significant, and after in-depth analysis a CPU approach
with multi-threading was chosen.

As the workers complete the tasks, they send the processed
data back to the provider, who is keeping track of the overall
process, and appends each completed batch to the data for the
particular job. When the workers finish, the data is send to the
appropriate client. If a worker fails, the provider will allocate
that worker’s batch or batches to a new worker from the pool
- this mechanism provides fail-safe environment and prevents
inconsistencies.

C. Software Architecture

The abstract software solution architecture is presented in
Fig. 2.

The Clients are entities which have interface to the system
for sending raw data, receiving processed data and are being
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Fig. 3. Software architecture of the mobile application

charged for the services by a contract.
The Post-processing provider is an entity which consists

of the following modules:
• Client management module, which keeps track of all

clients, their new or completed tasks and keeps track of
several metrics which are needed for billing and analytics.

• Mapper module, which splits a client’s raw data into
smaller batches, and assigns a worker for each batch.

• Reducer module, which receives processed data from a
worker, appends it to the overall processed data. And
when all the data is processed sends it back to the client.

• Smartphone workers pool, which keeps track of all the
available workers, sends them batches of data, gets the
processed data from the workers, keeps track of several
metrics required for analytics and compensation.

The smartphone worker is an entity - more precisely
a smartphone, which runs a mobile application from the
provider. The application serves as an endpoint to the provider,
for receiving raw and sending processed data, utilizes the
device’s multi-threading environment to process raw data.
There is another part from the application which is not strongly
related to the core computing process, but is important for the
business process, that part collects various metrics which are
required for compensating the worker for their resources, and
for other analytics.

IV. IMPLEMENTATION

Google Cloud Platform [13] and Firebase [14], are going to
be used for this proposed concrete implementation.

The Post-processing provider is going to be a web ap-
plication, deployed on Google Cloud Platform with a central
role in the system. Upon receival of the client’s data via web
interface, the app is going to split the raw data into batches,
and upload each batch to Firebase Cloud Storage. The app
manages the batches and their identifiers in a NoSQL Database
- Firebase Firestore, and using the Firebase Cloud Messaging
sends message to the desired workers which are registered for
providing processing power, and identified with FCM Tokens.

A Firebase Cloud Messaging Token is an unique identifier
for each device registered to a certain Firebase Cloud Messag-
ing Topic. Each message contains the assigned batch identifier,
which is going to be used by the Smartphone-Worker to pull
the batch from Firebase Cloud Storage. After each worker

finishes with the processing, the app merges all the batches
which are already uploaded to Firebase Cloud Storage, into
one file, available for the client.

The Smartphone workers are Android or iOS based de-
vices, which have installed a native application, developed
in Dart and Flutter [15]. The app allows the user to register
his or hers device for accepting post-processing tasks. After
registration the app waits to be assigned a task, i.e. a receive
a cloud message with the batch identifier. Upon receival of a
message, the app pulls the batch with the given identifier from
Firebase Cloud Storage, and starts the processing task. Each
processing task is using isolates, which enable local multi-
threading on Android and iOS. When a worker finishes the
processing, the app uploads the now processed data file to
Firebase Cloud Storage.

Flutter uses the APIs provided by Andorid and iOS SDKs
to keep track of the state in which the device is, and only idle
devices will receive processing tasks.

The Clients access the Post-Processing provider via web
based interface. Clients can upload their raw data, monitor the
progress of the processing, and when complete, download the
processed data.

Fig. 4 shows the UML activity diagram of the implemented
use-case.

Each of the described components, include smaller modules,
such as billing, analytics, usage history, task monitoring, etc.
These software modules are not explained in details since they
are beyond of the scope of this paper.

V. RESULTS

For obtaining the initial results, many attempts were made,
on various devices and internet connections. The data used
for this experiment is a real dataset provided by a mapping
company based in Strumica, with 6000 raw-data points. Due
to business policies the data is anonymized, but that doesn’t
effect the results. The company processed the data for around 3
minutes using proprietary software, and a North Macedonia’s
post-processing provider offers post-processing times of 100
ms per raw-point, i.e. 10 minutes total for this data, these
metrics were obtained from the publicly available data and
with domain experts which use their services on daily basis,
the internal architecture of their post-processing system is
proprietary. Using cloud based scalable infrastructure such
as Google Cloud Platform or Amazon Web Services can be
considered but the costs of such approach would conflict with
our primary objective, i.e. leveraging idle hardware, instead of
employing active hardware.

Using the proof of concept implementation, the average
start to finish time was: 11282.89ms, shown in Fig. 8, with
4171.52ms average download time (required for pulling the
raw-data batches from Firebase Storage) as shown in Fig. 6,
and 7055.53ms average upload time (for uploading the pro-
cessed data to Firebase Storage) as shown in Fig. 7.

The utilization is shown in Fig. 5, it was influenced by per
worker file I/O, but our implementation provided an average
of 77%.
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Fig. 4. UML activity diagram of the implemented use-case

TABLE I
SUMMARY OF THE RESULTS

Attempt
Number

Number
of Workers

Internet
Connection

Start to
Finish Time

Download
Time

Upload
Time

Processing
Time Utilization

1 6 40/20 (D/U) Mbit/s FTTx 6122.45 ms 1170.33 ms 4040.11 ms 908.43 ms 0.94
2 6 30/15 (D/U) Mbit/s FTTx 7054.45 ms 1162.38 ms 5959.93 ms 2.71 ms 0.96
3 6 30/16 (D/U) Mbit/s Telekom 4G 9866.48 ms 3890.29 ms 6939.14 ms 3.82 ms 0.97
4 12 20/10 (D/U) Mbit/s Broadband 14368.02 ms 5514.60 ms 8703.76 ms 89.94 ms 0.58
5 12 20/10 (D/U) Mbit/s Broadband 15428.62 ms 7003.46 ms 8257.99 ms 92.40 ms 0.52
6 12 20/10 (D/U) Mbit/s Broadband 14857.33 ms 6288.05 ms 8432.25 ms 82.51 ms 0.63

Average: 11282.89 ms 4171.52 ms 7055.53 ms 196.64 ms 0.77

The above elaborated summary statistics were obtained from
the experimentation phase which results are shown in Table
I. When concluding experiments the quantity and diversity of
smartphones proposed limiting factor. In Attempt Number 1
older LG smartphones were used in which the Flutter app
couldn’t leverage the device’s multi-threading capabilities and
the processing time is enormously higher compared to other
attempts, on first glance it may seem as an outlier, but this
result shows the significance of using multi-threading on a
worker level.

This proof of concept showed that the post-processing of
GNSS data, can be significantly improved, in this case we
have improvement of 5317% compared with traditional post-

processing providers, and 1595% improvement compared to
in-house data post-processing.

Due to the test environment in which experiments were
conducted, the cloud platform always requires more time on
the first attempt to start up the services, but in a production
environment with clients and workers this will not be an issue.

The metrics from our approach, can be compared to the
other approaches with different amount of raw data. The pro-
cessing time needed with traditional post-processing providers
and in-house data processing is proportional with the amount
of data.

The results in Table II, indicate that our approach outper-
forms the others, due to it’s horizontal scalability. The other
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TABLE II
COMPARISON OF OUR APPROACH VERSUS EXISTING METHODS WITH RESPECT TO THE AMOUNT OF DATA

Number of points
in raw data

Processing Time required
Post-processing

providers
In-house

processing
Our

approach
6000 600000 ms 180000 ms 11289 ms

15000 1500000 ms 450000 ms 28222.5 ms
30000 3000000 ms 900000 ms 56445 ms
50000 5000000 ms 1500000 ms 94075 ms

Fig. 5. Start to Finish Time per attempt with Utilization

Fig. 6. Download Time per attempt

Fig. 7. Upload Time per attempt

approaches are linearly dependent on the amount of data, and
that dependency introduces a bottleneck in processing time.
These results are shown in Fig. 9.

VI. CONCLUSION AND FUTURE WORK

This paper demonstrates that using idle smartphones to
provide post-processing services of raw GNSS data can give

Fig. 8. Start to Finish Time per attempt

Fig. 9. Comparison between approaches and amounts of data

huge improvements of the processing time.
Major aspect that should be taken under consideration is

the power consumption produced from performing the calcula-
tions. During the research and experimentation slight increase
in battery life was noticed and the heat production was stable
and no major fluctuation were noticed. But in order to draw
general conclusion experimentation on vast number of devices
from different vendors should be performed.

Due to the structure of the data and the increasing speeds of
networks, especially the rise of 5G, the upload and download
times do not pose a bottleneck of the system.

Our research process evolved from abstractions to design
of details, and building proof of concept implementation
which provided performance measures necessary to prove the
hypothesis. The overall outcome can be mutually beneficial to
industry and the general population.

This proof of concept implementation can be further im-
proved and optimized, and the experiment can be carried on a
number of smartphones ranging in hundreds or even thousand
of devices.
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