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Pandemic Symptoms Real-Time Ranking
Platform

Aleksandar Ivanovski, Marjan Gusev, Vladimir Zdraveski, and Jesper Aasa.

Abstract—COVID-19 takes an increasing share of everyday life and imposes the need for an exploratory data analysis executed by
both, professionals and the general public. The primary focus of this paper is designing and implementing a system for processing the
vast amount of case data available to obtain overall statistics for symptoms and rank them in real-time. Processing the current data and
providing a mechanism to process new data generated in real-time from diverse and many sources is one of the current challenges.
Our solution to tackle the challenge is to execute the processing in a massively parallel way enabled by CUDA along with principles and
constructs for efficient parallel programming, which are eminent due to the volume and velocity of data, thus, checking the validity of a
research question is it possible to process Covid-19 big data challenges more efficiently with GPU-based parallel constructs.

Index Terms—COVID-19, big data, real-time, parallel processing, symptoms ranking, CUDA

F

1 INTRODUCTION

A FTER more than a year from the start of the
global COVID-19 pandemic and the currently growing

amount of new mutations, the need for efficient tracking and
exploratory data analysis has become part of the daily work-
flow of many medical personnel. Currently, the amount of
COVID-19 related data is on the rise and may be classified
as Big Data. One of the common tasks for the medical
personnel is discovering clusters among the cases, those
clusters can be in terms of physical distance and contacts,
symptoms, clinical conditions, disease and vaccine-related
after-effects, virus mutations, and even now after a year -
long-term effects.

On the other side, all of the COVID-19 cases and data
can be modeled and represented within vector spaces, and
unsupervised learning algorithms can be applied to achieve
the data analysis tasks. From this statement, a key assertion
is made i.e. regardless of the pandemics or disease, nearly
all symptoms data can be encoded within vector spaces.

In this paper, we focus on providing real-time symptoms
and vaccine side effects ranking and tracking. To process the
huge amount of data by unsupervised learning algorithms,
we are going to leverage the massive parallelism enabled by
the CUDA [1] programming framework. The benefits from
such a system could be leveraged by both medical personnel
and the general public.

The COVID-19 case data are a combination of textual
and numerical features, describing the patients’ clinical case,
including symptoms and a variety of other parameters
(such as WBC, LYM, NEU, AST, ALT, CRP, D-dimmer, etc.).
Currently, there are ≈ 160M recorded cases, with a growing
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rate of 350,000 cases per day, equivalent to ≈ 243 cases each
minute, suggesting that a massively parallel approach is a
necessity. The research question in this paper is to analyze
if COVID-19 big data can be processed more efficiently with
the usage of GPU.

2 RELATED WORK

Many researchers are working in the field making it a hot
research topic. A data-driven real-time risk assessment [2]
approach uses regression trees and wavelet transformations,
scalability of such solution and the enabling of massive
parallelism were not discussed. Fast decision-making model
[3] is based on a GP-GPU approach to differentiate between
influenza and COVID-19 cases.

One of the earliest approaches to realize clustering on
CUDA-enabled architecture was presented by Shalom et al.
[4] concluding that text clustering with speed gains starting
at 15 times faster than traditional approaches. However,
the accuracy was questionable. A similar approach was
analyzed in combination with dimensionality reduction in
[5], and a CUDA approach with a primary focus in object
segmentation [6].

Cui et al. achieved notable results in [7], leveraging
CUDA for highly dimensional data clustering. Acceleration
provided with massive GPU parallelism of the T-SNE di-
mensionality reduction in combination with a model for
vector embeddings was realized by Chan et al. [8]. The same
research group provided the application of the accelerated
model for large datasets and human-in-the-loop based tasks
in [9].

A novel CUDA enabled clustering algorithm with
general-purpose usage was presented by Lacerda et al. [10],
which has the potential for real-time applications, such as
clustering news articles in aggregators. Zhang et al. [11]
presented a general-purpose speedup in text-mining with
the main focus on small to medium-sized data sets.

978-1-6654-2585-8/21/$31.00 ©2021 IEEE
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Fig. 1. Solution Architecture Overview with the core building blocks

3 SOLUTION AND IMPLEMENTATION

For a realization of such a system, its main building blocks
along with the actors and their responsibilities must be
defined following parallel programming practices and soft-
ware engineering approaches. Scalability and robustness
should be the starting point and main differentiator.

Fig. 1 presents a general overview of the system architec-
ture and main building blocks. The parts of the system can
be divided into commercial off-the-shelf products (COTS),
distributed storage mechanisms that are necessary given
the data volume, and two CUDA applications being the
primary focus of this research.

The main separation in the system is two CUDA ap-
plications, i.e. Batch Processing and Real-Time Processing,
together serving as lambda architecture. The need for a
separate batch processing application is inevitable because
of the already present data for approximately 160M cases,
that has to be processed before any real-time processing can
be executed.

Our approach is incrementally detailing the abstractions
to render concretions, so the commercial off-the-shelf prod-
ucts will be discussed first.

• Data Stream: It must enable a real-time data stream
of the data provided by the producers and their dif-
ferent mediums for event publishing. Apache Kafka
can be leveraged for serving this purpose.

• Raw Data Storage: The main purpose is to store the
raw patients’ data obtained from the data stream,
and generated by the producers. Distributed stor-
age is forced due to the volume of data, and suit-
able products are any distributed document-based
databases, such as Amazon DocumentDB, or Google
Cloud Datastore.

• Processed Data Storage: Analogy with the raw data
storage can be made, but processed data is stored,
using the same products.

• Data Consumers end-point: It has to provide the
data to the consumers via a common interface, for the
general public a web application can be leveraged
both SaaS or custom-made. For the medical profes-

sionals along with the core processed data, extensive
analytics tools must be provided.

The two applications are going to be designed and im-
plemented using core parallel programming principles and
optimization techniques and during the research. Alongside
block and grid sizes as standard parameters, a custom one
- batch size is implied defining the number of cases that are
going to be processed in a single batch.

The Batch processing application consists of host code
which is responsible for launching the kernels, and it starts
with the data mapper kernel, which is responsible for map-
ping the raw data into batches of cases the best practices
and principles must be considered because this kernel can
become a bottleneck. Asynchronous and Overlapping Trans-
fers with Computation along with Zero copy are leveraged
to provide state-of-the-art performance. As the batches are
starting to pile up in the Unified Memory, a kernel for
performing the reduction - in our case building a histogram-
like data structure with symptoms as keys, and the number
of occurrences as values is launched. Reduction principles
and optimization methods are embodied in this kernel and
collision-free updates and simulated atomic updates are
leveraged.

A listener is responsible for handling the data stream
events, and when new data are available it launches the
real-time processing application, which consists of host
code which is responsible to calculate the optimal batch
size for the current data, and launch a kernel responsible
for mapping the queued data to batches, and immediately
reduction kernels which are in some way similar to the batch
processing ones are launched, but the difference is using
low-cost coherence and speculative acquisition of atomic
data on the GPU, which are crucial for time-sensitive pro-
cessing. As the reduction kernel produces results procedures
are launched to persist them into Processed Data Storage.
Techniques should be considered to tackle variable grid,
block, and batch sizes due to the amount of published data.
This application requires a greater amount of computing
power, with a pool of GPUs supporting unified memory
access.

All of the above-mentioned kernels are executed on a
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pool of CUDA-enabled GPUs being part of a cloud service
or on-site infrastructure.

The proof of concept was realized by the programming
language Python, overcoming the speed challenges pro-
posed using C-wrappers to get native performance, and
using Numba library for built-in CUDA support.

All of the required kernels were implemented using
principles for efficient parallel programming. The amount
of data is opposing usage of asynchronous transfers and
leveraging unified memory. Data storage was implemented
in NoSQL approach using Firestore - service from Google
Firebase, and Firebase Cloud Functions were used to invoke
the Real-Time processing unit which encapsulates the ker-
nels for real-time data processing. Logging was performed
to evaluate this proof of concept implementation.

We calculate speedup of CPU parallel with Java Multi-
threading implementations versus the serial implementa-
tion.

4 EVALUATION METHODOLOGY

During research real COVID-19 patients’ data were unavail-
able due to privacy regulations. Since our system is agnostic
of the data origin, and performs computation on vectors,
evaluation and conclusions could be conducted and drawn
from generated data.

Data will be processed with a proof-of-concept imple-
mentation of the proposed architecture, processing, storage,
and overall end-to-end times will be measured for various
block and grid sizes on two devices. Serial and multi-
threading implementations have been realized to obtain a
relevant comparison basis.

Clustering will be performed on processed data to obtain
metrics relevant for complex analysis performed in the
Medical Professionals use case.

Producers were simulated with data generation, such
that for every data-set size, 5 to 10 symptoms were gen-
erated for every mock patient, and the proof of concept
implementation was executed against these data.

5 RESULTS

The batch processing was executed on NVIDIA GTX 1650
(Fig.3), and NVIDIA Tesla K80 (Fig.2) provided from Google
Cloud Platform. The atomic operations used while comput-
ing the counts implied using a lower number of threads per
block, i.e. 128 on GTX 1650, and 256 on Tesla K80.

Table. 1 summarizes the results, and the best are 20.03s
on Tesla K80 and 331.53s on GTX 1650, thus showing that
speedup and performance of the GPU are directly propor-
tional.

On the other hand, the multi-threading approach which
was executed on i7-9750H with 12 concurrent threads took
4081.24s, (more than 1 hour) of processing. The serial ap-
proach was executed on the same hardware, but it ran
out of memory and crashed after 7709.25s. Processing time
compared against different approaches is presented in Fig. 4

From the results we can observe that our approach
provides 1231.03% performance increase compared to tra-
ditional multi-threaded approach.

Fig. 2. Processing times on NVIDIA Tesla K80

Fig. 3. Processing times on NVIDIA GTX 1650

Fig. 4. Processing Time between approaches

6 DISCUSSION

During the research, we have executed clustering algo-
rithms of processed data. The results shown in Table 2,
justify the feasibility of our architecture. Parallel implemen-
tation of K-Nearest Neighbours clustering was executed on
various subsets of data with varying sizes and the aver-
age time needed to learn the clusters was 1.46 s. Parallel
hierarchical clustering was also executed and the average
time to learn the clusters was 2.17 s. Execution of DBSCAN
clustering provided an average time of 2.86 s.
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TABLE 1
Summary of data clustering results

Device NVIDIA GTX 1650 NVIDIA Tesla K80
Clustering
Algorithm

Dataset
Size

Cluster Learning
Time (s)

Average
Time (s)

Cluster Learning
Time (s)

Average
Time textit(s)

kNN
15000 1.85

2.36
0.13

0.1630000 2.35 0.16
60000 2.89 0.20

Aglomerative
Clustering

15000 2.15
2.69

0.14
0.1830000 2.89 0.19

60000 3.02 0.20

DBSCAN
15000 2.32

2.96
0.15

0.1930000 2.96 0.19
60000 3.59 0.24

6.1 General Public use case
General Public has access to the system via a web ap-
plication, which can be integrated into Worldometer [12].
Symptoms along with the counts of associated cases are
listed in a simple interface, and discrete data count visu-
alizations are presented. The primary goal of this use case is
to provide real-time information in an illustrative and self-
explanatory manner, such that conclusions about the spread
of the disease and its manifestations can be drawn. Our
architecture proposal enables such real-time data processing
and filtering - which are still not available.

6.2 Medical Professionals use case
Medical Professionals could leverage an application allow-
ing them to conduct powerful exploratory data analysis and
pattern recognition which are crucial for efficiently tracking
new mutations and rate of spread. Our system provides
mechanisms for the execution of complex queries on pro-
cessed data. Medical professionals could track symptoms
and be presented with clusters among data in geographical
regions for specific mutations of virus in a given time
period. Analysis of correlation between different mutations
and post-vaccine symptoms and side effects could be per-
formed.

6.3 All-Purpouse use case
This use case extends the capabilities and benefits of our
system even further by exposing all processed data publicly.
Based on the open host principle a published language will
be provided, such that processed data could be consumed
via REST or GraphQL and various applications on top of
these data could be realized and further research could be
conducted.

7 CONCLUSION AND FUTURE WORK

The main focus of our research was to discover and ex-
plore whether data-driven and GP-GPU approaches could
be used to provide real-time symptoms, long-term con-
sequences, vaccine and disease side effects ranking, and
tracking. The feasibility of our research is proven and imple-
mentation of the proposed system architecture is realized.
Scalability, processing throughput, reusability, and represen-
tation of processed data are core features of our system.

In the future, significant resources and effort should
be considered in the aspects of data collection, storage,

and overall data-driven approach while tackling the next
pandemic. Patient and disease data along with processing
architecture could provide knowledge and insights which
were never considered before, leading to better handling
and prevention of infectious diseases.
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