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Îâàà äîêòîðñêà äèñåðòàöèjà áåøå ðåàëèçèðàíà íà Óíèâåðçèòåò ½Ñâ.
Êèðèë è Ìåòîäèj�, Ôàêóëòåò çà èíôîðìàòè÷êè íàóêè è êîìïjóòåðñêî èí-
æåíåðñòâî, Ñêîïjå, Ðåïóáëèêà Ñåâåðíà Ìàêåäîíèjà. Ìîjàòà ìîòèâàöèjà
å áàçèðàíà íà ïðîäîëæóâà»åòî íà ìîåòî èñòðàæóâà»å âî îáëàñòà: Ïðå-
ñìåòóâà»å ñî âèñîêè ïåðôîðìàíñè (ÍÐÑ), êàêî øòî è íàïðàâèâ íà ìîè-
òå äèïëîìñêè è ìàãèñòåðñêè òåçè. Ìîjîò ôîêóñ, âî ïðâèîò öèêëóñ, áåøå
ñòàâåí íà èñêîðèñòóâà»åòî íà ãðàôè÷êîòî ïðîöåñèðà»å (GPU) çà îïòè-
ìèçèðà»å íà àëãîðèòìîò Áåëìàí-Ôîðä, äîäåêà âî âòîðèîò öèêëóñ áåøå
ñòàâåí íà îïòèìèçèðà»åòî íà êîäîò çà èíäóñòðèñêà ïå÷êà íà ïîâå�êå îñ-
íîâíè ñðåäèíè (CPU).

Ïðåäìåò íà èñòðàæóâà»åòî íà îâàà äîêòîðñêà äèñåðòàöèjà å öåëîñíà
îïòèìèçàöèjà íà àëãîðèòìèòå çà ïðîöåñèðà»å íà ÅÊÃ-ñèãíàëè. Ñ�å çà-
ïî÷íà êîãà ïðâïàò ñå ñðåòíàâ ñî ìîjîò ìåíòîð, ïî÷èòóâàíèîò ïðîôåñîð
Ìàðjàí Ãóøåâ, ïðè øòî ñå ñîãëàñèâìå ñî âèçèjàòà äà ãî îïòèìèçèðàìå
öèêëóñîò íà îáðàáîòêà íà ÅÊÃ, ñî òåõíèêè íà ÍÐÑ, âî çàìåíà çà çãîëåìåí
æèâîòåí êâàëèòåò íà ÷îâåøòâîòî. Ñî ìîjàòà ïîëíà ìîòèâàöèjà è àêòèâíî
ó÷åñòâî íà ìîjîò ìåíòîð âî ñåêîj ÷åêîð, ïîñòèãíàâìå îïòèìèçèðà»å íà
ÅÊÃ-ïðîöåñèðà»åòî.

Ïðåäìåò íà èñòðàæóâà»å

Ñòàòèñòè÷êèòå ïîäàòîöè, äîñòàâåíè îä ñòðàíà íà Ñâåòñêàòà çäðàâñòâå-
íà îðãàíèçàöèjà (ÑÇÎ/WHO), ãî îòêðèâààò ôåíîìåíîò, ñïîðåä êîj, áîëå-
ñòèòå, ïîâðçàíè ñî ñðöåâèîò óäàð, ñå ïðè÷èíà çà ðå÷èñè åäíà òðåòèíà îä
ñìðòíèòå ñëó÷àè âî ñâåòîò.

Íàó÷íî å äîêàæàíî äåêà, âî îäðåäåíè ñëó÷àè, àíàëèçàòà íà ÅÊÃ-
ñèãíàëèòå, âî ðåàëíî âðåìå, ìîæå äà ñïàñè åäåí æèâîò. Ñåïàê, äîñòàï-
íèòå IoT ðåøåíèjà ñå ñîî÷óâààò ñî ãîëåì ïðåäèçâèê, ò.å. îáðàáîòêàòà íà
ïîäàòîöèòå êîè äîà�ãààò ñî îäðåäåíà áðçèíà è âî îãðîìíè êîëè÷èíè.

Äîñòèãíóâà»àòà íà èíôîðìàòè÷êî-êîìóíèêàöèñêàòà òåõíîëîãèjà âî
ðåøàâà»åòî íà ðàçëè÷íèòå ïðîáëåìè å ôàêòîð çà èíèöèðà»å íîâè ìîæ-
íîñòè. Åäíà âàêâà èíîâàöèjà å àíàëèçàòà è èíòåðïðåòàöèjàòà íà Åëåê-
òðîêàðäèîãðàìîò (ÅÊÃ), âî ðåàëíî âðåìå.

Îâèå ñèñòåìè, ãåíåðàëíî, ñå áàçèðàíè íà íàjìàëêó ÷åòèðè àêòåðè. Ïð-
âèîò è íàjâàæíèîò å ïàöèåíòîò êîj ãî íîñè ÅÊÃ-ñåíçîðîò, ñî íàìåðà äà
ñå ñîáèðààò ÅÊÃ-ñèãíàëè âî ðåàëíî âðåìå. Ïîäàòîöèòå ñå ñêåíèðààò îä
ÅÊÃ-ñåíçîðîò è ñå ïðåíåñóâààò íà áëèñêèîò ìîáèëåí óðåä, ïðåêó äåôèíè-
ðàí êîìóíèêàöèñêè ìåäèóì. Ìîáèëíèîò óðåä, ñî ñîîäâåòíè àïëèêàöèè, å
îäãîâîðåí çà èíèöèjàëíà îáðàáîòêà íà ÅÊÃ-ñèãíàëîò. Ïîíàòàìó, àïëèêà-
öèèòå ñå äîëæíè äà ãè ïðàòàò ïîäàòîöèòå äî öåíòàðîò çà ïðåðàáîòêà íà
îáëàêîò, øòî ãî ïðåòñòàâóâà ñëåäíèîò ñåãìåíò.

Ïîäàòîöèòå êîè äîà�ãààò ñî îäðåäåíà áðçèíà è âî îãðîìíè êîëè÷èíè ñå
îáðàáîòóâààò âî îáëàêîò, ñî öåë äà ñå èäåíòèôèêóâààò ïîòåíöèjàëíèòå
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íåðåãóëàðíîñòè íà ñðöåòî. Âî ñëó÷àè íà äåòåêòèðàíè ïðîáëåìè, ñîîä-
âåòíèîò ñåãìåíò íà ÅÊÃ-ñèãíàëîò ñå ïðà�êà íà ìåäèöèíñêèîò êàäàð, çà
ïîíàòàìîøíà ïðîöåíà è ïîjàñíóâà»å. Àêî òèå jà ïîòâðäàò ïîòåíöèjàëíà-
òà ïîjàâà íà ñðöåâ óäàð, ñå ïîâèêóâà Áðçà ïîìîø, íà ìåñòîòî êàäå øòî
ñå íàî�ãà ïàöèåíòîò. Ñî îâîj ïðîöåñ ìîæå äà ñå ñïðå÷è íåî÷åêóâàíà ñìðò,
îñîáåíî êîãà íàâðåìå å ðåãèñòðèðàí ïî÷åòîêîò íà ñðöåâèîò óäàð.

Ïîðàäè èíòåíçèâíà îáðàáîòêà íà ïîäàòîöèòå, ñåêâåíöèjàëíèòå àëãî-
ðèòìè íå ñå äîâîëíè äà ñå èçâðøè îâîj ïðîöåñ âî ðåàëíî âðåìå, îñîáå-
íî êîãà ñåðâåðîò âî îáëàê ïðîöåñèðà èëjàäíèöè ïîäàòî÷íè ñèãíàëè êîè
äîà�ãààò îä äàëå÷èíñêèòå íîñå÷êè ñåíçîðè çà ÅÊÃ.

Ïðåäìåò íà èñòðàæóâà»åòî íà îâàà äîêòîðñêà äèñåðòàöèjà �êå áèäå
àíàëèçàòà íà àëãîðèòìèòå çà ïðîöåñèðà»å íà ÅÊÃ-ñèãíàëèòå, äèçàjíè-
ðà»å ìåòîäîëîãèè çà îïòèìèçàöèjà è íèâíà èìïëåìåíòàöèjà ñî êîðèñòå»å
íà íà÷èíèòå çà ïàðàëåëèçàöèjà âî îáëàñòà ½Ïðåñìåòóâà»å ñî âèñîêè ïåð-
ôîðìàíñè (ÍÐÑ)�.

Îïøòî çåìåíî, àíàëèçàòà íà Åëåêòðîêàðäèîãðàìîò ñå ñîñòîè îä ïîâå�êå
ôàçè, à íàjäîìèíàíòíèòå è íàjâàæíèòå ñå ñëåäíèâå: åëèìèíèðà»å øóì,
âåjâëåò-òðàíñôîðìàöèjà è îòêðèâà»å êàðàêòåðèñòèêè.

Íàøàòà öåë âî îâà òåçà å äà ïðåçåíòèðàìå îïòèìèçèðàíè àëãîðèòìè
çà ãîðåíàâåäåíèòå ôàçè, ñî êîðèñòå»å íà ìåòîäèòå çà ïàðàëåëèçàöèjà.

Îáðàçëîæåíèå íà ðàáîòíèòå õèïîòåçè è òåçè

Ãëàâíàòà õèïîòåçà âî äîêòîðñêàòà äèñåðòàöèjà ãëàñè íà ñëåäíèîâ íà-
÷èí: Óïîòðåáàòà íà ðàçëè÷íèòå íà÷èíè çà ïàðàëåëèçàöèjà âî îáëàñòà
½Ïðåñìåòóâà»å ñî âèñîêè ïåðôîðìàíñè� (ÍÐÑ) ìîæå ñåðèîçíî äà ãè çàáð-
çà àëãîðèòìèòå çà äèãèòàëíî ïðîöåñèðà»å íà ÅÊÃ-ñèãíàëèòå, ñïîðåäáåíî
ñî ñåêâåíöèjàëíèòå.

Äîïîëíèòåëíî, ãè äåôèíèðàìå è ñëåäíèòå õèïîòåçè:

• Ïàðàëåëèçàöèjàòà íà äèãèòàëíîòî ïðîöåñèðà»å íà ÅÊÃ-ñèãíàëèòå äîç-
âîëóâà ïðîöåñèðà»å âî ðåàëíî âðåìå, íà îáëàêîò íà ïîäàòîöè, îä
èëjàäíèöè ñåíçîðè, èñòîâðåìåíî;

• Êîðèñòå»åòî íà ðàçëè÷íèòå ïëàòôîðìè çà ïàðàëåëèçàöèjà ðåçóëòèðà
ñî îïòèìàëíî ðåøåíèå çà îáëàêîò;

• Êîðèñòå»åòî íà ðàçëè÷íèòå ïðèñòàïè çà îïòèìèçèðà»å ðåçóëòèðà âî
ïîâå�êå åôèêàñíè àëãîðèòìè;

• Ïàðàëåëèçàöèjàòà íà äèãèòàëíîòî ïðîöåñèðà»å íà ÅÊÃ-ñèãíàëèòå ðå-
çóëòèðà âî ñêàëàáèëíî ðåøåíèå çà îáëàêîò, âî îäíîñ íà ñåêâåíöèjàë-
íèòå ðåøåíèjà.
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Öåëè íà èñòðàæóâà»åòî

Ñî öåë äà ñå ïîñòèãíàò öåëèòå, öåëîêóïíèîò åêîñèñòåì ìîðà äà ðàáîòè
âî ðåàëíî âðåìå. Ïàðàäè ôàêòîò äåêà àêòåðèòå íà ñèñòåìîò íå ñå öâðñòî
ïîâðçàíè âî êîìáèíàöèjà åäíè ñî äðóãè (loosely coupled to each other),
ðàáîòå»åòî âî ðåàëíî âðåìå, íå çàâèñè îä àïëèêàöèjàòà òóêó îä öåëèîò
åêîñèñòåì.

Êàêî ðåçóëòàò íà ïðåäèçâèöèòå, íàøàòà öåë å äà ñå îïòèìèçèðà öåëî-
êóïíèîò ïðîöåñ íà ÅÊÃ-àíàëèçà, ñî êîðèñòå»å íà÷èíè çà ïàðàëåëèçàöèjà,
âî îáëàñòà ½Ïðåñìåòóâà»å ñî âèñîêè ïåðôîðìàíñè� (ÍÐÑ), ñî öåë äà ñå
îâîçìîæè ðàáîòå»å âî ðåàëíî âðåìå. Ïàðàëåëèçàöèjàòà �êå ñå ñïðîâåäå ñî
êîðèñòå»å íà ñëåäíèòå ïëàòôîðìè:

1. Maxeler: Ïàðàëåëíè ïðåñìåòêè âî data�ow;
2. OpenMP: Ïàðàëåëíè ïðåñìåòêè âî öåíòðàëíèîò ïðîöåñîð;
3. CUDA: Ïàðàëåëíè ïðåñìåòêè âî ãðàôè÷êèîò óðåä.

Ôèíàëíàòà öåë å äà ñå ñïîðåäàò ðåçóëòàòèòå è äà ñå äîíåñå çàêëó÷îê,
êîj îïòèìèçèðàí àëãîðèòàì �êå ïîêàæå íàjäîáàð ðåçóëòàò. Íà îâîj íà÷èí
�êå ñå îâîçìîæè äà ñå ôîðìèðà îïòèìàëíî ðåøåíèå çà îáëàê, êîå �êå ìîæå
äà èçðàáîòóâà ïîäàòîöè âî ðåàëíî âðåìå çà äåôèíèðàíè ïàöèåíòè è òîà
�êå áèäå ñêàëàáèëíî.

Ìåòîäè

Îïøòè ìåòîäè, êîè ñå êîðèñòàò âî îâàà òåçà, ñå:

• Àíàëèçà íà ñîâðåìåíèòå ìåòîäè çà àíàëèçà íà ÅÊÃ-ñèãíàëèòå âî ðå-
àëíî âðåìå, êîè �êå ñå ïðåçåíòèðààò. �Êå ñå íàïðàâè àíàëèçà íà ïðåäíî-
ñòèòå è íà íåäîñòàòîöèòå íà àëãîðèòìèòå.

• Ñèíòåçà íà ïàðàëåëíèòå àëãîðèòìè çà îáðàáîòêà íà ïîäàòîöèòå, ñïî-
ðåä ñîâðåìåíèòå ìåòîäîëîãèè.

• Ñïîðåäáà íà îïòèìèçèðàíèòå àëãîðèòìè ñî äîñòàïíèòå ñåêâåíöèjàë-
íè àëãîðèòìè.

• Åêñïåðèìåíòèðà»å íà ïðåäëîæåíèòå àëãîðèòìè íà ðàçëè÷íè ïëàò-
ôîðìè è ïîäàòîöè.

• Åâàëóàöèjà íà ðåçóëòàòèòå, ñî öåë äà ñå ïîñòèãíå îïòèìàëíî ðåøåíèå,
âî ðåàëíî âðåìå.
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Ñîäðæèíà íà òåçàòà

Îâàà òåçà ñå ñîñòîè îä ïåò äåëà: 1) Îñíîâíè êîíöåïòè, 2) Ïàðàëå-
ëèçàöèjà íà DSP-ôèëòðèðà»å, 3) QRS-äåòåêöèjà, 4) Ïîäîáðåíà QRS-
äåòåêöèjà è êëàñèôèêàöèjà è 5) Çàêëó÷îê.

Ïðâèîò äåë ãè ïðåòñòàâóâà îñíîâèòå íà îáðàáîòêàòà íà ÅÊÃ, ïðåäëî-
æåíàòà àðõèòåêòóðà, ïëàòôîðìèòå çà ïàðàëåëèçàöèjà è íàjñîâðåìåíèòå
àëãîðèòìè çà îïòèìèçàöèjà íà ÅÊÃ. Òîj ñå ñîñòîè îä 5 ãëàâè. Ãëàâàòà 1
jà åëàáîðèðà ìîòèâàöèjàòà çàä îâàà òåçà. Ïðåçåíòèðàíè ñå ñòàòèñòè÷êè
ïîäàòîöè è âàæíîñòà íà îáðàáîòêàòà íà ÅÊÃ-ñèãíàëèòå âî ðåàëíî âðåìå.
Èñòî òàêà, äàäåíè ñå è îñíîâíèòå äåôèíèöèè çà ÅÊÃ-ñèãíàëèòå. Âî Ãëà-
âà 2 ñå äàâààò òåîðåòñêè äåòàëè çà îáëàñòà íà äèãèòàëíîòî ïðîöåñèðà»å
íà ñèãíàëèòå, øòî å âî îñíîâàòà íà îâàà ñòóäèjà.

Ñèñòåìñêàòà àðõèòåêòóðà íà ìîáèëíàòà àïëèêàöèjà, çàñíîâàíà íà âðå-
ìå, âðç îñíîâà íà ÅÊÃ-ìåäèöèíñêèîò íàäçîð, å äàäåíà âî Ãëàâà 3. Îáåç-
áåäåíà å àíàëèçà íà áàðà»àòà, çàåäíî ñî ñïåöèôèêàöèèòå çà äèçàjíîò
íà òàêâàòà àïëèêàöèjà. Ïîòî÷íî, ðàçðàáîòåíè ñå ñöåíàðèjàòà çà ðàáîò-
íèòå ïðîöåñè, äåëîâíèòå áàðà»à, ôóíêöèîíàëíèîò îïèñ, íåôèêòèâíèòå
áàðà»à è ñèñòåìñêèòå ìîäåëè. Äåòàëèòå çà ïëàòôîðìèòå çà ïàðàëåëè-
çàöèjà, êîè ñå êîðèñòàò âî òåêîò íà îâàà òåçà, ñå ïðåòñòàâåíè âî Ãëà-
âà 4, èìåíî: OpenMP, CUDA è Maxeler. Êîíå÷íî, Ãëàâàòà 5 ãè ïðåãëåäóâà
íàjñîâðåìåíèòå ïðèîäè çà îïòèìèçàöèjà, ïîâðçàíè ñî ïðîöåñèðà»åòî íà
ÅÊÃ-ñèãíàëèòå.

Âòîðèîò äåë, âî 6 ïîãëàâjà, ãè àíàëèçèðà è äàâà ðàçëè÷íè âèäîâè îï-
òèìèçàöèè íà ôèëòðèòå øòî ñå êîðèñòàò ïðåêó ïðîöåñèðà»å íà ÅÊÃ.
Âî Ãëàâà 6, ñå êîðèñòè ìàñèâíàòà ìî�ê íà ãðàôè÷êèòå ïðîöåñîðè (CUDA
áèáëèîòåêàòà), ñî öåë äà ñå ïàðàëåëèçèðà îïåðàöèjàòà íà êîíâåðçèjà íà
DSP-ôèëòåðîò. Èñòî òàêà, äàäåíè ñå àëãîðèòàìñêèòå äåòàëè è ðåçóëòàòè.
Ïîíàòàìîøíè îïòèìèçàöèè íà íàèâíàòà âåðçèjà íà CUDA ñå äàäåíè âî
Ãëàâà 7, ñî öåë äà ñå íàjäå îïòèìàëíî ðåøåíèå. Ãëàâà 8 ïðåòñòàâóâà íîâ
ìåòîä ñî îïòèìèçèðà»å íà ïðîòîêîò íà ïîäàòîöèòå ñî êîðèñòå»åòî íà
èëjàäíèöè ïðîòî÷íè jàäðà (Ìàõåler-ñèñòåìè).

Ôèëòðèðà»åòî íà øóìîò, áàçèðàí íà äèãèòàëíà âåjëåò-òðàíñôîðìàöèjà,
å ïðåòñòàâåíî âî Ãëàâà 9. Ïîòî÷íî, ñåêâåíöèjàëíàòà âåðçèjà íà äèãèòàë-
íàòà âåjëåò-òðàíñôîðìàöèjà, øòî ñå êîðèñòè çà ôèëòðèðà»å è çà åêñòðàê-
öèjà íà êàðàêòåðèñòèêèòå, å ïàðàëåëèçèðàíà. Ãëàâà 10, îä äðóãà ñòðàíà,
ñå îáèäóâà äà ãî îïòèìèçèðà äîñòàïíèîò áðîj jàäðà, âî ðàìêèòå íà ïà-
ðàëåëíèîò âåjëåò-àëãîðèòàì. Ïîãëàâjåòî 11 äàâà ïðåãëåä íà äîáèåíèòå
ðåçóëòàòè, ïîåäèíå÷íî, çà ñåêîjà ñòóäèjà.

Äåë 3 äîà�ãà çàåäíî ñî 4-òàòà ãëàâà. Îïøòî, ñå ôîêóñèðà íà îïòèìèçè-
ðà»åòî íà àëãîðèòìèòå çà îòêðèâà»å íà QRS. Îïòèìàëíîòî ôèëòðèðà»å
íà DSP çà QRS-îòêðèâà»å å äàäåíî âî Ãëàâà 12. Åôåêòîò íà ðåñåìïëè-
ðà»å å ïðåçåíòèðàí âî Ãëàâà 13.

Âëèjàíèåòî íà àìïëèòóäíîòî ñêàëèðà»å âðç QRS-äåòåêöèjàòà ñå ðàç-
ãëåäóâà âî Ãëàâà 14. Ãëàâà 15 ãî çàêëó÷óâà äåëîò çà äåòåêöèjàòà íà QRS,
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ñî ïðåçåíòèðà»å íà äåòàëèòå çà äîáèåíèòå ðåçóëòàòè, à èñòî òàêà, ïîâð-
çàíî ñî ðàáîòàòà çà îòêðèâà»å íà QRS.

×åòâðòèîò äåë ãè ïðåçåíòèðà ïîäîáðåíèòå àëãîðèòìè çà îòêðèâà»å
íà QRS è íèâíàòà êëàñèôèêàöèjà. Ñå ñîñòîè îä òðè ïîãëàâjà. Åäíî îä
íàjäîáðèòå äîñòèãíóâà»à íà îâàà òåçà å äàäåíî âî Ãëàâà 16. Ãëàâàòà 17
ïðåòñòàâóâà àëãîðèòàì çà êëàñèôèêàöèjà íà QRS, áàçèðàí íà ïðàâèëàòà
çà îäëó÷óâà»å, êîj áàðà åäíîñòàâíè îïåðàöèè, êîè ìîæå äà ðàáîòàò íà
ìîáèëíè óðåäè. Ïðåãëåä íà îâîj äåë å äàäåí âî Ãëàâà 18, ñî ïîâðçàíà
ðàáîòà íà îâàà îáëàñò è äîáèåíèòå ïîäîáðóâà»à.

Êîíå÷íî, ïåòòèîò äåë ãî äàâà çàêëó÷îêîò íà îâàà äèñåðòàöèjà. Ïî-
òî÷íî, Ãëàâà 19 ãè äàâà çàêëó÷îöèòå è ãëàâíèòå ðåçóëòàòè íà îâàà òåçà.
Èäíàòà ðàáîòà å, èñòî òàêà, ïðåçåíòèðàíà, ò.å. øòî �êå ïðåòñòàâóâà íàøèîò
ñëåäåí ÷åêîð âî îâàà îáëàñò.

Ãëàâíè ðåçóëòàòè

Îâà äîêòîðñêà äèñåðòàöèjà ïðîèçëåãóâà îä ïîâå�êå îájàâåíè ðåçóëòàòè
íà íàöèîíàëíè è íà ìå�ãóíàðîäíè êîíôåðåíöèè è âî ñïèñàíèjà. Ôîêóñîò
âî íèâ å, ïðâåíñòâåíî, íà ïåðôîðìàíñèòå. Ñèòå îâèå îájàâåíè òðóäîâè
îáåçáåäóâààò òåîðåòñêè êàêî è åêñïåðèìåíòàëíè ðåçóëòàòè. Ãëàâíèòå ðå-
çóëòàòè îä îâèå èñòðàæóâà»à ñå äàäåíè ïîäîëó.

Data�ow DSP �lter for ECG signals

Ïàðàëåëèçèðàí e ÄÑÏ-ôèëòåðîò êîj ñëóæè äà ñå èçäâîjàò ñóøòèíñêè-
òå êàðàêòåðèñòèêè íà åëåêòðîêàðäèîãðàìñêèòå ñèãíàëè [41].

Ïðîòîêîò íà ïîäàòîöèòå å îïòèìèçèðàí ñî êîðèñòå»å íà èëjàäíèöè
data�ow-jàäðà. Ñî êîðèñòå»åòî íà Maxeler-ñèñòåìèòå, îáåëåæàíè ñå çíà-
÷àjíî âèñîêè áðçèíè.

CUDA DSP �lter for ECG signals

Co êîðèñòå»å íà ãðàôè÷êè óðåä, ÄÑÏ-ôèëòåðîò å ïàðàëåëèçèðàí, ò.å.
ñî áèáëèîòåêàòà CUDA [40]. Çíà÷èòåëíî âèñîêèòå áðçèíè ñå îáåëåæàíè.

Optimizing high-performance CUDA DSP �lter for ECG signals

Ïðåòõîäíî ïàðàëåëèçèðàíèîò ÄÑÏ-ôèëòåð[40], å äîïîëíèòåëíî îïòè-
ìèçèðàí ñî ïîâå�êå ìåòîäè[42]. Ñïîðåäåíî ñî ïðåòõîäíèîò òðóä, îïòèìè-
çàöèjàòà äàâà çíà÷àjíè áðçèíè.
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Parallelization of digital wavelet transformation of ecg signals

Âåjëåò-ôèëòåðîò e äåòàëíî àíàëèçèðàí è ïàðàëåëèçèðàí âî ñëåäíèîò
òðóä [44]. Ðåçóëòàòèòå óêàæóâààò äåêà èìà çàáðçóâà»å äî 20 %, ñïîðåä-
áåíî ñî ñåêâåíöèjàëíàòà âåðçèjà íà âåjëåò-ôèëòåðîò.

Optimal parallel wavelet ECG signal processing

Ïðåòõîäíî ïàðàëåëèçèðàíèîò âåjëåò-ôèëòåð å äîïîëíèòåëíî îïòèìè-
çèðàí ñî ïîâå�êå ìåòîäè[43]. Ðåçóëòàòèòå óêàæóâààò äåêà èìà çàáðçóâà»å.

A cime-critical mobile application based on ECG medical

monitoring

Âî îâîj òðóä [48], íàøàòà öåë å äà ñå íàïðàâè äåòàëíà àíàëèçà çà
áàðà»àòà çà âðåìå-êðèòè÷íà ìîáèëíà àïëèêàöèjà áàçèðàíà íà ÅÊÃ-
ñëåäå»å.

Design speci�cation of an ECG mobile application

Äåòàëíà ñïåöèôèêàöèjà çà äèçàjíîò íà âðåìå-êðèòè÷íàòà ìîáèëíà
àïëèêàöèjà, áàçèðàíà íà ÅÊÃ-ñëåäå»å, å íàïðàâåíà âî îâîj òðóä [49].

Optimal DSP bandpass �ltering for QRS detection

Âî ñëåäíèîò òðóä [64], íàøàòà öåë å äà èñòðàæóâàìå êàêî ðàçëè÷íèòå
âðåäíîñòè íà ôèëòðèòå âëèjààò âðç òî÷íîñòà, ÷óâñòâèòåëíîñòà è ïðåöèç-
íîñòà íà QRS-äåòåêòîðèòå. Íàïðàâåíàòà àíàëèçà âîäè êîí èçãðàäáà íà
åôèêàñåí ôèëòåð, ñî ìàëà êîìïjóòåðñêà ñëîæåíîñò, íàìåíåò äà ñå êîðè-
ñòè çà íîñëèâ ÅÊÃ-ñåíçîð, çàåäíî ñî ìîáèëíèòå óðåäè.

Optimizing the impact of resampling on QRS detection

Çàâèñíîñòà íà ïåðôîðìàíñîò íà QRS-äåòåêöèjàòà íà ôðåêâåíöèjàòà íà
çåìà»åòî íà ïðèìåðîöè è, äîêîëêó å ìîæíî, äà ñå íàjäå QRS-äåòåêòîð
øòî �êå áèäå âèñîêîåôèêàñåí ïðè ðàçëè÷íè ñòàïêè íà çåìà»å ïðèìåðîöè,
å èñòðàæóâàíî âî [65]. Íàøèîò ïðèñòàï ðåçóëòèðà ñî çãîëåìåíè ïåðôîð-
ìàíñè çà îòêðèâà»å íà QRS íà îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí.
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Amplitude rescaling in�uence on QRS detection

Âëèjàíèåòî íà àìïëèòóäíîòî ñêàëèðà»å âðç ÷óâñòâèòåëíîñòà è ïîçè-
òèâíàòà ïðîãíîñòè÷êà ñòàïêà íà Õàìèëòîíîâèîò àëãîðèòàì çà îòêðèâà»å
QRS èñòðàæóâàí âî [46]. Âðç îñíîâà íà îïòèìèçàöèèòå, îïòèìèçèðàí å
Õàìèëòîíîâèîò àëãîðèòàì.

Improving the QRS detection for one-channel ECG sensor

Åäíî îä íàjäîáðèòå äîñòèãíóâà»à íà îâàà òåçà å îájàâóâàíî âî [47], ñî
ãëàâíà öåë, äà ñå îïòèìèçèðà Õàìèëòîí àëãîðèòàìîò çà îòêðèâà»å íà
QRS íà ïðâèîò êàíàë íà ðåöèêëèðàíà è ðåïðîäóöèðàíà ÌÈÒ-ÁÈÕ ÅÊÃ
áàçà íà ïîäàòîöè. Íàøåòî ðåøåíèå ðàáîòè ïîäîáðî îä àëãîðèòìèòå êîè
ðàáîòàò ñî îðèãèíàëíèòå ñèãíàëè, ñåìïëèðàíè íà 360 Hz.

Ïðèìåíëèâîñò íà ðåçóëòàòèòå

Òðóäîâèòå, êîè ñå îájàâåíè âî ðàìêèòå íà îâàà äîêòîðñêà äèñåðòàöè-
jà, äîáèja âàæíè ðåçóëòàòè. Àëãîðèòìèòå, êîè ñå ïàðàëåëèçèðàíè, èìà-
àò øèðîê ñïåêòàð íà ïðèìåíëèâîñò. Ïîòåíöèjàëíèòå îáëàñòè íà íèâíàòà
ïðèìåíëèâîñò ñå äàäåíè ïîäîëó.

Ïîäîáðåíè àëãîðèòìè çà ÄÑÏ-ôèëòðèðà»å

Ðàçëè÷íèòå âèäîâè íà DSP-ôèëòðè áèëå ïðîó÷åíè, âêëó÷óâàj�êè íèñêî-
ïðîïóñíè, âèñîêîïðîïóñíè ôèëòðè çà ïðîïóñíèöè. Äîïîëíèòåëíî, ãè èñò-
ðàæóâàâìå àëãîðèòìèòå çà ôèëòðèðà»å, áàçèðàíè íà âåjëåò-òðàíñôîðìàöèjàòà.

Îâàà òåçà îáåçáåäè è åêñïåðèìåíòàëíî ãè ïîòâðäè íèçàòà îïòèìèçèðà-
íè ïðèñòàïè çà ÅÊÃ-ïðåïðîöåñèðà»å. Ñïîðåä ïîòðåáàòà îä ëèòåðàòóðàòà,
ñåêîj îä íèâ ìîæå äà ñå èñêîðèñòè åôèêàñíî.

Ïîäîáðåíè àëãîðèòìè çà îòêðèâà»å íà QRS

Îâà å åäåí îä ãëàâíèòå ïðèäîíåñè íà îâàà äèñåðòàöèjà. Îïòèìèçèðàâìå
àëãîðèòàì çà îòêðèâà»å QRS íà Õàìèëòîí, çà åäåí êàíàë, êîj ðàáîòè âî
125Hz. Äåòàëèòå çà íàøèîò ìåòîä ñå âå�êå îájàâåíè âî åäíî ñïèñàíèå è
ìîæe äà ñå ïðèìåíàò, îñîáåíî âî ñðåäèíè çà êîè ñå ïîòðåáíè åôèêàñíè
àëãîðèòìè âî ðåàëíî âðåìå, êàêî øòî ñå ïðåíîñëèâèòå ñåíçîðè. Òðóäîò å
ïðåâåäåí íà ìàêåäîíñêè jàçèê è òîj å ïîìåñòåí âî ñëåäíàòà ãëàâà.
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Äàëå÷èíñêè ÅÊÃ-ìîíèòîðèíã ïðåêó îáëàê

Íàøèòå íàîäè çà âðåìå íà îâèå èñòðàæóâà»à âå�êå ñå èíòåãðèðàíè âî
ïîðòàëîò çà ECG-ìîíèòîðèíã, èìåíî, âî ïîðòàëîò ECGAlert, ïîääðæàí
îä Ôîíäîò çà èíîâàöèè.

Ñïèñîê íà îájàâåíèòå òðóäîâè

Âî ðàìêèòå íà îâàà äîêòîðñêà òåçà, áåà îájàâåíè 10 íàó÷íè òðóäîâè è
1 ñïèñàíèå ñî ôàêòîð íà âëèjàíèå íà ìå�ãóíàðîäíî íèâî. Öåëîñíàòà ëèñòà
íà îájàâåíè òðóäîâè, âî ðàìêèòå íà îâàà òåçà, å äàäåíà ïîäîëó:

1. ½Data�ow DSP �lter for ECG signals� in 13th International Conference on
Informatics and Information Technologies, Bitola, Macedonia, 2016.

2. ½CUDA DSP �lter for ECG signals� in 6th International Conference on
Applied Internet and Information Technologies, Bitola, Macedonia, 2016.

3. ½Optimizing high-performance CUDA DSP �lter for ECG signals� in
27th DAAAM International Symposium, Mostar, Bosnia and Herzegovina:
DAAAM International Vienna, 2016.

4. ½Parallelization of digital wavelet transformation of ecg signals,� in MIPRO,
2017 Proceedings of the 40th Jubilee International Convention. Opatija,
Croatia, IEEE, 2017.

5. ½Optimal Parallel Wavelet ECG Signal Processing� in 14th International
Conference on Informatics and Information Technologies, Mavrova, Ma-
cedonia, April 2017.

6. ½A Time-Critical Mobile Application based on ECG Medical Monitoring�
in 8th Balkan Conference in Informatics, 20-23 September 2017, Skopje.

7. ½Design speci�cation of an ECG mobile application� in Telecommunicat-
ion Forum (TELFOR), 2017 25th 2017 Nov 21 (pp. 1-4). IEEE.

8. ½Optimal DSP bandpass �ltering for QRS detection� in 2018 41st Con-
vention on Information and Communication Technology, Electronics and
Microelectronics (MIPRO). IEEE, 2018.

9. ½Optimizing the Impact of Resampling on QRS Detection� in 10th ICT
Innovations 2018. Springer, Ohrid, Macedonia.

10. ½Amplitude Rescaling In�uence on QRS Detection� in 10th ICT Inno-
vations 2018. Springer, Ohrid, Macedonia.

11. ½Improving the QRS Detection for One-channel ECG Sensor� in journal
of Technology and Healthcare 2019, in press, IOS Press.
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Ïîäîáðóâà»å íà QRS-äåòåêòîðîò çà åäíîêàíàëåí

ÅÊÃ-ñåíçîð

Âîâåg

Íàïðåäîêîò íà Èíòåðíåò (IoT) ãè îõðàáðè èñòðàæóâà÷èòå äà ãî èí-
òåíçèâèðààò ñâîjîò ôîêóñ íà Åëåêòðîêàðäèîãðàìñêàòà (ÅÊÃ) îáðàáîòêà,
ïîñåáíî çà ïðåíîñëèâèòå óðåäè. Îâà ïîëå ñå ïðåòâîðè âî ïîïóëàðíà òåìà
çà èñòðàæóâà»å âî áèîìåäèöèíñêèîò èíæåíåðèíã[27]. Íàøèîò ïðèìàðåí
ôîêóñ å íàñî÷åí êîí ãðàäå»å êâàëèòåòåí èíäóñòðèñêè QRS-äåòåêòîð çà
ïðåíîñëèâ ÅÊÃ-ñåíçîð, êîj áè áèë çíà÷èòåëíî ïîäîáàð îä ïîñòîjíèòå öâð-
ñòè àëãîðèòìè çà QRS-äåòåêöèjà, êîè íå ñå ïîãîäíè çà ìîáèëíè óðåäè ñî
îãðàíè÷åíè ðåñóðñè.

Ïåðôîðìàíñèòå íà QRS-äåòåêòîðîò ñå åâàëâèðààò ñî ïðåñìåòóâà»å íà
òîà, êîëêó âèñòèíñêè QRS-ïèêîâè �êå áèäàò ïðîíàjäåíè (QRS-ñåíçèáèëèò-
åò, QSE) è êîëêó îä òèå îòêðèåíè QRS-ïèêîâè ñå ðåàëíè îò÷óêóâà»à
(QRS ïîçèòèâíà ïðîãíîçèðà÷êà ñòàïêà, Q+P ). Ñòàíäàðäíàòà áàçà íà ïî-
äàòîöè çà òåñòèðà»å jà ïðåòñòàâóâàøå Èíñòèòóòîò çà òåõíîëîãèjà âî Ìà-
ñà÷óñåòñ - Äàòàáàçà çà àðèòìèè âî áîëíèöàòà âî Áåò Èçðàåë (MITDB)[99],
ñî 48 åâèäåíòèðàíè 30-ìèíóòíè ÅÊÃ-ìåðå»à. Îðèãèíàëíèòå ñèãíàëè ñå
ïðèìåðîöè ñî êîíâåðçèjà îä 360 Hz è 11 áèòà. Öåëòà íà íàøåòî èñòðàæó-
âà»å å QRS-äåòåêòîð çà ñèãíàëè ñî êîðèñòå»å íà ôðåêâåíòíà ñòàïêà îä
125 Hz è 10-áèòíà AD-êîíâåðçèjà.

Åäåí îä íàjöèòèðàíèòå òðóäîâè çà QRS-äåòåêöèjà çà ìàëè óðåäè ñî
îãðàíè÷åíè ðåñóðñè å àëãîðèòìîò íà Ïàí è Òîìêèíñ[107]. Íåãîâàòà öâð-
ñòèíà ëåæè âî ôàêòîò äåêà òîj å äîâîëíî áðç, çà äà áèäå èñêîðèñòåí âî
ðåàëíî âðåìå è ìîæå äà ñå ñïðàâè ñî áó÷íè ñèãíàëè. Ñåïàê, ïåðôîðìàí-
ñîò íà îâîj àëãîðèòàì çàâèñè îä áèòíàòà ðåçîëóöèjà âî ÀÄ-êîíâåðçèjà.
Âî íàøèîò ñëó÷àj, êîãà ñå êîðèñòåà åäíîêàíàëåí ÅÊÃ-ñåíçîð è ïîìàëè
ñòàïêè íà ôðåêâåíöèè, ïåðôîðìàíñîò íå áåøå çàäîâîëèòåëåí, îñîáåíî çà
ñèãíàëè ñî ïîìàëè àìïëèòóäè. Ïîðàäè îâèå ôàêòîðè, òîà íå áåøå äîáðî
ðåøåíèå çà íàñ.

Äðóãà àëòåðíàòèâà å Õàìèëòîíîâèîò àëãîðèòàì[69]. Ñïîðåäáåíî ñî àë-
ãîðèòìîò íà Ïàí è Òîìïêèíñ, òîj å ñîñåìà ñëè÷åí, íî êîðèñòè ïîèíàêâè
ôèëòðè è ïðàâèëà. Îâà å ñòàáèëíî ðåøåíèå, íî ñåïàê å íåäîâîëíî ñïî-
ñîáíî çà ñïðàâóâà»å ñî ìàëè àìïëèòóäè, èëè âàðèjàöèè, âî êîíñåêóòèâíè
àìïëèòóäíè íèâîà, îñîáåíî êîãà ñå êîðèñòè ïîìàëà áèòíà ðåçîëóöèjà âî
ÀÄ-êîíâåðçèjà.

Physionet.org[63] å ñåîïôàòåí ðåñóðñ, êàäå øòî ìîæå äà ñå íàjäàò è
ïîâå�êå àëãîðèòìè çà äåòåêöèjà íà QRS, âêëó÷óâàj�êè Wavedet, gqrs, wqrs,
è sqrs. Òèå ïðåòñòàâóâààò åäíîñòàâíè è áðçè àëãîðèòìè øòî áàðààò ìàë
áðîj ðåñóðñè è ïîñåäóâààò âèñîêà ñåíçèáèëíîñò è ïîçèòèâíè ïðåäèêòèâíè
âðåäíîñòè. Ñåïàê, òèå jà íåìààò êëàñèôèêàöèjàòà êàêî è äîáèåíàòà ñåí-
çèáèëíîñò, è ïîçèòèâíàòà ïðåäèòêòèâíà ðàòà, êîè ñå ñìåòààò çà ïîíèñêè
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îä ïîáàðóâà÷êàòà íà êâàëèòåòåí èíäóñòðèñêè QRS-äåòåêòîð çà åäíîêà-
íàëåí ïðåíîñåí ÅÊÃ-ñåíçîð.

Ïî îâèå èíèöèjàëíè íàïîðè, âíèìàíèåòî íà èñòðàæóâà÷èòå ïîñòåïå-
íî ñå íàñî÷è êîí ðàçâèâà»å ïîñîôèñòèöèðàíè àëãîðèòìè çà äåòåêöèjà
íà QRS, âêëó÷óâàj�êè ãè ìàøèíñêîòî ó÷å»å è äðóãèòå ìåòîäè, êàêî øòî
å îïèøàíî âî Äåë 2 (ïîâðçàíà ðàáîòà). Èàêî íåêîè îä íîâèòå ïðèñòà-
ïè ïîñòèãíàà ïîäîáðè ïåðôîðìàíñè, òèå îáè÷íî áàðààò ïðåñìåòëèâî èí-
òåíçèâíè àëãîðèòìè, íåñîîäâåòíè çà ïàìåòíèòå òåëåôîíè êîè ñîáèðààò
êîíòèíóèðàíè ÅÊÃ ïîäàòîöè îä ïðåíîñëèâè ñåíçîðè.

Âî íàøåòî èñòðàæóâà»å ãî ïîäîáðóâàìå Õàìèëòîíîâèîò àëãîðèòàì
[69], çà äà ìîæåìå äà ãî íàïðàâèìå ïîåôèêàñåí çà èíäóñòðèñêà ïðèìåíà.
Ïîäîáðóâà»åòî áåøå ïðèëè÷íî äîëã ïðîöåñ ïîðàäè åêñïîíåíöèjàëíàòà
ïðèðîäà íà íàïîðîò çà ïîäîáðóâà»å íà àëãîðèòàì. Êîëêó ñòå ïîáëèñêó
äî ìàðãèíàòà îä 100 %, òîëêó ïîâå�êå ñå çãîëåìóâà íàïîðîò çà ìíîãó ìà-
ëî ïîäîáðóâà»å íà ïåðôîðìàíñîò. Âîâåäîâìå íåêîëêó ñòîòèíè ïðàâèëà
çà ñïðàâóâà»å ñî èäåíòèôèöèðàíèòå ïðîáëåìè âî äåòåêöèjàòà íà QRS è
íåêîëêó èëjàäíèöè òåñòîâè, çà äà ãè ïðèñïîñîáàò ïàðàìåòðèòå è ïðàãîâ-
íèòå âðåäíîñòè çà èäåíòèôèöèðàíèòå ðåøåíèjà. Íåêîè ïðàãîâíè âðåäíî-
ñòè äîáèjà äîáðè ïåðôîðìàíñè íà íåêîè òåñòîâè, íî ëîøè íà äðóãè. Êîãà
ãè íèâåëèðàâìå íåêîè îä ïàðàìåòðèòå, ñå ñëó÷è íåêîè îä ïðàâèëàòà äà
íå ðàáîòàò äðóãè ñåòîâè íà ïîäàòîöè çà òåñòèðà»å, è òîà íè ñòàíà óøòå
ïîãîëåì ïðåäèçâèê.

Êîíå÷íî, ðåçóëòàòèòå ïîêàæàà äåêà ãè ðåàëèçèðàâìå íàøèòå öåëè.
Íèå ïîñòèãíàâìå ïîâèñîêè âðåäíîñòè îä ñèòå äðóãè îájàâåíè ðåçóëòàòè,
èàêî íèå ðàáîòåâìå ñî ðå÷èñè òðèïàòè ïîìàëà ôðåêâåíöèjà íà ñåìïëè-
ðà»å è ñî ïîëîâèíà îä ÀÄ-êîíâåðçèjàòà íà áèòíàòà ðåçîëóöèjà.

Ñòðóêòóðàòà íà îâîj òðóä å îðãàíèçèðàíà íà ñëåäíèîâ íà÷èí: âî Äåë
2 ñå äèñêóòèðà çà ïîâðçàíàòà ðàáîòà âî îáëàñòà íà QRS-äåòåêöèñêèòå
àëãîðèòìè à âî Äåë 3 ñå ïðåòñòàâóâà çàäíèíñêàòà ñòðàíà. Àíàëèçàòà íà
ïðîáëåìè å ïðåçåíòèðàíà âî Äåë 4, äîäåêà ïàê, íàøèîò ïðèñòàï êîí ïî-
äîáðóâà»å íà àëãîðèòìèòå, âî Äåëîò 5. Ðåçóëòàòèòå îä åêñïåðèìåíòèòå ñå
åâàëâèðàíè âî Äåë 6 è ñïîðåäåíè ñå ñî äðóãè ðåøåíèjà. Äåë 7 å ïîñâåòåí
íà çàêëó÷îöèòå è íà èäíàòà ðàáîòà.

Ïðå�ëåg íà ëèøåðàøóðàøà

Àëãîðèòìèòå çà äåòåêöèjà íà QRS, ãåíåðàëíî, jà ñëåäàò èñòàòà ðó-
òèíà [106], ïî÷íóâàj�êè ñî ôèëòåð çà îáðàáîòêà íà äèãèòàëíèòå ñèãíàëè
(ÄÑÏ/DSP), êîjøòî ãè åëèìèíèðà øóìîò è baseline wander. Òîãàø èçëå-
çîò ñå ñîâïà�ãà ñî ñåò íà ïðàãîâè. Àëãîðèòìèòå, ãëàâíî, ñå ðàçëèêóâààò
íà íà÷èíîò íà êîj òèå ãè êàëêóëèðààò ïðàãîâíèòå âðåäíîñòè è ãè ïðèìå-
íóâààò ïðàâèëàòà, øòî å ñàìî óøòå åäåí ñëîj ïðèìåíåò ïî ïðàãîò.
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Äîëãèòå ÅÊÃ-ñíèìêè, ãåíåðàëíî, ñå ïðåíàòðóïàíè ñî øóì âî ôîðìà
íà ñóïòèëíà äåâèjàöèjà íà ñðöåâèîò ðèòàì. Ïîêðàj òîà, êâàëèòåòîò íà
ñèãíàëîò ñå ìåíóâà ïðè àëòåðíàòèâíè ïðîìåíè âî àìïëèòóäàòà íà áðà-
íîò. Îñâåí àêî øóìîò íå ñå åëèìèíèðà, äåòåêòèðà»åòî íà òàêâèòå QRS-
êîìïëåêñè ñòàíóâà ïîòåøêî è jà íàìàëóâà òî÷íîñòà[82]. Âàæíî å äà ñå
íàâåäå äåêà êîj áèëî àëãîðèòàì, äèçàjíèðàí çà êâàëèòåòíà èíäóñòðèñêà
QRS-äåòåêöèjà ìîðà äà áèäå ïðèëàãîäëèâ íà êîj áèëî òèï íà øóì.

Ïîñòîjàò íåêîëêó èñòðàæóâà÷êè òðóäîâè[82, 20], êîè äàâààò ñåîïôàòåí
ïðåãëåä íà ïîïóëàðíèòå ìåòîäè çà äåòåêöèjà íà QRS. Âî êðàòêèîò ïðåã-
ëåä, îájàâåíèòå àëãîðèòìè çà îòêðèâà»å QRS, ñå áàçèðààò íà ñëåäíèâå
òåõíèêè:

• Äèôåðåíöèjàöèjà (gåðèâàöèjà), êàäå øòî ñå ïðåñìåòóâà ðàçëèêàòà ïî-
ìå�ãó ñåãàøíèòå è ïðåòõîäíèòå ìîñòðè, êàêî íà÷èí çà èäåíòèôèêóâà»å
íà íàêëîíîò, à ïîòîà òîà ñå ñïîðåäóâà ñî äàäåíàòà ïðàãîâíà âðåäíîñò
âêëó÷óâàj�êè ãè è àëãîðèòàìîò Ïàí è Òîìïêèíñ[107], Õàìèëòîíîâèîò
àëãîðèòàì[69], èëè äðóãè ðåëåâàíòíè ïðèñòàïè [12, 61, 100];

• ×èñøè ÄÑÏ-àë�îðèøìè, êàäå øòî ñå êîìáèíèðààò îñíîâíèòå ÄÑÏ-
ôèëòðè ñî ðàçëè÷íè êàðàêòåðèñòèêè ñî öåë äà ñå ïðîèçâåäå ïîjàñåí
ôèëòåð è äà ñå åëèìèíèðà øóìîò êàêî è äà ñå èñôèëòðèðà ñèãíàëîò,
òàêà øòî ïðàãîò �êå ãè îïðåäåëè áèòîâèòå [10, 28, 55, 58, 104];

• Àë�îðèøìè çà èðåèîçíàâà»å íà øåìà, êàäå øòî ïîäàòîöèòå íà ñèã-
íàëîò ñå èñòè ñî ïðåòõîäíî äåôèíèðàíèòå øåìè è ñå îòêðèâà áðàíîâà
ôîðìà âî ñëó÷àj íà ñëè÷íîñò âî äàäåíèòå îãðàíè÷óâà»à íà àìïëèòó-
äàòà è íàêëîíèòå [67, 32, 89, 126, 132];

• Íåâðî ìðåæà, ïîâå�êåñëîjíè ïåðöåïòîðè (MLP), ðàäèjàëíà áàçè÷íà
ôóíêöèjà (RBF) è Learning Vector Quantization (ËÂÎ), ñå êîðèñòàò
çà àäàïòèâíî ïðåäâèäóâà»å íà ëîêàöèjàòà íà ñëåäíèîò ïèê [138, 23,
39, 74, 89];

• Äè�èøàëíà âåjëåø-øðàíñôîðìààöèjà ,êàäå øòî ñèãíàëîò å ðàñïðåäå-
ëåí íà îäðåäåíè ìåðíè íèâîà, à ïîòîà ïîâòîðíî ñå ðåêîìïîíèðà, øòî
åôèêàñíî ãî íàìàëóâà øóìîò. Ïîòîà ñå ïðèìåíóâà ïðàãîò, çà èçáèðà»å
ñîîäâåòíè ïèêîâè [87], [21], [121], [93], [98];

• Ãåíåøñêèøå àë�îðèøìè ñå êîðèñòàò çà îïòèìèçèðà»å íà ïîëèíîì-
ñêèîò ôèëòåð çà ïðåïðîöåñèðà»å. ÅÊÃ-ñèãíàëîò ñå ñïîðåäóâà ñî àäàï-
òèâíèîò ïðàã è ïàðàìåòðèòå ñå îïòèìèçèðàíè ñî ïðèñòàï çà ãåíåòñêà
îïòèìèçàöèjà [113];

• Ñêðèåíèîø ìàðêîâ ìîgåë (HMM), êîj ñå êîðèñòè çà ïðèñïîñîáóâà»å íà
ôóíêöèjàòà íà âåðîjàòíîñò, êîjà âàðèðà ñïîðåä ñêðèåíèîò ìàðêîâñêè
ñèí¶èð, ïðè øòî ïîòîà ìîäåëîò jà ïðåäâèäóâà ìîìåíòàëíàòà ñîñòîjáà,
êîjà ìîæå äà áèäå QRS-êîìïëåêñ. P è Ò-áðàíîâèòå, èñòî òàêà, ìîæå
äà ñå ïðåñìåòààò [33, 16, 35];

• Õèëδåðø øðàíñôîðìàöèjà, êàäå øòî Õèëáåðò-òðàíñôîðìàöèjàòà íà
ÅÊÃ ñèãíàëîò ñå ïðåñìåòóâà ñî Fast Fourier-òðàíñôîðìàöèjà (ÔÔÒ),
à òîà ñå êîðèñòè çà êàëêóëèðà»å íà ñèãíàëîò [124, 102, 25] è
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• Ôàçîð øðàíñôîðìàöèjà, êàäå øòî ñåêîj ÅÊÃ-ïðèìåðîê å ïðåòâîðåí âî
ôàêòîð çà ïðàâèëíî óïðàâóâà»å ñî P è T-áðàíîâèòå, êîè, ïî äåôèíè-
öèjà, ñå êàðàêòåðèçèðààò ñî ïîíèñêè àìïëèòóäè îä R-ïèêîò ñî íèñêà
öåíà íà ïðåñìåòóâà»ål, à ïîòîà íèâ ãè ñïîðåäóâà ñî ïðàãîò [92].

QRS-äåòåêòîðîò ñî âèñîêè ïåðôîðìàíñè äèðåêòíî âëèjàå íà èçíîñîò
è íà êâàëèòåòîò íà âðåäíèòå èíôîðìàöèè çà ÅÊÃ. QRS-äåòåêòèðà»åòî å
èíèöèjàëåí ÷åêîð çà ïîíàòàìîøíà ÅÊÃ-àíàëèçà.

Îñíîâè

Âî îâîj äåë , �êå ãè îájàñíèìå åâàëâàöèñêèòå ìåòðèêè è �êå îâîçìîæèìå
ïðåãëåä íà îðèãèíàëíèîò Õàìèëòîíîâ QRS-àëãîðèòàì çà äåòåêöèjà.

Ìåðå»å íà ïåðôîðìàíñèòå

Ïðèìåðèòå øòî ñå êîðèñòàò âî íàøàòà ìåòîäîëîãèjà çà òåñòèðà»å ñå
èñòè çà IEC 60601-2-47-ñòàíäàðäîò çà ïîñåáíè áàðà»à çà áåçáåäíîñò, âêëó-
÷óâàj�êè ãè ñóøòèíñêèòå ïåðôîðìàíñè íà àìáóëàíòíèòå åëåêòðîêàðäèî-
ãðàôñêè ñèñòåìè è ANSI / AAMI EC57: 2012 çà òåñòèðà»å è èçâåñòóâà»å
çà ðåçóëòàòèòå îä ïåðôîðìàíñîò íà ñðöåâèîò ðèòàì è àëãîðèòìèòå çà ìå-
ðå»å íà ÑÅ-ñåãìåíòîò. Îâèå ñòàíäàðäè jà êîðèñòàò áàçàòà íà ïîäàòîöè
çà àðèòìèjàòà íà ÌÈÒ-ÁÈÕ ÅÊÃ [99] è Àìåðèêàíñêàòà àñîöèjàöèjà çà
ñðöå (AHA)[72].

MITDB ñîäðæè ïîëó÷àñîâíè ÅÊÃ-ñíèìêè çà 48 àíîíèìíè ëèöà, à ñàìî
44 çàïèñè ãè èñêëó÷óâààò îíèå êîè ñîäðæàò òåìïîáèòîâè. Îâèå ñíèìêè
ñå jàâíî äîñòàïíè íà âåá-ñòðàíèöàòà physionet.org [63]. Ôðåêâåíöèjàòà íà
ñíèìà»åòî å 360 ïðèìåðîöè âî ñåêóíäà, ïî êàíàë, ñî 11-áèòíà ðåçîëóöèjà.
Èàêî ñåêîjà ñíèìêà ñîäðæè äâà êàíàëè, âî íàjãîëåìèîò äåë îä çàïèñèòå,
ãî êîðèñòåâìå ïðâèîò êàíàë, èäåíòèôèêóâàí êàêî ML II.

Ïîêðàj òîà, íèå ãè ñëåäèìå áàðà»àòà ñïîðåä Ñòàíäàðäîò IEC 60601-
2-47: 2012 çà ìåäèöèíñêà åëåêòðè÷íà îïðåìà, îñîáåíî áàðà»àòà çà ñóø-
òèíñêèòå ïåðôîðìàíñè íà àìáóëàíòñêèòå åëåêòðîêàðäèîãðàôñêè ñèñòå-
ìè. Ñïîðåä îâèå áàðà»à, ñåêîj ïðåñìåòàí ïèê ñå ñìåòà çà îòêðèåí, àêî å
íàjìíîãó 150 ms ïîäàëåêó îä âèñòèíñêèîò ðèòàì.

Äåòåêòèðàíèîò QRS ñå îçíà÷óâà êàêî âèñòèíñêè ïîçèòèâåí (TP), àêî
äåòåêòîðîò QRS íàjäå QRS ïîáëèñêó îä 150 ms îä îíîj øòî å îçíà÷åí.
Ëàæåí íåãàòèâ (FN) å ïðîïóøòåí QRS, èëè àêî äåòåêòîðîò QRS ïðîíàjäå
QRS íàäâîð îä ïåðèìåòàðîò îä 150 ms, äîäåêà ëàæíèîò ïîçèòèâ (FP) å
ïîãðåøíî äåòåêòèðàí QRS (äîïîëíèòåëíî ïðîíàjäåí).

×åñòî êîðèñòåíèòå ìåðêè çà èçâåäáà ñå ñåíçèáèëèòåòîò è ïîçèòèâíàòà
ïðåäâèäóâà÷êà ñòàïêà, ïðåñìåòàíà ñî ôîðìóëàòà 0.1.
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Ñëèêà 0.1: Õàìèëòîíîâ ïðèñòàï ía äåòåêöèjà íà QRS.

SE =
TP

TP + FN
+ P =

TP

TP + FP
(0.1)

Ïîêðàj òîà, ça äà ce îñëîáîäè îïòèìàëíà âðñäíîñò íà ïàðàìåòàðîò, íèå
îâîçìîæèâìå ìíîãó åêñïåðèìåíòàëíè òåñòîâè, è ãî ïðåñìåòàâìå áðîjîò íà
âêóïíè ãðåøêè, ñî ôîðìóëà 0.2, êàäå øòî çáèðîò íà ãðåøêèòå å îçíà÷åí
ñî FP è FN. Êîãà ãðåøêèòå ñå ïîìàëè, ñå ïîñòèãíóâààò ïîäîáðè ïåðôîð-
ìàíñè.

Errors = FP + FN (0.2)

Àíàëèçà íà Õàìèëòîíîâèîò àëãîðèòàì

Ñîôòâåðîò ñî îòâîðåí êîä íà EP Limited çà äåòåêöèjà íà àðèòìèè ñëó-
æè êàêî îñíîâà çà îâà èñòðàæóâà»å[70, 69]. Òîj èìà öåëîñíà èìïëåìåíòà-
öèjà íà C-êîäîò îä àëãîðèòìîò íà Õàìèëòîí, ñî òðè ðàçëè÷íè äåòåêòîðè
è ñî åäíîñòàâíà êëàñèôèêàöèjà íà îò÷óêóâà»à. Äâà îä äåòåêòîðèòå ñå çà
îïøòà íàìåíà, äîäåêà òðåòèîò å çà ñðåäèíè ñî ìàëà êîëè÷èíà íà ìåìî-
ðèjà.

Àëãîðèòìè÷íèòå äåòàëè òåîðåòñêè ñå îáåçáåäåíè âî íèâíàòà îðèãèíàë-
íà ðàáîòà [69]. Ñëèêà 0.1 ãî ïðåòñòàâóâà êîíöåïòóàëíîòî íèâî íà äâåòå
ôàçè è íà ÷åêîðèòå, êîè ñå ïîñòàâåíè íà âèñîêî íèâî è ñå ñïðîâåäåíè çà
ñåêîjà îä òèå ôàçè.

Àëãîðèòìîò çàïî÷íóâà ñî íèñêîïðîïóñåí ôèëòåð (LPF) ñî, cuto� ôðåêâåí-
öèjà îä 16Hz. Ïîòîà, ñèãíàëîò ñå ïðåíåñóâà íèç âèñîêîïðîïóñåí ôèëòåð
(HPF) îä 8Hz. Äâàòà ôèëòðè èìààò åôåêò íà êàíàëåí ôèëòåð (BPF). Ïî-
òîà, íàêëîíîò íà ñèãíàëîò ñå ïðåñìåòóâà ñî ìåòîäà íà äèôåðåíöèjàöèjà

(d[i]dt ), ïðîñëåäåíî ñî ïðåñìåòêà íà àïñîëóòíàòà âðåäíîñò (ABS). Ïîñëåä-
íèîò ÷åêîð (AVG) ñå ñîñòîè îä ïðåñìåòóâà»å íà ïðîñå÷íîòî âðåìå îä
80 ms.

Ïî åëèìèíèðà»å íà øóìîò âî ôàçàòà íà ÄÑÏ-ôèëòðèðà»åòî, àëãîðè-
òàìîò ïðîäîëæóâà ñî ôàçàòà íà äåòåêöèjà íà ïèêîò. Âå�êå èìà äâà ïðàãîâè
çà AVG-ñèãíàëîò, êëàñèôèöèðàíè êàêî:

• Ñøàøè÷åí èðà� ñî ôèêñèðàíà âðåäíîñò è
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• Äèíàìè÷åí èðèëà�îgëèâ èðà� (DAT) êîj å ïîä âëèjàíèå íà àìïëèòóäè
îä íàjíîâèòå ïèêîâè.

Îðèãèíàëíèîò àëãîðèòàì ãî ïîñòàâóâà ñòàòè÷êèîò ïðàã (STHR) âî
âðåäíîñò MIN_PEAK_AMP = 7. Îïøòî ïðàâèëî å äåêà ça ïîíèñêà-
òà âðåäíîñò íà ñòàòè÷êèîò ïðàã, �êå èìà ïîâå�êå ïèêîâè, íî, èñòî òàêà,
�êå ñå îòêðèjàò ìíîãó àðòåôàêòè. Îä äðóãà ñòðàíà, ïîâèñîêàòà ñòàòè÷êà
ïðàãîâíà âðåäíîñò äàâà ïîìàëêó ïèêîâè, íî è ïîìàë áðîj àðòåôàêòè.

Êîãà �êå ñå íàjäå íîâ ëîêàëåí ïèê, äèíàìè÷íèîò àäàïòèâåí ïðàã ñå ïðå-
ñìåòóâà ñî çåìà»å íà ñðåäíèòå âðåäíîñòè çà âèñòèíñêèòå ïèêîâè, íî è
øóìîò âëåãóâà âî ïðåäâèä. Ñðåäíàòà âðåäíîñò ñå ïðåñìåòóâà ñî ôîðìó-
ëàòà 0.3.

mean =

∑8
n=1Xn

8
(0.3)

Íåêà ñå îçíà÷è ñðåäíàòà âðåäíîñò çà ðåàëíèòå îò÷óêóâà»à è ïèêîâè
íàñòàíàòè îä øóì, qmean è nmean, ñîîäâåòíî, à èñòî òàêà, TH íåêà å
ïîñòîjàí ìóëòèïëèêàòîð (ñî ñòàíäàðäíà âðåäíîñò îä 0.3125), à ïîòîà DAT
ñå ïðåñìåòóâà îä ôîðìóëàòà 0.4.

DAT = nmean+ (qmean− nmean) ∗ TH (0.4)

Êîãà �êå ñå äåòåêòèðà íîâ ëîêàëåí ìàêñèìóì, ñî êàëêóëèðà»å íà AVG-
âðåäíîñò, è äâàòà ïðàãà ñå ñïîðåäóâààò ñî îâàà âðåäíîñò. Àêî âðåäíîñòà
å ïîâèñîêà îä ñòàòè÷êèîò ïðàã, òîãàø ñå ñìåòà çà ïîòåíöèjàëåí ïèê, èíà-
êó òîà áè áèëî àðòåôàêò. Òîà å êëàñèôèöèðàíî êàêî ïèê íàñòàíàò îä
øóì, àêî ïðåñìåòàíàòà âðåäíîñò å ïîíèñêà îä äèíàìè÷êèîò ïèê è, êàêî
âèñòèíñêî îò÷óêóâà»å, àêî å ïîâèñîê îä äèíàìè÷íèîò àäàïòèâåí ïðàã.

Ñëèêà 0.2 ãè ïðèêàæóâà è äèíàìè÷êèòå è ñòàòè÷êèòå ïðàãîâè. Çàáå-
ëåæåòå äåêà îòêðèåíèòå ïèêîâè A1, A2, ..., A7 ñå êàòåãîðèçèðàíè êàêî
àðòåôàêòè (ïîìàëè îä ñòàòè÷êèîò ïðàã), à R1, R2, R3 è R4 êàêî ðåàë-
íè îò÷óêóâà»à. N1, N2 è N3 ñå ñìåòààò çà ïèêîâè íàñòàíàòè îä øóì,
áèäåj�êè ëîêàëíèîò ìàêñèìóì îä ñåêîjà åòèêåòà ñå ïîìàëè îä äèíàìè÷íî
ïðåñìåòàíèîò ïðàã.

Ègåíøèôèêàöèjà íà èðîδëåìèøå

Íåñîâïà�ãà»åòî âî àìïëèòóäèòå íà ïèêîâèòå ìîæå äà âîâåäå ëîøà äå-
òåêöèjà. Èäåíòèôèêóâàâìå äâà ñëó÷àè êîãà òîà ñå ñëó÷è:

• íèçà îä íèñêè àìïëèòóäíè ïèêîâè ïî èçîëèðàíà âèñîêà àìïëèòóäà íà
ïèê;

• èçîëèðàí íèçîê àìïëèòóäåí ïèê ïî íèçà îä âèñîêà àìïëèòóäíè ïèêîâè.
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Ñëèêà 0.2: Äåòåêòèðà»å íà àðòåôàêòè, ïèêîâè íàñòàíàòè îä øóì è âè-
ñòèíñêè ïèêîâè, âðç îñíîâà íà âðåäíîñòèòå íà ñòàòè÷êèòå è äèíàìè÷êèòå
ïðàãîâè âî îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí, ïðåçåíòèðàí íà ñèã-
íàëíèîò èçâàäîê îä MITDB-çàïèñ 124 (1046 ñåê.).

Ïîêðàj òîà, îñâåí ïðåöèçíîòî ïîñòàâóâà»å íà ïðàãîò è î÷åêóâà»åòî íà
ïîíèñêèòå ïåðôîðìàíñè íà èñå÷åíèòå ñèãíàëè, ãè àíàëèçèðàâìå ñåãìåí-
òèòå êàäå øòî àëãîðèòìîò ïîêàæà ïîìàëà ñåíçèáèëíîñò è ñïåöèôèêàöè-
jà, èàêî ñèãíàëîò íå áèë ïîïðå÷åí îä øóìîò. Çàêëó÷åíî å äåêà ïîíèñêèòå
ïåðôîðìàíñè áèëå äîáèåíè çà êîíêðåòíè ñëó÷àè íà ñåãìåíòè è ïðîáëåìè,
êîè ìîæå äà ñå êëàñèôèöèðààò êàêî:

• ìåøàâèíà îä íèñêè è âèñîêè àìïëèòóäíè ïèêîâè;
• åëèìèíàöèjà íà àðòåôàêòè è
• ïîãðåøíà R-ïèê-ëîêàöèjà.

Ëîøà äåòåêöèjà íà ïèêîâè ñî íèñêè àìïëèòóäè

Ñëèêà 0.3 ãî ïðåòñòàâóâà ñëó÷àjîò êîãà ïðåòõîäè èçîëèðàí ïèê ñî âèñî-
êà àìïëèòóäà, à ñëåäè íèçà îä íèñêè àìïëèòóäíè ïèêîâè. Ñå ïðèêàæóâà
ñåãìåíò îä 8 ñåêóíäè îä MITDB çàïèñ 114, âêëó÷óâàj�êè ãè îðèãèíàëíèîò
ñèãíàë è èçëåçèòå ïî èçâðøóâà»åòî íà ñåêîj îä ÷åêîðèòå çà îáðàáîòêà
BPF, ABS è AVG.

Ñëèêà 0.3 ã), ãè èäåíòèôèêóâà ñòàòè÷êèòå è äèíàìè÷êèòå ïðàãîâè è ãî
ïîêàæóâà ñëó÷àjîò êàäå øòî îò÷óêóâà»àòà ìå�ãó äâåòå âèñîêè àìïëèòóäè
ñå ïðèêàæóâààò êàêî àðòåôàêòè, èàêî òèå òðåáà äà áèäàò âèñòèíñêè QRS-
îò÷óêóâà»à.

Ïðè÷èíàòà çà ëîøàòà äåòåêöèjà íà íèñêèòå àìïëèòóäíè ïèêîâè ïî
âèñîêè àìïëèòóäíè ïèêîâè ïðâåíñòâåíî ñå äîëæè íà âèñîêèîò ñòåïåí íà
ñòàòè÷êèîò ïðàã. Äóðè è àêî íåêîj ïðàâè èñïðàâêà ñî íàìàëóâà»å íà
âðåäíîñòà íà ñòàòè÷êèîò ïðàã, çà äà ãè âêëó÷è îâèå ïèêîâè, ñ�e óøòå �êå
èìà ïðîáëåì, áåç îãëåä íà ôàêòîò äåêà ïèêîò �êå ñå òðåòèðà êàêî êàíäèäàò
è �êå ñå ïðèìåíè ïðîâåðêà íà äèíàìè÷êè ïðàã. Òîà å òàêà, çàòîà øòî
âèñîêèîò àìïëèòóäåí ïèê �êå jà çãîëåìè äèíàìè÷êàòà âðåäíîñò íà ïðàãîò
ïðåäèçâèêàí îä ïðåñìåòêàòà íà ñðåäíàòà âðåäíîñò è òàêà ïèêîâèòå �êå
áèäàò êëàñèôèöèðàíè êàêî ïèêîâè íàñòàíàòè îä øóì.
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Ñëèêà 0.3: Èçâàäîöè îä ñèãíàëîò çà èçâðøóâà»å íà Õàìèëòîíîâèîò àëãî-
ðèòàì íàä MITDB-çàïèñ 114 (240 ñåê) a) Îðèãèíàëåí ÅÊÃ-ñèãíàë; á) Èç-
ëåç ïî êàíàëåí ôèëòåð; â) Èçëåç ïî äèôåðåíöèjà è ïðåñìåòêà íà àïñî-
ëóòíè âðåäíîñòè; ã) Èçëåç ïî ïðîñåêîò çà èíòåðâàë îä 80 ms.

Èçîëèðàíè ïèêîâè ïî ñåêâåíöèè îä ïèêîâè ñî âèñîêè

àìïëèòóäè

Âèñîêèòå àìïëèòóäíè ïèêîâè äèðåêòíî âëèjààò íà ïðåñìåòêàòà íà äè-
íàìè÷íî àäàïòèâíèîò ïðàã. Ñå ïðåñìåòóâà ïîâòîðíî, ñåêîãàø êîãà èìà
íîâ ëîêàëåí ìàêñèìóì, ñî àìïëèòóäà ïîâèñîêà îä ñòàòè÷êèîò ïðàã. Âî
îâîj ñëó÷àj, ïîòåíöèjàëíèîò ïèê è âðåäíîñòèòå ïîíèñêè îä äèíàìè÷íèîò
ïðàã, ñå ñìåòààò çà ïèêîâè íàñòàíàòè îä øóì, äîäåêà äðóãèòå ñå ñìåòà-
àò êàêî âèñòèíñêè QRS-ïèêîâè. Îðèãèíàëíèîò àëãîðèòàì ãè ñêëàäèðà
ïîñëåäíèòå 8 àìïëèòóäè íà ïèêîò è jà ïðåñìåòóâà DAT-âðåäíîñòà, ñî
ôîðìóëàòà 0.4.

Øèðîêàòà àíàëèçà íà MITDB àðõèâà 201 ïîêàæóâà ïðåìíîãó ïðîìà-
øóâà»à, îñîáåíî âî ñëó÷àè íà àáåðèðàíè ïðåòêîìîðíè ïðåäâðåìåíè óäà-
ðè (êëàñèôèöèðàíè êàêî îò÷óêóâà»à) êàêî øòî å èëóñòðèðàíî íà ñëè-
êà 0.4. Äâå îä îò÷óêóâà»àòà, èñòàêíàòè êàêî ñòàíäàðäíè, íå ìîæå äà
áèäàò îïôàòåíè, ïîðàäè äèíàìè÷íèîò àäàïòèâåí ïðàã è ñðåäíàòà ïðå-
ñìåòêà, áèäåj�êè ïîâå�êå îä íàjíîâèòå îò÷óêóâà»à èìààò âèñîêà àìïëèòó-
äà. Âî îâîj ñëó÷àj, íèòó ñòàòè÷íèîò íèòó äèíàìè÷íèîò àäàïòèâåí ïðàã
íåìà äà ðàáîòè. Ïðèìåðîò å îáåëåæàí íà ñëèêàòà 0.5, ñî ïèêîâèòå C è
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Ñëèêà 0.4: Èçâàäîöè îä ñèãíàëîò çà èçâðøóâà»å íà Õàìèëòîíîâèîò àë-
ãîðèòàì íàä MITDB-çàïèñ 201 (424 ñåê.) a) Îðèãèíàëåí ÅÊÃ-ñèãíàë;
á) Èçëåç ïî êàíàëåí ôèëòåð; â) Èçëåç ïî äèôåðåíöèjà è ïðåñìåòêà íà
àïñîëóòíè âðåäíîñòè; ã) Èçëåç ïî ïðîñåêîò çà èíòåðâàë îä 80 ms
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Ñëèêà 0.5: Ñòàòè÷êè è äèíàìè÷êè ïðàãîâíè âðåäíîñòè, äîáèåíè íà èçëåç,
ïî ïðîñåêîò çà èíòåðâàë îä 80 ms íà MITDB-çàïèñ 201 (424 ñåê.)

D, êîè òðåáà äà ñå êëàñèôèöèðààò êàêî QRS-ïèêîâè, íî òèå ñå îòêðèåíè
êàêî àðòåôàêòè, áèäåj�êè íèâíàòà âðåäíîñò å ïîìàë îä ñòàòè÷êèîò ïðàã.

Êëàñèôèêàöèjà íà àðòåôàêòè

Äèíàìè÷êèîò àäàïòàáèëåí ïðàã èäåíòèôèêóâà ïèêîâè íàñòàíàòè îä
øóì è ðåàëíè ïèêîâè. Èàêî, âî ïîâå�êå ñëó÷àè, äèíàìè÷êèîò ïðèñïîñîá-
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ëèâ ïðàã ðåàãèðà ñîîäâåòíî, ñ�å óøòå ïîñòîjàò ñëó÷àè êàäå øòî ïèêîò
íàñòàíàò îä øóì å ïîãðåøíî ïðåñìåòàí è ïðèêàæàí å êàêî âèñòèíñêè.
Òî÷íà êëàñèôèêàöèjà íà àðòåôàêòèòå å îä ïðèìàðíà âàæíîñò çà êâàëè-
òåòåí èíäóñòðèñêè QRS äåòåêòîð.

Çãîëåìóâà»åòî íà ñòàòè÷êèîò ïðàã, äèðåêòíî ãî íàìàëóâà áðîjîò íà
àðòåôàêòèòå. Ñåïàê, îâà äðàñòè÷íî ãè çãîëåìóâà ïðîïóøòåíèòå îò÷óêó-
âà»à. Îâà, èñòî òàêà, âàæè è çà äèíàìè÷êè ïðèñïîñîáëèâîò ïðàã. Çà äà
ñå íàjäå îïòèìóìîò íà ñòàòè÷êèòå è íà äèíàìè÷êèòå ïèêîâè, òðåáà äà ñå
áàðà êîìïðîìèñ øòî �êå äîñòèãíå âèñîêè âðåäíîñòè è íà ñîíçèáèëèòîò, è
ïîçèòèâíà ïðåäâèäóâà÷êà ñòàïêà.

Åäåí ïðèìåð å èëóñòðèðàí íà ñëèêà.0.5, êàäå øòî ïèêîâèòå îçíà÷åíè
êàêî A, C, D, Å è G, ñå íèñêè àìïëèòóäíè ïèêîâè. Îä äðóãà ñòðàíà, ïèêî-
âèòå îçíà÷åíè êàêî B, F ñå àðòåôàêòè. Ñî ñòàíäàðäíèîò ïðàã, ïèêîâèòå
A è E ñå ñìåòààò çà êàíäèäàòè çà QRS, äîäåêà îñòàíàòèòå ñå ñìåòààò çà
àðòåôàêòè. Çà îâîj êîíêðåòåí ñëó÷àj, ñî íàìàëóâà»å íà ñòàòè÷íèîò ïðàã
äî 3, �êå ñå îïôàòàò ñèòå âèñòèíñêè ïèêîâè, íî àðòåôàêíèîò ïèê F �êå ñå
ñìåòà êàêî ïèê. Îä äðóãà ñòðàíà, çàäðæóâà»åòî íà ñòàòè÷íèîò ïðàã íà 4,
ñàìî �êå ãî äåòåêòèðà G êàêî ïèê, à äðóãèòå ïèêîâè ïîâòîðíî �êå îñòàíàò
àðòåôàêòè.

Ïðåñìåòêà íà ëîêàöèjàòà íà R-ïèêîò

Åäåí îä ïðîáëåìèòå âî èçâðøóâà»åòî íà îðèãèíàëíèîò àëãîðèòàì íà
Õàìèëòîí å ïðàâèëíîòî îòêðèâà»å íà QRS-ïèêîò. Ñëèêàòà 0.6 ãî èëó-
ñòðèðà òàêîâ ñëó÷àj, êàäå øòî ëîêàëíèòå ìàêñèìóìè ñå îáåëåæàíè ñî À,
B, C, D è E. Óøòå åäåí ïèê ñå ïîjàâóâà íà èçëåçîò îä êàíàëíèîò ôèë-
òåð, ñî îçíàêà F, êàêî øòî å ïðèêàæàíî íà ñëèêàòà 0.6 á). Áëèñêîñòà íà
îçíà÷åíèòå ïèêîâè Â, Ñ è F, ïðåäèçâèêà äâà ëîêàëíè ïèêîâè, íà èçëåç
ïî ïðîñåêîò çà èíòåðâàë îä 80 ms, îçíà÷åíè êàêî B è C, íà ñëèêàòà 0.6
ñ). Êîãà ñòàòè÷êèîò ïðàã ñå ïðèìåíóâà íà ïðîñå÷íîòî âðåìå âî òåêîò íà
èíòåðâàë îä 80 ms, ïèêîâèòå C, F è D ñå äåòåêòèðààò êàêî àðòåôàêòè,
äîäåêà A, B è E, ñå èäåíòèôèêóâààò êàêî ïîòåíöèjàëíè ïèêîâè. Áèäåj�êè
äèíàìè÷êèîò ïðàã å ïîíèçîê îä ñòàòè÷íèîò, îâèå îò÷óêóâà»à ñå êëàñè-
ôèöèðààò êàêî ðåàëíè.

Çàáåëåæåòå ãî ïîñòîjàíîòî äîöíå»å êàj ôèëòåðîò, êîå ñå îäçåìà îä ëî-
êàöèjàòà íà íàjâèñîêèòå âðåäíîñòè (êàêî øòî å ïðèêàæàíî íà ïðîñå÷íèîò
ñèãíàëåí èçëåç). Èàêî ïðàâèëíî ãî îäðåäóâà ïðåòõîäíèîò QRS-ïèê À, è
ñëåäíèîò QRS-ïèê Å, ñåïàê ïðàâè ãðåøêà âî îäðåäóâà»åòî íà ïèêîò B.

Îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí jà äåòåêòèðà ëîêàöèjàòà íà R-
ïèêîâèòå, òèå äà áèäàò âî òî÷êèòå AC , BC , è EC , èàêî èìààò ðàçëè÷íè
ðåàëíè ïèêîâíè ëîêàöèè AR, BR, è ER.

Àëãîðèòìîò íà Õàìèëòîí îòêðèâà ïèê áàçèðàí íà ïðåòõîäíî ïðåñìå-
òàíî çàäîöíóâà»å[70]. Èàêî ôèëòðèòå ñîçäàâààò ôèêñíî çàäîöíóâà»å,
àâòîðîò èñòàêíóâà äåêà îäëîæóâà»åòî íà äåòåêöèjàòà ìîæå ëåñíî äà âà-
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Ñëèêà 0.6: Èçâàäîöè îä ñèãíàëîò è äåòåêöèjà íà R-ïèê âî òåêîò íà
MITDB-çàïèñ 201 (426.4 ñåê): à) Îðèãèíàëåí ÅÊÃ-ñèãíàë è ëîêàëíè ïè-
êîâè À, B, C, D è E; á) Èçëåç ïî êàíàëåí ôèëòåð; â) Èçëåç ïî äèôåðåíöèjà
è ïðåñìåòêà íà àïñîëóòíè âðåäíîñòè; ã) Èçëåç ïî ïðîñåêîò çà èíòåðâàë
îä 80 ms.

ðèðà îä 395 ms äî 1 ñåê, âî çàâèñíîñò îä ñðöåâèîò ðèòàì è ïðàâèëîòî çà
äåòåêöèjàòà. Âàæíî å äà ñå íàïîìåíå äåêà ìåòîäîò íà íàçàäíî ïîáàðó-
âà»å ìîæå äà ïðåäèçâèêà ôèêñèðàíî îäëàãà»å, àêî àëãîðèòìîò çà íàçàä-
íî ïðåáàðóâà»å íå çàáåëåæè íèêàêâè ëîêàëíè ïèêîâè. Îòòóêà, ìîæåìå
äà çàêëó÷èìå äåêà îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí jà îáåçáåäóâà
íàjäîáðàòà ìîæíà ïîçèöèjà íà R-ïèêîò, èàêî òîà íå çíà÷è äåêà òàà å ñå-
êîãàø òî÷íà. Îâîj ïðîáëåì ìîæå îñîáåíî äà âëèjàå íà çãîëåìóâà»åòî íà
âêóïíèîò áðîj FP.

Îâîj êîíêðåòåí ñëó÷àj å çàáåëåæàí âî ðå÷èñè ñèòå MITDB-çàïèñè. Èà-
êî ðàçëèêàòà íå å òîëêó ãîëåìà, ïîñòîjàò ñëó÷àè êàäå øòî ðàçëèêàòà ìå�ãó
ðåàëíàòà è îòêðèåíàòà ëîêàöèjà å ïîãîëåìà.

Ïîgîδðóâà»å íà àë�îðèøìîø

Çãîëåìóâà»åòî íà ïåðôîðìàíñîò íà àëãîðèòìîò å äèðåêòíî ïîâðçàíî
ñî ïîñòàâóâà»åòî íà ïðàãîâèòå è ñî àëãîðèòàìñêîòî ïîäîáðóâà»å.
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Ïîäîáðóâà»å íà äåòåêöèjàòà íà íèñêî àìïëèòóäíèòå ïèêîâè

Äåòàëíàòà àíàëèçà ïîêàæóâà äåêà ÷åêîðîò (ABS), èçâðøåí ïðåä ïðî-
ñå÷íîòî âðåìå, íåìà äà ìîæå äà ñå ñïðàâè ñî ëîøèòå ðåçóëòàòè âî îòêðè-
âà»åòî íà íèñêîàìïëèòóäíèòå ïèêîâè. Îâà å îñîáåíî âàæíî âî ñëó÷àèòå
êîãà ñèãíàëîò ïðåñòàâóâà ìåøàâèíà îä åäíî âèñîêî àìïëèòóäíî îò÷óêó-
âà»å, à ïîòîà å ïðîñëåäåí ñî íåêîëêó îò÷óêóâà»à ñî íèñêè àìïëèòóäè.
Íèå jà èñêîðèñòèâìå èäåjàòà ïðåòñòàâåíà âî àëãîðèòàì íà Ïàí Òîìïêèíñ
[107] çà êâàäðèðà»å íà ñèãíàëîò, íàìåñòî ïðåñìåòóâà»å íà àïñîëóòíàòà
âðåäíîñò.

Ñëèêà 0.7 ïðåòñòàâóâà ñëó÷àj âî êîj êîìáèíàöèjàòà îä êâàäðèðàíèîò
è îïòèìèçèðàíèîò ñòàòè÷êè ïðàã �êå jà ïîäîáðè äåòåêöèjàòà íà íèñêèòå
åíåðãåòñêè ïèêîâè. Ïèêîâèòå îçíà÷åíè êàêî A, C, E, F, H è I ñå âèñòèí-
ñêè R-ïèêîâè, äîäåêà B è D ñå àðòåôàêòè. Îðèãèíàëíèîò àëãîðèòàì, êîj
êîðèñòè ïðåñìåòêà íà àïñîëóòíàòà âðåäíîñò è ïðîñåêîò çàåäíî ñî ñòà-
òè÷êèîò ïðàã, íå å âî ñîñòîjáà äà ãè êëàñèôèöèðà F è I êàêî âèñòèíñêè
ïèêîâè. Ñåïàê, êâàäðèðàíèîò è ïðîñå÷íèîò ñèãíàë, âî êîìáèíàöèjà ñî
íîâèîò (ïîìàë) ñòàòè÷êè ïðàã, ìîæå äà äåòåêòèðà äåêà ïîñòîè äîâîëíî
åíåðãèjà çà ïîòåíöèjàëåí ïèê. Ïðîñåêîò íà êâàäðèðàíèîò ñèãíàë, èñòî
òàêà, ãè îçíà÷óâà B è D êàêî ïîòåíöèjàëíè ïèêîâè. Áðîjîò íà òàêâèòå
ïèêîâè ìîæå äà ñå íàìàëè ñî äèíàìè÷êèîò ïðàã, èëè ñî âîâåäóâà»åòî íà
ïðàâèëàòà çà äåòåêöèjà íà àðòåôàêòè. Ñåïàê, ïîñòîjàò íåñàêàíè åôåêòè,
îñîáåíî âî ïðåñìåòóâà»åòî íà äèíàìè÷êèîò àäàïòèâåí ïðàã.

Îâîj ïðàã ñå çãîëåìóâà ñî çãîëåìóâà»åòî íà àìïëèòóäàòà è ñî òîà ñå
îòåæíóâà ïðèñïîñîáóâà»åòî êîí íåíàäåjíèòå ïðîìåíè âî àìïëèòóäèòå.

Îâàà îïåðàöèjà ñå îäíåñóâà êàêî âàæåí çàñèëóâà÷, îñîáåíî àêî å òîà
ïðîñëåäåíî ñî ïðåñìåòêà ñî ïðîñåê íàä èíòåðâàë îä 80 ms. Îâà ïîêàæóâà
äåêà îâîj íà÷èí çà ñïðàâóâà»å ñî èäåíòèôèêóâàíèòå ïðîáëåìè å ïîäîáàð.
Ñåïàê, îâà íå å äîâîëíî, áèäåj�êè îâîj àëãîðèòàì íå ìîæå äà ñå èçâðøóâà
ñî ñòàòè÷êè ïðàãîâíè âðåäíîñòè è ïîòðåáíà ìó å äèíàìè÷êà ïðåñìåòêà
ñî ïîìîø íà äðóãè ïðàâèëà.

Íèå ñïðîâåäîâìå íåêîëêó òåñòîâè çà åêñïåðèìåíòèðà»å ñî ïðàãîâíè-
òå âðåäíîñòè STHR îä 2 äî 50, çà äà ñå ïðîíàjäå îïòèìàëíà ïðàãîâíà
âðåäíîñò, ïðè øòî áðîjîò íà ãðåøêèòå å ìèíèìàëåí. Ëåâèîò äåë îä ñëè-
êàòà 12 jà ïðåòñòàâóâà ëàæíàòà äåòåêöèjà çà ñïðîâåäåíèîò åêñïåðèìåíò.
Ïåðôîðìàíñîò íà àëãîðèòìîò ïîñòåïåíî ñå íàìàëóâà êàêî øòî ïðàãîò
ñå çãîëåìóâà, íàjìíîãó ïîðàäè âèñîêèòå âðåäíîñòè íà FP. Íàjäîáðè ïåð-
ôîðìàíñè ñå äîáèâààò çà STHR = 2. Çàáåëåæàâìå íàìàëåí áðîj íà FN, îä
êàäå øòî ñå äîáè èäåjàòà çà òîà, êàêî äà ñå äîáèjàò ïîäîáðè ïåðôîðìàíñè
àêî ãî íàìàëèìå áðîjîò íà FP ñî äðóãè ìåòîäè.
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Ñëèêà 0.7: Èçâàäîöè îä ñèãíàëît çà èçâðøóâà»å íà àëãîðèòàì íàä
MITDB-çàïèñ 201 (424 ñåê.): a) Îðèãèíàëåí ÅÊÃ-ñèãíàë; á) Èçëåç ïî
ïðîñåêîò çà èíòåðâàë îä 80 ms ñî êîðèñòå»å íà îðèãèíàëíèîò àëãîðè-
òàì íà Õàìèëòîí; â) Èçëåç ïî êâàäðàòåí ïðîñåê çà èíòåðâàë îä 80 ms ñî
îïòèìèçèðàí ñòàòè÷êè ïðàã.

Ïîäîáðóâà»å íà ïðåñìåòóâà»åòî íà ëîêàöèjàòà íà R-ïèêîò

Áèäåj�êè àëãîðèòìîò Õàìèëòîí ñàìî ïðèáëèæíî ãî ëîöèðà ïèêîò, åäåí
íà÷èí äà ñå íàìàëè áðîjîò íà FP, øòî ñå ñëó÷óâà ïîðàäè óïîðíîñòà çà
óòâðäóâà»å ñîîäâåòíà ëîêàöèjà íà R-ïèê, å äà ñå áàðà âèñòèíñêèîò ïèê
âî áëèçèíà. Èäåjàòà å äà ñå íàjäå íàjïîãîäíèîò ëîêàëåí ìàêñèìóì, ñî àíà-
ëèçà íà èçëåçîò øòî å åëèìèíèðàí îä øóìîò ïî ôèëòðèðà»å ñî êàíàëåí
ôèëòåð.

Îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí �êå ãî îäðåäè íàjäîáðàòà ïðè-
áëèæíà òî÷êà çà ëîêàöèjàòà íà R-ïèêîò. Îâà å ïî÷åòíà òî÷êà çà ïðåáà-
ðóâà»å íà ëîêàëíèîò ìàêñèìóì, âî îïñåã, ñî íàjäåíè SearchL ms ëåâî è
SearchR ms äåñíî îä ïðèáëèæíàòà R-ïèê ëîêàöèjà. Îòêàêî �êå ñå íàjäå
ëîêàëíèîò ìàêñèìóì íà èçëåçîò íà ïðîïóñíèîò îïñåã, ïðîäîëæóâàìå äà
ãî áàðàìå ëîêàëíèîò ìàêñèìóì íà âèñòèíñêèîò ñèãíàë, èàêî îïñåãîò çà
ïðåáàðóâà»å �êå áèäå ëèìèòèðàí íà 48 ms.

Ñëèêà 0.8 ãè èëóñòðèðà îñíîâíèòå ÷åêîðè íà îâîj àëãîðèòàì çà ïî-
äîáðóâà»å âî ïðèìåðîò ïðèêàæàí íà ñëèêà 0.6. Ñîîäâåòíèòå ñåãìåíòè çà
ïðåáàðóâà»å ñå îçíà÷åíè íà îðèãèíàëíèîò ñèãíàë. Îðèãèíàëíèîò Õàìè-
ëòîíîâ àëãîðèòàì ãî îòêðèâà ëîêàëíèîò ïèê BC , è íàøèîò àëãîðèòàì çà
ïîäîáðóâà»å îòêðèâà äåêà BRC å âèñòèíñêàòà ëîêàöèjà. Ñîçäàäîâìå óø-



24

a) 

-40 

60 

10 

SearchL SearchR 

0 1 2 

EC AC 

BC 

time (s) 

b) 

mV 

0 1 2 
-0.5 

0.5 

0 

ARC AC 

BRC 

ERC 

A B 
E 

EC 

BC 

Fix Delay 

time (s) 

Ñëèêà 0.8: Ïðàâèëíà ïðåñìåòêà íà R-ïèêîâíàòà ëîêàöèjà íà MITDB-
çàïèñîò 201 (426.4 ñåê.): a) Ïðåñìåòàíà R-ïèê ëîêàöèjà BC è èíòåðâàëè çà
ïðåáàðóâà»å íàä èçëåçîò íà êàíàëåí ôèëòåð; á) Ïðåñìåòàíàòà R-ïèêîâíà
ëîêàöèjà BRC íà ïîñî÷åíèîò ñèãíàë.
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Ñëèêà 0.9: Ëàæíè äåòåêöèè çà ïîäîáðóâà»å íà ïðåñìåòêàòà íà ëîêàöè-
jàòà íà R-ïèêîò.

òå åäåí åêñïåðèìåíò çà ëîöèðà»å íà îïòèìàëíèòå âðåäíîñòè çà SearchL è
SearchR. Ëàæíèòå äåòåêöèè íà âðåäíîñòèòå íà ïðàãîâèòå ñå íàöðòàíè íà
ïîâðøèíñêèîò ãðàôèêîí, ïðèêàæàí íà ñëèêàòà 9, çà ðàçëè÷íè âðåäíîñòè
çà SearchL è SearchR, êîðèñòåj�êè jà ñòàòè÷êàòà ïðàãîâíà âðåäíîñò, STHR
= 4. Íàjäîáðè ðåçóëòàòè ñå äîáèâààò êîãà SearchL = 160 ms è SearchR =
120 ms.
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Ñîçäàäîâìå óøòå åäåí åêñïåðèìåíò çà ëîöèðà»å íà îïòèìàëíèòå âðåä-
íîñòè çà SearchL è SearchR. Ëàæíè äåòåêöèè çà âðåäíîñòèòå íà ïðàãîâèòå
ñå èñöðòóâààò íà ïîâðøèíñêèîò ãðàôèêîí ïðèêàæàí íà ñëèêàòà 0.9, çà
ðàçëè÷íè âðåäíîñòè íà SearchL è SearchR, ñî êîðèñòå»å íà ñòàòè÷êà ïðà-
ãîâíà âðåäíîñò STHR = 4. Íàjäîáðè ðåçóëòàòè ñå äîáèâààò êîãà SearchL
= 160 ms è SearchR = 120 ms.

Ïîäîáðóâà»å íà äåòåêöèjàòà íà íèñêîàìïëèòóäíèòå ïèêîâè

êîè ñëåäàò ïî ñåêâåíöèè îä âèñîêî àìïëèòóäíèòå ïèêîâè

Äâå ôóíêöèè, îçíà÷åíè êàêî mean(ôîðìóëà 0.3) è thresh (ôîðìó-
ëà. 0.4) èãðààò êëó÷íà óëîãà âî îðèãèíàëíèîò àëãîðèòàì çà äåòåêöèjà íà
QRS.

Íèå ïðåäëîæèâìå ïðîìåíà âî mean ôóíêöèjàòà, ñî öåë äà ãî îëåñíèìå
åôåêòîò íà âèñîêî àìïëèòóäåí êîìïëåêñ, ïðîñëåäåí ñî çíà÷èòåëíî ïîíè-
çîê êîìïëåêñ. Íàìåñòî ïðåñìåòóâà»å íà mean âðåäíîñòà, îä ïîñëåäíèòå
8 ïèêîâè, íàøèîò àëãîðèòàì ñìåòà ñàìî íà ïîëîâèíà îä îâàà âðåäíîñò,
êîãà ïèêîâíàòà àìïëèòóäà å ïîâèñîêà îä äèíàìè÷êèîò ïðàã (DTHR) è
îä òî÷íàòà âðåäíîñò âî ñèòå äðóãè âðåìè»à, êàêî øòî å îïðåäåëåíî ñî
ôîðìóëàòà 0.5. Îâà ãî ñïðå÷óâà ëèíåàðíîòî çãîëåìóâà»å íà ïðàãîò, îñî-
áåíî çà ñèãíàëè ñî âèñîêà àìïëèòóäà, è ãî ðåøàâà èäåíòèôèêóâàíèîò
ïðîáëåì.

mean =

∑8
n=1

Xn, if Xn < DTHR.
Xn

2
, otherwise.

8
(0.5)

Ïîêðàj òîà, ãî ñìåíèâìå ìåòîäîò thresh. Ïðåòõîäíî, ïðåñìåòàíèîò ïðàã
ñå ìíîæè ñî êîíñòàíòàòà TH = 0.3125. Áèäåj�êè ñå êîðèñòè êâàäðàòíèîò
ðåæèì, jà àæóðèðàâìå êîíñòàíòàòà çà ìíîæå»å ñî íåjçèíèîò êâàäðàò,
îäíîñíî TH ∗ TH. Òàêà, íîâàòà ïðåñìåòêà íà DAT å îäðåäåíà ñî ôîðìó-
ëàòà 0.6. È äâåòå èíòåðâåíöèè îâîçìîæóâààò äåòåêöèjà íà òàêâèòå îò÷ó-
êóâà»à.

DAT = nmean+ (qmean− nmean) ∗ TH2 (0.6)

Äîáàð ïåðôîðìàíñ ñå ïîñòèãíóâà âî äâàòà ñëó÷àè ñî:

• Íèçà îä íèñêè àìïëèòóäíè ïèêîâè ïî èçîëèðàí âèñîêîàìïëèòóäåí ïèê;
• Èçîëèðàí íèñêî àìïëèòóäåí ïèê, ïî íèçà îä âèñîêè àìïëèòóäíè ïè-

êîâè.

Ñëèêà 0.10 jà èëóñòðèðà èäåjàòà íà ïîäîáðóâà»å çà ïðåçåíòèðàíèîò
ïðèìåð íà ñëèêàòà 0.3, êàäå øòî íèçàòà îä íèñêî àìïëèòóäíè ïèêîâè å
ïîñëåäåíà îä íèçà ïèêîâè ñî âèñîêà àìïëèòóäà, øòî �êå ãî çãîëåìè äè-
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Ñëèêà 0.10: Åôåêò íà äèíàìè÷êè ïðàã çà îòêðèâà»å íà ïèêîâè ïî ïðîñåê
íà êâàäðàòíè âðåäíîñòè íàä èíòåðâàë îä 80 ms íàä MITDB-çàïèñ 114
(240 ñåê).
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Ñëèêà 0.11: Åôåêò íà äèíàìè÷êè ïðàã çà îòêðèâà»å íà ïèêîâè ïî ïðîñåê
íà êâàäðàòíè âðåäíîñòè íàä èíòåðâàë îä 80 ms íàä MITDB-çàïèñ 201
(424 ñåê.).

íàìè÷íèîò ïðàã äî òàà âðåäíîñò äî êàjøòî ñèòå ïîñëåäîâàòåëíè íèñêî
àìïëèòóäíè ïèêîâè ñå îçíà÷åíè êàêî ïèêîâè íàñòàíàòè îä øóì.

Ñëèêàòà ãî ïîêàæóâà èçëåçîò ïî ïðîñåêîò çà èíòåðâàë îä 80 ms, ðå-
àëèçèðàí íà êâàäðàòíè (íå àïñîëóòíè) âðåäíîñòè çàåäíî ñî ñòàòè÷íè è
äèíàìè÷êè ïðàãîâè. Çàáåëåæåòå äåêà îòêðèåíèòå ïîòåíöèjàëíè ïèêîâè è
íèâíèòå àïñîëóòíè âðåäíîñòè, ïðèêàæàíè íà ñëèêàòà 0.3, ñå ïîìàëè îä
îðèãèíàëíàòà äèíàìè÷êà ïðàãîâíà âðåäíîñò.

Åôåêòîò íà ïðèìåíàòà íà íîâèîò íà÷èí çà ïðåñìåòêà íà äèíàìè÷íèîò
ïðàã ìîæå äà ñå çàáåëåæè è íà ñëèêà 0.11, ñî ïðåòñòàâóâà»å íà èçîëè-
ðàíèòå íèñêîàìïëèòóäíè ïèêîâè, ïî íèçà îä âèñîêî àìïëèòóäíè ïèêîâè.
Íà íîâèîò ìèíèìàëåí ïðàã, äåòåêòèðàíè ñå 17 ìîæíè ïèêîâè, äîäåêà ïàê
îðèãèíàëíèîò àëãîðèòàì ñî ñòàíäàðäåí äèíàìè÷êè ïðàã íå å âî ìîæíîñò
äà ãè ïðèêàæå ïèêîâèòå îçíà÷åíè êàêî C, D è G. Íîâî îïòèìèçèðàíèîò
ïðàã å âî ñîñòîjáà äà ãè ïðèêàæå òî÷íî ñèòå 15 ïèêîâè, à èñòî òàêà äà ãè
êëàñèôèöèðà B è F êàêî ïèêîâè íàñòàíàòè îä øóì.

Íèå ñïðîâåäîâìå ìíîãó åêñïåðèìåíòè, çà äà jà äåòåðìèíèðàìå îïòè-
ìèçèðàíàòà âðåäíîñò çà DTHR ïðàãîâíàòà âðåäíîñò. Òåñòîâèòå âêëó÷ó-
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Ñëèêà 0.12: Ëàæíè äåòåêöèè íà ïðèñòàïè íà îïòèìèçàöèjà íà ïèêîâèòå
ñî íèñêà àìïëèòóäà (ëåâî); ñåêâåíöèè íà ïèêîâè ñî âèñîêà àìïëèòóäà (âî
ñðåäèíàòà), âëèjàíèå íà ðàòà íà ñðöåâ ðèòàì (äåñíî).

âàà òåñòèðà»å íà ïðàãîâíèòå âðåäíîñòè îä 100 äî 400. Ñðåäíèîò äåë îä
ñëèêàòà 0.12 ïðåòñòàâóâà ëàæíà äåòåêöèjà êàêî ôóíêöèjà îä ïðàãîâíèòå
âðåäíîñòè. Ïðàãîâíèòå âðåäíîñòè îêîëó 200 ñå íàjäîáðèòå êàíäèäàòè çà
íàjåôèêàñíèòå ïåðôîðìàíñè.
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Ñëèêà 0.13: Íåòî÷íè äåòåêöèè íà ïðèñòàïè çà îïòèìèçàöèjà À0 (ëåâî),
À1 (ñðåäèíàòà) è À2 (äåñíî).

Ïîäîáðóâà»å íà åëèìèíàöèjàòà íà àðòåôàêòèòå

Âî ôèíàëíèîò ÷åêîð, âîâåäóâàìå íîâà ôàçà íà êëàñèôèêàöèjà. Öåëòà
íà îâà âîâåäóâà»å å äà ñå îäðåäè äàëè ïðåñìåòàíîòî îò÷óêóâà»å ïðåñòà-
âóâà ðåàëåí èëè àðòåôàêò. Òðè âàæíè ïðàâèëà çà îäëó÷óâà»å óêàæóâààò
äàëè ïèêîò å àðòåôàêò. Àêî íèåäíî îä îâèå ïðàâèëà íå å çàäîâîëåíî, îò-
÷óêóâà»åòî ñå ñìåòà çà âèñòèíñêè ïèê.

Îä ïðåëèìèíàðíàòà àíàëèçà, çàáåëåæóâàìå äåêà àðòåôàêòèòå ãåíå-
ðàëíî ñëåäàò ïî âèñòèíñêèòå îò÷óêóâà»à è ñå ïîñòàâåíè íà äàëå÷èíà
ïîìàëà îä 320 ms . Âòîðîòî âàæíî ïðàøà»å å äåêà àðòåôàêòîò î÷èã-
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Ñëèêà 0.14: Èçâàäîöè íà ñèãíàëîò è èçëåçè ïî êâàäðàòåí ïðîñåê çà èí-
òåðâàë îä 80 ms çà èçâðøóâà»å íà íàøèîò àëãîðèòàì íàä MITDB: à)
ñèãíàë è ã) èçëåç çà àðòåôàêò òèï A0 âî çàïèñè 103 (1304,4 ñåê); á) ñèã-
íàë è ä) èçëåç çà àðòåôàêò îä À1 òèï çàïèñ 124 (413,3 ñåê); â) ñèãíàë è
�ã) èçëåç çà À2 òèï àðòåôàêò çà çàïèñ 101 (132,2 ñåê).

Òàáåëà 0.1: Ëèñòà íà ïàðàìåòðè çà ïðàâèëà çà äåòåêöèjà íà àðòåôàêòè.

Ïàðàìåòàð Îïèñ

C Current Detected Peak
P Previous Detected Beat
CH Current Peak Time Average Height
PH Previous Beat Time Average Height
RR Current beat to peak interval in ms
TAx Time in ms optimizing Ax, x ∈ {0, 1, 2}

THRAx Parameter optimizing Ax, x ∈ {1, 2}
MSxxx xxx ms interval

ëåäíî èìà ïîìàëà åíåðãèjà êîãà �êå ñå ñïîðåäè ñî ïðåòõîäíî îòêðèåíîòî
îò÷óêóâà»å. Îðèãèíàëíèîò àëãîðèòàì íà Õàìèëòîí ãè åëèìèíèðà àðòå-
ôàêòèòå íà äàëå÷èíà ïîìàëà îä 195 ms. Íàøèòå ðåçóëòàòè ïîêàæóâààò
äåêà îâàà âðåäíîñò ìîæå èñòî òàêà, äà áèäå îïòèìèçèðàíà. Âî òàáåëà 0.1
ñå îïèøóâààò íåêîè ïàðàìåòðè êîè ñå êîðèñòàò âî íàøèòå ïðèñòàïè çà
îïòèìèçàöèjà. Íèå ãè âîâåäîâìå ñëåäíèâå îïòèìèçèðà÷êè ïðàâèëà çà åëè-
ìèíàöèjà íà àðòåôàêòèòå:

C å Àðòåôàêò, àêî:

A0: RR ≤ TA0 =MS250
A1: RR ≤ TA1 =MS260 & PH/CH > THRA1
A2: RR ≤ TA2 =MS320 & PH/CH >= THRA2

Íà ñëèêàòà 0.14 ñå ïðåçåíòèðàíè ïðèìåðè çà ðàçëè÷íè òèïîâè äåòåê-
òèðàíè àðòåôàêòè. Èäåíòèôèêóâàíèòå ñåãìåíòè ïîêàæóâààò äåêà äåòåê-
òèðàíèòå ïèêîâè ñå àðòåôàêòè, áèäåj�êè íèâíàòà åíåðãèjà å ïîâèñîêà îä
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ñòàòè÷íèòà, è îä äèíàìè÷íèòå ïðàãîâè, íî ñåïàê çàäîâîëóâà åäíî îä ïðà-
âèëàòà À0, À1 è À2. Âî ñïðîòèâíî, àêî íèåäíî îä îâèå ïðàâèëà íå å
çàäîâîëåíî, òîãàø îòêðèåíîòî îò÷óêóâà»å C íå å àðòåôàêò.

Ðåçóëòàòèòå îä åêñïåðèìåíòîò ñî êîðèñòå»å íà A0 îïòèìèçàöèñêèîò
ïðèñòàï, ñå ïðèêàæàíè âî ëåâèîò äåë îä ñëèêà 0.13. Ïðàãîâíàòà âðåäíîñò
îä TA0 = MS250 = 250 ms äàâà âåòóâà÷êè ðåçóëòàòè êàêî ðåçóëòàò íà
íàjíèñêîòî íèâî íà ëàæíè äåòåêöèè. Âî ñðåäèøíèîò äåë íà ñëèêà 0.13
ñå äåìîíñòðèðà âëèjàíèåòî íà ïðàãîâíèòå âðåäíîñòè âðç ïðèñòàïîò À1.
X-îñêàòà ãè îçíà÷óâà âðåäíîñòèòå êîè ñå ìíîæàò ñî 100 äîäåêà ïàê îï-
òèìèçèðàíàòà âðåäíîñò 80, çà THRA1, îäãîâàðà íà 80 / 100 = 0.8 .

Äåñíèîò äåë îä ñëèêàòà 0.13 ïîêàæóâà êàêî ïðàãîâíèîò ïàðàìåòàð
âëèjàå íà åôèêàñíîñòà íà ìåòîäîò çà îïòèìèçàöèjà À2. Õ-îñêàòà îçíà÷óâà
âðåäíîñòè øòî ñå ìíîæàò ñî 100 è îïòèìèçèðàíàòà âðåäíîñò 250 îäãîâàðà
íà 250 / 100 = 2. 5 çà THRA2.

Âëèjàíèå íà ñòàïêàòà íà îò÷óêóâà»àòà âðç àðòåôàêòèòå

Íàøèòå åêñïåðèìåíòè ïîêàæàà äåêà ñòàïêàòà íà îò÷óêóâà»å âëèjàå íà
èíòåðâàëèòå âî A0-A2 îïòèìèçàöèñêèòå ïðèñòàïè. Íåêà RRavg íè áèäå
ïðîñå÷íàòà âðåäíîñò íà ïîñëåäíèòå èíòåðâàëè îä R äî R, äîäåêà ïàê,
fs íåêà áèäå ôðåêâåíöèjàòà íà çåìà»å ïðèìåðîöè. Òîãàø , ñòàïêàòà íà
îò÷óêóâà»à BPM ñå ìåðè ñî îò÷óêóâà»à âî ìèíóòà, ñïîðåä ôîðìóëàòà
0.7.

BPM =
60

(RRavg/fs)
=

60fs
RRavg

(0.7)

Çà äà ñå íàïðàâè êëàñèôèöèjàòà äàëè ïèêîò å àðòåôàêò, ïîñòàâèâìå
òðè âðåìåíñêè êîíñòàíòè TA0 = 250 ms, TA1 = 260 ms è TA2 = 320 ms.
Îáè÷íî, ïèêîâèòå íà äàëå÷èíà ïîìàëà îä 250 ms ñå ñìåòààò çà ïèêîâè
(êîðåñïîíäèðà ñî ðàòà íà ñðöåâ ðèòàì øòî å ïîâèñîêà îä 240 BPM). Âòî-
ðèîò è òðåòèîò ïðàã, ñîîäâåòíî, ïðîâåðóâààò äàëè ïèêîò å íà äàëå÷èíà
ïîìàëà îä 260 ms (îäãîâàðà íà 230 BPM) èëè îä 320 ms (øòî îäãîâàðà
íà 188 BPM).

Ñåïàê, íàøàòà àíàëèçà ïîêàæà äåêà ïðåäâðåìåíèòå îò÷óêóâà»à ìî-
æå ñå ïîjàâàò ïîáëèñêó îä îâèå âðåäíîñòè. Çàòîà âîâåäîâìå ôàêòîð íà
ñêàëèðà»å íà ïðåòõîäíîòî ïîäîáðóâà»å è ãè èñêîðèñòèâìå âðåìåíñêèòå
ïðàãîâè, ïðåñìåòàíè ñî ôîðìóëàòà 0.8, êîè ñå ìíîæàò ñî ôàêòîðîò íà
ñêàëèðà»å BPM_BASE è BPM íà ñðöåâèîò òàêò.

RR ≤ TAxBPM_BASE

BPM
x ∈ {0, 1, 2} (0.8)

Äåñíèîò äåë îä ñëèêàòà 0.12 ïîêàæóâà êàêî ôàêòîðîò íà ñêàëèðà»å
BPM_BASE âëèjàå íà ïåðôîðìàíñèòå. X-îñêàòà ãè ïîêàæóâà âðåäíî-
ñòèòå íà ñêàëèðà÷êèîò ôàêòîð BPM_BASE âî îïñåã îä 40 äî 130, ñî
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Òàáåëà 0.2: Ñïîðåäáà íà ïåðôîðìàíñèòå íà àëãîðèòìè ñî áàçàòà íà ïîäà-
òîöè çà àðèòìèjàòà íà ÌÈÒ-ÁÈÕ.

MIT-BIH Arrhythmia database all 48 records
no paced records

(44)

Algorithm
fS
(Hz)

TP FP FN
Tot
Err

QSE Q+P
Tot
Err

QSE Q+P

Our Work 125 109382 110 112 222 99.90 99.90 194 99.91 99.90
Gha�ari [62] 360 109327 129 101 230 99.91 99.88 N/A N/A N/A
Bahouraa[21] 250 109625 133 174 307 99.83 99.88 303 99.82 99.88
Elgendi [53] 360 109775 82 247 329 99.78 99.92 322 99.76 99.92
Martinez [92] 360 109111 35 317 352 99.71 99.97 N/A N/A N/A
J.Martinez [93] 360 109208 153 220 373 99.80 99.86 N/A N/A N/A
Cvikl [37] 250 109294 200 200 400 99.82 99.82 373 99.81 99.82
Chiarugi [29] 360 109228 210 266 476 99.76 99.81 443 99.75 99.81
J.Lee [85] N/A 109146 137 335 472 99.69 99.87 459 99.68 99.87
Zidemal [139] 360 109101 193 393 586 99.64 99.82 540 99.64 99.83
Hamilton [69] 360 108927 248 340 588 99.69 99.77 569 99.68 99.76
Choi [30] 360 109118 218 376 594 99.66 99.80 561 99.65 99.79
GQRS [63] 360 109196 302 298 600 99.73 99.72 562 99.72 99.72
Christov [31] 360 109615 386 288 674 99.74 99.65 670 99.72 99.62
Arzeno [20] 360 109099 405 354 759 99.68 99.63 N/A N/A N/A
Tompkins[107] 200 109532 507 277 784 99.75 99.54 771 99.73 99.50
Paoletti [109] 360 109430 565 379 944 99.65 99.49 924 99.64 99.45
Poli [113] 120 109522 545 441 986 99.60 99.51 N/A N/A N/A
Elgendi [52] 360 109397 97 1715 1812 98.31 99.92 1798 98.33 99.91

èíêðåìåíò 2, à y-îñêàòà å áðîjîò íà ãðåøêè. Íèå çàáåëåæàâìå äåêà âðåä-
íîñòà íà BPM_BASE = 90 ãè ìèíèìèçèðà ãðåøêèòå.

We observe that a value of BPM_BASE = 90 minimizes the errors.

Åâàëâàöèjà è gèñêóñèjà

Ñëåäíàòà êîìáèíàöèjà íà ïàðàìåòðè ãè ïîñòèãíóâà íàjäîáðèòå ñåâêóï-
íè ïåðôîðìàíñè.
STHR = 2, SearchL = 152ms, SearchR = 56ms, DTHR = 200, TA0 =

250 ms, TA1 = 260 ms, TA2 = 320 ms, THRA1 = 0.8, THRA2 = 2.5, è
BPM_BASE = 90.

Òàáåëà 0.2 äàâà ïðåãëåä íà äîáèåíèòå ðåçóëòàòè è ïîêàæóâà äåêà íà-
øèîò àëãîðèòàì ïîñòèãíàë ïîäîáðî êîìáèíèðàíè âðåäíîñòè íà ñåíçèáè-
ëèòåò è ïîçèòèâíà ïðåäèêàòèâíà ñòàïêà.

Ìîæå äà ñå ïîjàâàò íåêîëêó ïðîáëåìè ïðè ñïîðåäóâà»åòî íà êîj áèëî
ìåòîä íà äåòåêöèjà íà QRS ñî äðóãè îájàâåíè òðóäîâè, êàêî íà ïðèìåð:

• Íåìà èçâîðåí êîä ïðåäâèäåí çà ïðîâåðêà íà äðóãè ïðèñòàïè;
• Íåìà èíôîðìàöèè çà ïîçèòèâíàòà ïðåäâèäóâà÷êà ñòàïêà; èëè
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• Íåìà èíôîðìàöèè çà áðîjîò íà ãðåøêè.

Ïðè àíàëèçèðà»å íà ïåðôîðìàíñèòå, ñàìî ìàë áðîj òðóäîâè äàâààò èí-
ôîðìàöèè çà ïîñòèãíàòèòå ïîçèòèâíè ïðåäâèäóâà÷êè ñòàïêè è òèå îáè÷-
íî ñå ñòðåìàò äà ïîñòèãíàò ïîâèñîêè âðåäíîñòè íà ñåíçèáèëèòåò. Ñåïàê,
ìíîãó å ëåñíî äà ñå ïîñòèãíå ïîâèñîêà âðåäíîñò íà ñåíçèáèëèòåò è ïðåò-
ñòàâóâà»å íà ïîâå�êåòî îä ðåçóëòàòèòå øòî ñàêàòå äà ãè âêëó÷èòå âî âà-
øèîò àëãîðèòàì, ñî ðåëàêñèðà»å íà îãðàíè÷óâà»àòà íà ïàðàìåòðèòå çà
îïòèìèçàöèjà, íî, âî èñòî âðåìå, îâà �êå ïðîèçâåäå ìíîøòâî äîïîëíèòåëíî
ãåíåðèðàíè ïèêîâè êîè íå ïðåòñòàâóâààò QRS-ïèê. Çàòîà å ìíîãó âàæ-
íî äà ãè àäðåñèðàìå è ñåíçèáèëèòåòîò è ïîçèòèâíîòî ïðåäâèäóâà»å çà
åâàëâàöèjà íà ïåðôîðìàíñèòå.

Îâà çíà÷è äåêà íå ïîñòîè ìåòîä çà äèðåêòíà ñïîðåäáà. Çà ñïðàâóâà»å
ñî îâîj ïðîáëåì, ãî àíàëèçèðàâìå áðîjîò íà ãðåøêè êàêî ìåðêà íà èçâåäáà
(êàêî øòî å îïðåäåëåíî îä ãðåøêèòå âî ôîðìóëà 0.2). Èàêî îâàà ìåðêà
íà èçâåäáà ìîæå äà ñå ïîñòèãíå ñî ïðåñìåòêà íà ñóìàòà íà FP è FN,
èñòî òàêà ìîæå äà ñå ïðåñìåòà ïðåêó õàðìîíè÷íà ñðåäèíà (HM) íà QRS-
ñåíçèáèëèòåòîò è ïîçèòèâíà ïðåäèêàòèâíà ñòàïêà îä ôîðìóëà 0.9.

Errors = TotalQRS ∗

(
1

QSE
+

1

Q+P
− 2

)
(0.9)

Íèå jà èñêîðèñòèâìå ôîðìóëà 0.10, çà äà jà îöåíèìå îâàà ðåëàöè-
jà. Ïîêðàj òîà, íèå ïðåòïîñòàâóâàìå äåêà áðîjîò íà äîïîëíèòåëíî äå-
òåêòèðàíè (ëàæíî íåãàòèâíè) ïèêîâè å ìíîãó ïîìàë îä áðîjîò íà ïðà-
âèëíî äåòåêòèðàíè ïèêîâè QRS, îäíîñíî TP >> FN , øòî äîâåäóâà äî
TotalQRS ≈ TP .

1

QSE
+

1

Q+P
=
TP + FN

TP
+
TP + FP

TP

= 2 +
FP + FN

TP
(0.10)

Áåà ïðîíàjäåíè ãîëåì áðîj íåñîãëàñóâà»à ïðè àíàëèçèðà»å íà ñðîä-
íète èñòðàæóâà»à. Òàáåëàòà 1 îä [107] ïîêàæóâà äåêà áðîjîò íà ãðåøêè
å 782, èàêî òîj å 784. Ïðåñìåòêàòà íà âêóïíèòå îò÷óêóâà»à å íàjíåçàáå-
ëåæèòåëíà. Íà ïðèìåð, TP + FN å ïîãîëåì îä TB âî [52]. Ëè îájàâóâà
äâà òðóäà [84] è [85], îáåçáåäóâàj�êè ñîîäâåòíî 109486 è 109481 âêóïíî
îò÷óêóâà»à. Ïîðàíåøíèîò èìà óøòå 6 äîïîëíèòåëíè îò÷óêóâà»à, êîè
ñå îä äîêóìåíòèòå 118, 201, 205, 220, 221 è 233, äîäåêà âòîðèîò èìà 1
äîïîëíèòåëíî îò÷óêóâà»å íà çàïèñ 114.

Îòêðèâìå äåêà ðàçëè÷íè àâòîðè êîðèñòåëå ðàçëè÷åí áðîj îä äåòåê-
òèðàíèòå ïèêîâè. Òèå òðåáà äà ãî êîðèñòàò âêóïíèîò áðîj äåòåêòèðàíè
îò÷óêóâà»à, áèäåj�êè âêóïíèîò áðîj ïèêîâè âêëó÷óâà èñòî íåòàêòè÷íè îò-
÷óêóâà»à, íà ïðèìåð, ëîêàöèè êàäå øòî ïîñòîè ïðîìåíà íà ðèòàìîò. Òîà
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å ïðè÷èíàòà çîøòî íèå ãî êîðèñòèìå âêóïíèîò áðîj çàáåëåæàíè îò÷óêó-
âà»à âî ÌÈÒ-ÁÈÕ Àðèòìèjà-áàçàòà íà ïîäàòîöè 109494.

Òàáåëà 0.2, èñòî òàêà ïîêàæóâà äåêà èñòðàæóâà÷èòå, êîè ñå ôîêóñè-
ðààò íà àëãîðèòìèòå çà äåòåêöèjà íà QRS, íàj÷åñòî èìààò òåíäåíöèjà äà
ãè êîðèñòàò îðèãèíàëíèòå ôðåêâåíöèè çà çåìà»å ïðèìåðîöè è ðåçîëó-
öèjàòà íà ðåôåðåíòíà ÅÊÃ-áàçà íà ïîäàòîöè. Âêëó÷óâà»åòî íà àëãîðèò-
ìîò íà 125 Hz çíà÷è äåêà ðå÷èñè 3 ïàòè ïîìàëêó ïîäàòîöè ñå õðàíà íà
QRS-äåòåêòîðîò, òàêà øòî âðåìè»àòà íà èçâðøóâà»å ñå íàìàëóâààò ñî-
îäâåòíî. Èñòî òàêà, ïðèñïîñîáóâà»àòà øòî ãè ïðåäëîæèâìå, ãè çãîëåìèjà
ïåðôîðìàíñèòå íà ìåòðèêèòå, øòî âî öåëîñò äàâà ïîäîáàð QRS-äåòåêòîð
íàìåíåò çà ìàë, ïðåíîñëèâ, åäíîêàíàëåí ÅÊÃ-ñåíçîð.

Çàêëó÷îê

Âîâåäîâìå íåêîëêó ìåòîäè çà ïîäîáðóâà»å íà QRS-îòêðèâà»åòî âî
àëãîðèòìèòå, áàçèðàíè íà äèôåðåíöèjàöèjà. Èàêî íàøèîò ïðèñòàï å äå-
ìîíñòðèðàí âðç îñíîâà íà Àëãîðèòìîò çà äåòåêöèjà íà QRS íà Õàìèëòîí,
òîj, ìîæå äà ñå èìïëåìåíòèðà âî äðóãè àëãîðèòìè. Ðåçóëòàòèòå ïîêàæó-
âààò ñóïåðèîðåí ïåðôîðìàíñ íàä äðóãèòå îájàâåíè ðåçóëòàòè.

Ïîäîáðóâà»àòà áåà åôèêàñíî âãðàäåíè âî èíäóñòðèñêèîò QRS-äåòåêòîð,
çà ïðåíîñëèâ ÅÊÃ-ìîíèòîð, êàäå øòî ôðåêâåíöèjàòà øòî ñå çåìà êàêî
ïðèìåðîê èçíåñóâàøå 125 Hz, ñî 10-áèòíà ðåçîëóöèjà íà AD-êîíâåðòîðîò.
Ïîñòàâóâà»åòî íà âðåäíîñòèòå íà ïðàãîò ìîæå äà jà çãîëåìè ïåðôîðìàí-
ñàòà, íî òðåáà äà ñå ðàçâèjàò íîâè íà÷èíè, çà äà ñå ãåíåðèðààò ïðàãîâè,
êàêî íà ïðèìåð:

• êîëêó ïðåòõîäíè óäàðè ìîæå äà ñå àíàëèçèðààò, çà äà ñå ïðîöåíè ñðåä-
íàòà âðåäíîñò,

• êîè ïèêîâè �êå áèäàò êëàñèôèöèðàíè êàêî QRS-îò÷óêóâà»à, áèäåj�êè
òèå ñå ìíîãó ñëè÷íè ïî ôîðìàòà è

• âëèjàíèåòî íà ðàòàòà íà ñðöåâèîò ðèòàì âðç êëàñèôèêàöèjàòà íà àð-
òåôàêòèòå.

Çà îâàà öåë âîâåäîâìå íåêîëêó íîâè ïðàâèëà çà 1) ïðåñìåòêà íà ïðà-
ãîò çà ïîäîáðî êëàñèôèöèðà»å íà ïèêîâèòå íà QRS, 2) åëèìèíàöèjà íà
àðòåôàêòèòå ñëè÷íè íà QRS è 3) åëèìèíàöèjà íà àðòåôàêòèòå âðç îñíîâà
íà ðàòàòà íà ñðöåâèîò ðèòàì.

Ïîðàäè ðåñêàëèðà»å, ñëàáèòå ÅÊÃ-êîíòàêòè è øóìîò ïðåäèçâèêàí îä
ìóñêóëèòå, 62 îò÷óêóâà»à íå ìîæå äà ñå äåòåêòèðààò ñî àíàëèçà íà ïð-
âèîò ÅÊÃ-êàíàë, áåç àíàëèçà íà âòîðèîò êàíàë. Îâà äàâà çãîëåìóâà»å
íà ïåðôîðìàíñàòà íà QRS-ñåíçèáèëíîñòà íà 99,96%, è íàøèîò àëãîðè-
òàì äîñòèãíóâà 99,90% QRS-ñåíçèáèëíîñò, ñî 99,90% ïîçèòèâíà ñòàïêà
íà ïðåäèêòèâíîñò êîãà ñèòå çàïèñè ñå àíàëèçèðàíè âî MITDB è 99,91%
QRS-ñåíçèáèëíîñò çà 44 çàïèñè áåç èíòåíçèâíè óäàðè.
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Ãåíåðàëíî, îájàâåíèòå òðóäîâè çà àëãîðèòìèòå çà äåòåêöèjà íà QRS íå
ãè íóäàò íèâíèòå èçâîðíè êîäîâè, à ñàìî íåêîè îä íèâ ñå ïîòâðäåíè ñî
ðåôåðåíòíè áàçè íà ïîäàòîöè íà ÅÊÃ, êàêî øòî å ÌÈÒ-ÁÈÕ Àðèòìèjà-
áàçàòà íà ïîäàòîöè. Ïîâå�êå îä àëãîðèòìèòå äàâààò êðàòîê îïèñ íà ïðà-
øà»à áåç äåòàëè çà èìïëåìåíòàöèjàòà, ïîñî÷óâàj�êè ñàìî íà òåîðåòñêèòå
ïðàøà»à. Îâà å ïðè÷èíàòà çîøòî íå ìîæå äèðåêòíî äà ñå ñïîðåäàò ðå-
çóëòàòèòå. Ðàçëè÷íèòå ïðèñòàïè, ãåíåðàëíî, íå ïîñòèãíóâààò ðåçóëòàòè
êàêî îíèå, ïîñòèãíàòè âî ðåàëíàòà èìïëåìåíòàöèjà.

Îâà èñòðàæóâà»å ìîæå äà ãè îëåñíè ìîæíèòå àëãîðèòìè çà äåòåêöèjà
íà QRS, çà ðåêîíñòðóêöèjà è ðåñåìïëèðà»å íà ðåôåðåíòíè ÅÊÃ-áàçè
íà ïîäàòîöè, âî çàìåíà çà ïîäîáðè ïåðôîðìàíñè. Íàøèòå ïðîíàî�ãà»à
ïîêàæóâààò äåêà ïðèñïîñîáåíàòà âåðçèjà íà Õàìèëòîíîâèîò àëãîðèòàì
çà äåòåêöèjà íà QRS äàâà ïîäîáðè ðåçóëòàòè ñî 125Hz ïîäàòîöè çà ðå÷èñè
òðèïàòè ïîêðàòêî âðåìå íà èçâðøóâà»å.

Íàøàòà ïîíàòàìîøíà ðàáîòà �êå áèäå âî íàñîêà íà êëàñèôèêàöèjà íà
ãðåøêèòå âî äåòåêöèjàòà íà QRS, ñ�å äîäåêà íå óñïååìå äà ãè åëèìèíèðà-
ìå, êàêî è çà ñî öåë äà ñå ìîäåëèðà çàâèñíîñòà íà ôðåêâåíöèjàòà è áèò-
íàòà ðåçîëóöèjà. Äîïîëíèòåëíî, ïîêðàj íàøèîò àëãîðèòàì çà äåòåêöèjà,
ïëàíèðàìå äà ñîçäàäåìå êâàëèòåòåí èíäóñòðèñêè QRS-êëàñèôèêàòîð, ñî
ïîâèñîêè ïåðôîðìàíñè.

Ñêîïjå, Åðâèí Äîìàçåø
ìàðò 2019
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Preface

The PhD research was realized at the Ss. Cyril and Methodius University, Faculty of
Information Sciences and Computer Engineering in Skopje, North Macedonia. My
motivation is based on continueing my journey on High Performance Computing
area as I did on my B.Sc and M.Sc theses. My focus on the former was utilizing
Graphical Processing Unit (GPU) to optimize Bellman–Ford algorithm, whereas
on the latter was to optimize an Industrial Furnace Simulation code on multi core
environments (CPU).

This PhD research is deeply focussed on the end-to-end optimization of digital
processing of ECG signals. It all started when I first met with my supervisor, i.e
respected professor Marjan Gusev, where we agreed on the vision to optimize the
cycle of ECG processing with HPC techniques in return for an increased life quality
of humankind. With my full of motivation and my supervisor’s active involvement
in every step we achived to optimize ECG processing.

Background

Recent advances in Information and Communication, have stimulated lots of pos-
sibilities. One such innovation is, when cloud processing center gathers streams of
continuous data from wearable ECG sensors. Electrocardiogram (ECG) is a stream
of electric impulses generated by the beating heart muscle. They are detected by
electrodes placed on human skin, by measuring the electric potential that reaches
the skin surface [111]. ECG stream holds cardiovascular condition of the patient
and is represented by P, QRS and T waves.

Interpretation of an ECG stream is essential for a better quality of life. Interpre-
tation along with signal analysis is achieved by Digital Signal Processing (DSP)
[17, 123]. Nevertheless, ECG signals are exposed to noise that stem from several
sources, varying from environment (electrical switching power, radio waves or other
related sources) to the internal noises generated by the human breathing physical
movement or similar sources.

vii
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Precise interpretation and analysis of the ECG signal can be achieved by elimi-
nating the noise. Essential data preprocessing phase is conducted by the DSP filters.
Hereinafter, the main ECG features can be detected and analyzed for further de-
termination of the complex heart condition. Processing of the signal is based on
detecting hidden information and the subtle deviation of the heart rhythm to alter-
nating changes of the wave amplitude [8].

Lugovaya [88] had focussed on revealing the efficiency of an ECG signal for
identification, when compared to the three efficient biometric methods, i.e identifi-
cation based on fingerprints, iris or retina, and face. Her experimental results showed
that the rate of correct identification was 96%, which gave an insight for consider-
ing ECG signal as a new biometric characteristic. What is more important, she was
successful in showing the persistence of an individual’s ECG characteristics over
time (slow and gradual variations on ECG signal). This in turn makes it possible
to detect subtle deviations of the heart rhythm and alternating changes of the wave
amplitude.

Methodologies for processing and analyzing ECG signal consist of at least three
stages: data pre-processing, feature space reduction and feature extraction [88].

ECG signals usually are contaminated by noise. They can stem from several
sources, varying from the environment (electrical switching power or other related
sources) or the internal noises generated by the human breathing physical move-
ment. The preprocessing phase is responsbible for eliminating this noise, in order
to make further analysis possible. There are several operators to eliminate noise.
Digital Signal Processing (DSP) filters are essential in eliminating the noise and ex-
tracting the essential characteristic signal. In addition to them, the discrete version
of Wavelet Transform has also the capability to remove the noise.

In the next stage, the main aim is to cancel the baseline wandering. It is basically
a low-frequency component in the ECG system. This stems from offset voltages in
the electrodes, respiration, and body movement. There are methods to eliminate this,
whereas the mostly used one is the Discrete Wavelet Transform (DWT) algorithm.

In order to initialize the process of analysis and interpretation of the ECG signal,
these features should be correctly detected. Several algorithms are capable, such as
Nearest Mean Classifier (NMC), Weighted NMC, Linear Discriminant Analysis and
others.

In the literature, there are several methods proposed to optimize the above stages
of ECG processing. This research aims at presenting and further optimizing the
general efforts on the process of ECG signal processing.

Problem Description and Objectives

In some specific cases real time processing of the ECG signal can save lives. How-
ever, this phases the big data challenge where data comes with a certain velocity and
huge quantities. A server needs to receive these streams from a lot of sensors and
needs to star various digital signal processing techniques initiating huge processing
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demands. Due to intensive data processing, sequential algorithms are insufficient to
run in real-time, especially when a cloud data server processes thousands of data
streams coming from remote wearable ECG sensors.

In order real-time analysis to be done processing needs to be fast. Sequential
algorithms are insufficient of real time processing of ECG signals. Several solutions
have been proposed in order to optimize the processing. The goal of this thesis is to
optimize the process of ECG signal processing.

The main research questions of this thesis are:

• Does parallelizing of Digital Processing of ECG signals enable real-time pro-
cessing especially when data comes with a certain velocity and huge quantities?

• Will using different platforms for parallelization result in optimal cloud based
solution?

• Will using different approaches for optimization result in more efficient algo-
rithms?

• Is parallel Digital Processing of ECG signals a scalable solution compared to the
sequential solutions?

Scope and Aim

The thesis scope is to develop and optimize algorithms that will detect heart anoma-
lies in real-time, with the aim to increase life quality of patients. Thus the algorithms
should have a very high corectness rate while being very efficient.

In this manner, we aim to fully optimize the overal process of ECG analysis, by
using High Performance Computing techniques. This thesis utilizes Maxeler, CUDA
and OpenMP technologies, for providing an optimum and scalable algorithm that
run can on cloud.

Methods

General methods that are used in this thesis can be summarized as:

• Analysis of the bottlenecks of algorithms
• Synthesis of applicable intelligent solutions to overcome bottlenecks
• Comparison of optimized algorithms with available sequential algorithms
• Experiment the proposed algorithms on various platforms and dataset
• Evaluation of results in order to achieve an optimal solution in real time

The benchmarks used in our testing methodology are the same used in the IEC
60601-2-47 standard for particular requirements for the safety, including an es-
sential performance of ambulatory electrocardiographic systems, and ANSI/AAMI
EC57:2012 for Testing and Reporting Performance Results of Cardiac Rhythm and
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ST Segment Measurement Algorithms. These standards use the MIT-BIH ECG ar-
rhythmia database [99], and the American Heart Association’s (AHA database) [72].

Content of the Thesis

This thesis consists of five parts: 1) Basic Concepts, 2) Parallelization of DSP Fil-
tering, 3) QRS Detection, 4) ECG Feature Extraction, and 5) Concluding Remarks.

Part I presents the basics of ECG processing, proposed architecture, parallelisa-
tion platforms and the state-of-the-art ECG optimization algorithms. It consists of 5
chapters. Chapter 1 provides the motivation behind this thesis. It gives recent statis-
tics, and describes the importance of real-time ECG processing. Basic definitions
of ECG Signal representation are also provided. Chapter 2 gives theoretical details
on the Digital Signal Processing area, which is the basis of this study. Details about
Low-Pass, High-Pass and Band-Pass filter are provided. Three important stages of
ECG processing is described in detail.

System architecture of a time-critical mobile application based on ECG medical
monitoring is provided in Chapter 3. Requirement analysis together with Design
specifications of such an application is provided. Specifically, workflow scenarios,
business requirements, functinonal description, nonfunctinal requirements and sys-
tem models are elaborated. Details about the parallelisation platforms used through-
out this thesis are presented in Chapter 4, namely the OpenMP, CUDA and Maxeler.
Finally, Chapter 5 briefly overviews ECG signal processing and mHealth related
state-of-the-art optimization approaches.

The next Part II in 6 chapters analyzes and provides different type of optimiza-
tions to the DSP filters used throuhout ECG processing. Chapter 6 utilizes massive
power of GPUs by using CUDA library, with the aim to parallelize DSP filter con-
volution operation. Algorithmical details and results are also provided. Further op-
timizations to the naive CUDA version is provided in Chapter 7, with a goal to find
an optimized solution. Shared and constant memories of GPU are utilized, as well
as loop unrolling and precision methods are also investigated. Chapter 8 presents a
novel method by using Dataflow engines for parallelizing DSP filters.

DWT based noise filtering is presented in Chapter 9. Specifically, the sequential
version of DWT used for filtering and feature extraction is parallelized. Eventhough
DWT has high dependency between data, faster codes are reported. Chapter 10 on
the other hand tries to optimize the available number of cores that can execute a
node, within the parallel DWT algorithm. Finally, Chapter 11 gives an overview of
obtained results, separatelly for each study. General related work on DSP filters is
also provided.

Part III comes along with total of 4 chapters. General focus is on optimizing
QRS detection algorithms. Optimal DSP bandpass filterring for QRS detection is
provided in Chapter 12. FIR, IIR and Wavelet based filters are investigated, with
the intention to find the optimal values of the central frequency, bandwith and -3 db
cutoff frequencies of the filter. Impact of resampling is investigated in Chapter 13.
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Experimental research is used to measure the performance of different samping rates
and find optimal values.

Ampitude rescaling influence on QRS detection is considered in Chapter 14. Op-
timized versions of Hamilton’s QRS detection algorithm is provided, where lower
sample rates and amplitues are used to improve the original algorithm. Chapter 15
concludes the QRS detection part by presenting details about obtained results, and
also related work on QRS detection.

Part IV provides improved algorithms for QRS detection and classification phase.
It consists of three chapters. One of the best achievements of this thesis is provided
in Chapter 16. Details about the improved version of Hamilton’s QRS detection
algorithm is presented. On the other hand, Chapter 17 presents a pipelined QRS
classification algorithm based on decision rules, requiring simple operations, which
can run on mobile devices. An overview of this part is given in Chapter 18, with
related work on this area and the obtained improvements.

Finally, Part V provides the conclusion of this thesis. Specifically, Chapter 19
provides the conclusions and main results of this thesis. Future work is also pro-
vided, which would be our next steps on this area.

Main Results

This PhD thesis research comes with lots of published results on national and
international-wide conferences and journals. General focus of them is primarily on
the performance. All of these published papers provide theoretical as well as exper-
imental results. Main outcomes of these researchs are provided below.

Dataflow DSP filter for ECG signals

Parallelization of the sequential DSP filter for processing of heart signals on GPU
cores is addressed in [41]. Dataflow Computing is a completely different paradigm
of computing than conventional CPUs, where instructions are parallelized across
the available space, rather than time. It is a revolutionary way for High Performance
Computing (HPC) solutions. Data streams are optimized by utilizing thousands of
dataflow cores, providing order of magnitude speedups. We consider using Maxeler
Systems for dataflow computing. The performance of the parallelized code will be
compared to that of the sequential code. Our analysis shows speedups linear to the
kernel size of the filter.

CUDA DSP filter for ECG signals

Utilizing massive power of GPU cores to parallelize the sequential DSP filter for
processing of heart signals was considered in [40]. We set a hypothesis that a GPU
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version is much faster than the CPU version. In this paper we have provided several
experiments to test the validity of this hypothesis and to compare the performance
of the parallelized GPU code with the sequential code. Assuming that the hypoth-
esis is valid, we would also like to find what is the optimal size of the threads per
block to obtain the maximum speedup. Our analysis shows that parallelized GPU
code achieves linear speedups and is much more efficient than the classical single
processor sequential processing.

Optimizing high-performance CUDA DSP filter for ECG signals

Optimization of our previous work on GPU parallelism[40] of DSP filters was
adressed in [42]. The goal is to find an optimized solution that speed ups the parallel
CUDA solution. The hypothesis set in this paper is to confirm whether the utilization
of shared and constant memories on GPU can yield faster execution times on ECG
signal filtering. To test the hypothesis we measured the execution times of naive
GPU solution over the optimized solution. We were also interested in determining
whether loop unrolling and precision has an effect on the speedup.

Results obtained by executing optimized algorithms show they are identical for
each of the filter types. From the obtained results, we can conclude that proper usage
of shared and constant memory has a positive impact on the performance. Our anal-
ysis showed that their combined effect yield 2.4 times faster executions compared
to the previous code. We can, therefore, conclude that the hypothesis is confirmed.
Considering loop unrolling speeds up the code by 1-5%. Moreover, we tested the
decreased precision effect on the performance and got nearly 1.5 faster code when
on 1000 filter length. We observed that the element version is not effective when
ported on GPU. It is important to note that each of the proposed optimization tech-
niques adds up to the combined speedup. We observed that the best-combined effect
had a speedup of 6.

Parallelization of digital wavelet transformation of ecg signals

The advances in electronics and ICT industry for biomedical use have initiated a lot
of new possibilities. However, these IoT solutions face the big data challenge where
data comes with a certain velocity and huge quantities. In this paper[44], we analyze
a situation where wearable ECG sensors stream continuous data to the servers. A
server needs to receive these streams from a lot of sensors and needs to star var-
ious digital signal processing techniques initiating huge processing demands. Our
focus in this paper is on optimizing the sequential Wavelet Transform filter. Due
to the highly dependent structure of the transformation procedure we propose sev-
eral optimization techniques for efficient parallelization. We set a hypothesis that
optimizing the DWT initialization and processing part can yield a faster code. We
have provided several experiments to test the validity of this hypothesis by using
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OpenMP for parallelization. Our analysis shows that proposed techniques can opti-
mize the sequential version of the code.

Optimal Parallel Wavelet ECG Signal Processing

Real time detection of heart abnormalities can prevent serious health problems. This
requires real time processing of ECG data by a corresponding web service. Consid-
ering the case of wearable devices to collect ECG data, the signal is actually contam-
inated by noise. Noise can seriously change the ECG signal and occur in the form
of a baseline drift representing various physical movements and breathing. Unless
it is removed, correct analysis on ECG data is impossible. Being characterized by
very low frequencies, its elimination can not be efficiently realized by simple DSP
filters, such as Finite Response Filters (FIR) or Infinite Response Filters (IIR).

Wavelet Transformation is a promising technique to eliminate the noise with very
low frequencies, and its digital version (DWT) is capable of efficient removing the
ECG baseline drift. In this paper[43], we set a research question to investigate the
dependence between the nodes in the DWT implementation (and therefore to their
corresponding threads) and the available number of cores that can execute the code.
This analysis leads to valuable conclusions that will allow construction of even bet-
ter optimizations. Results indicate that proper allocation of cores can yield faster
code.

A Time-Critical Mobile Application based on ECG Medical Monitoring

Recent statistics indicate that at least one in every three deaths in the world occurs
due to a heart attack. Scientific studies show that certain types of such attacks can be
detected before their occurrence. This makes the real-time processing of wearable
ECG sensors and smartphones an extremely important topic. Delivering healthcare
solutions for a mobile platform is an emerging field and a lot of research and de-
velopment projects have started for this purpose. The concept of mHealth involves
the use of provided technologies and the telecommunication infrastructure to de-
liver healthcare solutions. In the case when a mobile device acts as a data collector
and performs the initial processing, possible disorders can be predicted at an earlier
stage. This paper [48] contributes to the mobile healthcare solutions area by pro-
viding a requirement analysis of possible implementations of time-critical mHealth
solutions.

Design specification of an ECG mobile application

Latest developments on IoT, stimulated new innovations. Electronic health solutions
are among trending opportunities. Statistics indicate that cardiovascular diseases are
the primary cause of deaths globally. Our knowledge of this type of diseases shows
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that specific types of heart attacks can be prevented. Real-time acquisition and pro-
cessing using wearable biosensors enable the detection of cardiac symptoms at an
early stage. The concept of mHealth is defined as the combination of current state
of the technology and the telecommunications infrastructure, in order to provide
healthcare services. This paper[49] contributes to such solutions by provisioning
generic design specifications of an ECG mobile application.

Optimal DSP bandpass filtering for QRS detection

An electrocardiogram refers to the process of recording the electrical activity of the
heart over a certain time interval. ECG signal holds vital information for the current
health condition of the patient. Detection of cardiac disorders is based on detection
of sudden deviations from the mean line. Detection of heartbeat functions is based
on extracting ECG characteristic features, especially the R-peak. Although in this
paper, we address a general approach, we focus on using wearable ECG sensors and
developing an efficient QRS detector to determine the heartbeat function. The real
problem in detection and ECG signal analysis is processing the noise contaminated
ECG signal and the way one can reduce the feature space to extract the relevant
features. In this paper [64], we set a research question to investigate how the filter
affects the accuracy, sensitivity and precision values on QRS detectors. We report
our findings on optimal filter design with a central frequency of 8.33 Hz and -3db
cutoff frequencies at 4 Hz and 20 Hz. The analysis is towards the construction of
an efficient filter with small computing complexity intended to be used for wearable
ECG sensors.

Optimizing the Impact of Resampling on QRS Detection

QRS detection is an essential activity performed on the electrocardiogram signal
for finding heartbeat features. Even though there is already a lot of literature on
QRS detection, we set a research question to find the dependence of QRS detection
performance on the sampling frequency, and, if possible, to find a QRS detector that
will be highly efficient at different sampling rates.

Our synthesis technique aims to find the optimal value of the threshold parame-
ters that define if the detected peak is artifact, noise or real QRS peak. In addition,
in this paper [65] we conducted experimental research to find the dependence and
estimate the optimal threshold values for the best QRS detection performance.

Our approach results with increased QRS detection performance on the original
sampling frequency by improving the original Hamilton algorithm.

We tested with the MIT-BIH Arrhythmia database. Lastly, QRS detection sensi-
tivity and positive predictive rate are used to evaluate the performance of the algo-
rithm.
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Amplitude Rescaling Influence on QRS Detection

When we record the electrical activity of the heart we generate a signal called
an electrocardiogram. Within the electrocardiogram, the information that explains
the heart’s health is based on the detection of QRS complexes. The focus of this
paper[46] is on a wearable ECG sensor that uses a low sampling frequency and bit
resolution while it converts the analog signal to digital data. The overall goal is to see
if an efficient industrial QRS detector can be developed within these constraints. In
particular, we set a research question to investigate how amplitude rescaling affects
sensitivity and positive predictive rate of the Hamilton algorithm for QRS detection
and improved it by optimizing it based on amplitude ranges.

We used the MIT-BIH Arrhythmia ECG database to evaluate performance. The
original recordings are sampled with a sampling frequency of 360 Hz with a 11-bit
resolution over a 10 mV range. Our experiments include testing rescaled signals on a
sampling frequency of 360 Hz using different maximum amplitudes. We found that
rescaling impacts performance and that the optimization parameters need to tuned
to obtain the expected performance. However, the performance decreases when the
maximum amplitude is lower than 9 bits.

Improving the QRS Detection for One-channel ECG Sensor

We analyzed several QRS detection algorithms in order to build a quality industrial
beat detector, intended for a small, wearable, one channel electrocardiogram sensor
with a sampling rate of 125 Hz, and analog-to-digital conversion of 10 bits. The
research[47] was a lengthy process that included building several hundred rules to
cope with the QRS detection problems and finding an optimal threshold value for
several parameters. We obtained 99.90% QRS sensitivity and 99.90% QRS positive
predictive rate measured on the first channel of rescaled and resampled MIT-BIH
Arrhythmia ECG database. Even more so, our solution works better than the algo-
rithms for the original signals with a sampling rate of 360 Hz and analog-to-digital
conversion of 11 bits.

Applicability of the Results

Papers that are published within the research for this PhD thesis have obtained im-
portant results. Below we provide potential areas of their applicability.

Algorithms that are parallelized have broad range of applicability. An enormous
research and analysis has been done in order to specify algoithmic parts that can
be parallelized, and to show the effects of given calculations. OpenMP, CUDA and
Maxeler based approaches were reviewed.
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Improved ECG Data Pre-Processing

Different types of DSP filters are studied, including Low-pass, High-pass, Band-
pass filters. Additionally, we also explored wavelet based filtering algorithms,
namely the Digital Wavelet Transformation algorithms.

This thesis provided and experimentally verified a range of optimized approaches
for ECG data pre-prepocessing. According to the need of literature, all of them can
be utilized efficiently.

Improved QRS Detection

This is one of the main contribution of this thesis. We optimized Hamilton’s QRS
detection algorithm for one channel wearable Sensor, operating in 125Hz. Our pro-
posed method produces even better results on rescaled and resampled data, when
compared to the original daa of MIT-BIH Arrhythmia ECG database. The details
of our method is already published in a journal, and can be applicable especially in
environments requiring real-time efficient algorithms such as wearable sensors.

Cloud Based Remote ECG Monitoring

Our findings during this PhD research are already integrated to the Cloud Based
Remote ECG Monitoring portal ECGAlert, supported by the Macedonian Fund for
Innovations.

Review of the Published Work within this PhD Thesis

Within this PhD thesis, 10 scientific papers and 1 journal with impact factor have
been published on international scope.

Optimization of DSP filters on OpenMP, CUDA and Maxeler platforms are
adressed in [41, 40, 42]. Results indicate that superliniar speedups are possible es-
pecially when combining OpenMP and CUDA related approaches.

Parallelisation of Digital Wavelet Transformaton of ECG signals is considered in
[44], where proposed techniques optimize the sequential code. On the other hand,
an optimal Parallel wavelet ECG signal processing is provided in [43]. Our findings
indicate that proper allocation of cores can yield faster executions.

Requirement analysis of a possible time-critical mobile healthcare solution is
elaborated in [48], whereas generic design specifications of an ECG Mobile appli-
cation are provided in [49]

We have conducted several studies to optimize QRS detection algorithms. We
started with investigating the filter effect on accuracy, sensitivity and precision
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values[64], where we report optimal filter design with a central frequency of 8.33
Hz and -3db cutoff frequencies at 4 Hz and 20 Hz.

Next approach was to optimize the thresholding parameters of the original
Hamilton algorithm for detecting a real QRS[65]. Obtained results showed that we
achieved increased QRS detection compared to the original algorithm. We were also
interested on the effect of amplitude rescaling on QRS detection [46], with an ob-
servation that rescaling affecting the performance.

Our best achievement was to Improve the QRS detection for one-channel ECG
sensor [47]. We obtained 99.90% QRS sensitivity and 99.90% QRS positive predic-
tive rate measured on the first channel of rescaled and resampled MIT-BIH Arrhyth-
mia ECG database. Our solution runs with a sampling rate of 125Hz, and produces
better results compared to the original signals with a sampling rate of 360Hz.

Complete list of published papers within this thesis is given below:

1. “Dataflow DSP filter for ECG signals” in 13th International Conference on In-
formatics and Information Technologies, Bitola, Macedonia, 2016.

2. “CUDA DSP filter for ECG signals,” in 6th International Conference on Applied
Internet and Information Technologies, Bitola, Macedonia, 2016.

3. “Optimizing high-performance CUDA DSP filter for ECG signals,” in 27th
DAAAM International Symposium, Mostar, Bosnia and Herzegovina: DAAAM
International Vienna, 2016.

4. “Parallelization of digital wavelet transformation of ecg signals,” in MIPRO,
2017 Proceedings of the 40th Jubilee International Convention. Opatija, Croa-
tia, IEEE, 2017.

5. “Optimal Parallel Wavelet ECG Signal Processing” in 14th International Confer-
ence on Informatics and Information Technologies, Mavrova, Macedonia, April
2017.

6. ”A Time-Critical Mobile Application based on ECG Medical Monitoring” in 8th
Balkan Conference in Informatics, 20-23 September 2017, Skopje.

7. ”Design specification of an ECG mobile application” in Telecommunication Fo-
rum (TELFOR), 2017 25th 2017 Nov 21 (pp. 1-4). IEEE.

8. ”Optimal DSP bandpass filtering for QRS detection.” in 2018 41st International
Convention on Information and Communication Technology, Electronics and
Microelectronics (MIPRO). IEEE, 2018.

9. ”Optimizing the Impact of Resampling on QRS Detection.” in 10th ICT Innova-
tions 2018. Springer, Ohrid, Macedonia.

10. ”Amplitude Rescaling Influence on QRS Detection” in 10th ICT Innovations
2018. Springer, Ohrid, Macedonia.

11. ”Improving the QRS Detection for One-channel ECG Sensor” in journal of Tech-
nology and Healthcare 2019, in press, IOS Press.
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Chapter 1
Introduction

The content of this Chapter was published at the 13th International Conference on
Informatics and Information Technologies [41], 2016, 8th Balkan Conference in
Informatics [48] and 25th Telecommunication Forum (TELFOR) [49], 2017, and
the Journal of Technology and Healthcare [47], 2019.

Recently, statistics provided by the World Health Organization(WHO) on heart
diseases [60], had revealed the phenomenon that different types of heart attack is
the cause of nearly one third of deaths in the World.

From the other side, researchers have proven that detection of heart disorders can
occur before their existence [83]. Motivated by this type of statistics and the research
results, a lot of projects have started to develop real time processing of ECG data
and increase the level of medical care and life expectancy.

The Internet of Things (IoT) represents a trending concept of connecting things
rather than computers [95]. Mobile Health (mHealth) is an emerging technology
where mobile devices are used for medical monitoring. Many innovative solutions
are competing on the market for achieving effective ways of mobile medical moni-
toring.

1.1 Motivation

Advances in the Internet of Things (IoT) field have encouraged researchers to in-
tensify their focus on Electrocardiogram (ECG) processing, especially for wearable
devices. This field has become a popular research topic in biomedical engineering
[27]. Electrocardiogram (ECG) is a stream of electric impulses generated by the
beating heart muscle. They are detected by electrodes placed on human skin, by
measuring the electric potential that reaches the skin surface [111].

Interpretation of an ECG stream is essential for a better quality of life. Interpre-
tation along with signal analysis is achieved by Digital Signal Processing (DSP)
[17, 123]. Nevertheless, ECG signals are exposed to noise that stem from several
sources, varying from environment (electrical switching power, radio waves or other
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4 1 Introduction

related sources) to the internal noises generated by the human breathing physical
movement or similar sources.

Precise interpretation and analysis of the ECG signal can be achieved by elimi-
nating the noise. Essential data preprocessing phase is conducted by the DSP filters.
Hereinafter, the main ECG features can be detected and analyzed for further de-
termination of the complex heart condition. Processing of the signal is based on
detecting hidden information and the subtle deviation of the heart rhythm to alter-
nating changes of the wave amplitude [8].

Lugovaya [88] had focussed on revealing the efficiency of an ECG signal for
identification, when compared to the three efficient biometric methods, i.e identifi-
cation based on fingerprints, iris or retina, and face. Her experimental results showed
that the rate of correct identification was 96%, which gave an insight for consider-
ing ECG signal as a new biometric characteristic. What is more important, she was
successful in showing the persistence of an individual’s ECG characteristics over
time (slow and gradual variations on ECG signal). This in turn makes it possible
to detect subtle deviations of the heart rhythm and alternating changes of the wave
amplitude.

Potential heart risks can be detected before some time making the real-time pro-
cessing a critical task. This, in turn, can save lives [88]. Sequential algorithms are
insufficient of processing ECG signals real time, especially in the case of a data cen-
ter intended for real-time processing and analyzing thousands of connected wearable
ECG sensors. Our motivation is, therefore, to optimize the high-performance solu-
tion for signal processing.

In the case when wearable ECG biosensor collects and transmits data to the mo-
bile device, ECG data can initially be processed on the mobile devices. In this man-
ner certain types of heart-related disorders can be detected in an early stage. This
can save lives and reduce the overall mortality rate [88].

1.2 ECG Signal Representation

ECG stream holds cardiovascular condition of the patient. Figure 1.1 reveals general
representation ECG signal with its representative P, QRS and T waves. Algorithms
for detecting ECG disorders are based on correctly detecting these features. In each
of these algorithms, the fundamental step is to detect the R peak as the initial step
of the QRS detection.

Fig. 1.1: General Representation of ECG Signal.



Chapter 2
Ecg Signal Processing

The content of this Chapter was published at the 13th and 14th International Con-
ference on Informatics and Information Technologies [41, 43], 2016-2017.

Digital Signal Processing (DSP) area has introduced a powerful set of tools to
deal with digital signals, and some of them can be successfully applied to the analy-
sis of ECG signals. Being one of the most important tools of the DSP area, filtering
can be used for noise elimination and further on for extraction of signal features.
Thus, main features of ECG can be detected and extracted from the hidden informa-
tion, such as alternating changes of the wave amplitude and subtle deviation of the
heart rhythm.

2.1 Digital Signal Processing

DSP is the act of manipulating signals with intention varying from filtering, mea-
suring to producing or compressing analog signals. As the power of computers rad-
ically increased during the last decades, so does the power of the DSP [123]. DSP
had made a tremendous impact on science and engineering, by providing method-
ologies to deal with the most powerful technologies.

DSP had revolutionized many fields in science and engineering. There are many
industrial sectors benefiting from the advancements on the DSP field such as Medi-
cal, Military, Space and Telephone. Electrocardiogram analysis, diagnostic imaging,
voice and data compression, radars, secure communication, telephone signal filter-
ing are among the range of revolutionized fields.

ECG signal filtering is applied with the intention to remove the noise that stem
from several sources. The commonly used method in DSP filtering is the convolu-
tion, as one of the most important techniques of signal processing. It is defined as
a mathematical operation that combines the input stream and the impulse response
in order to generate a new output stream. In case of a filter, the impulse response is
known as a filter kernel.
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Each value of the output stream in digital signal convolution is represented as the
sum of input stream multiplied by set of weight coefficients, which define the im-
pulse response. The impulse response is the signal that results when a delta function
(unit impulse) is the input in the DSP filter.

Denote by f (i) the weight (filter kernel) coefficients in the range i ∈ {−∞,+∞}
if it is an infinite response filter. We will use finite response filters and the weight
coefficients h(i) in the range i ∈ {0, . . . ,M−1}, where M is the filter length. Let the
input stream consists of elements x(i) and the output stream of elements y(i), for
i = 0, . . .. The convolution, as a mathematical operation can be expressed by (2.1).

y(i) =
M−1

∑
j=0

h( j)x(i− j) (2.1)

During this research, we have used the three classic filters to eliminate the noise:
Low-Pass, High-Pass and Band-Pass filters.

2.1.1 Low-Pass Filter

Low-pass filters are designed to thoroughly weaken all the frequencies above the
cutoff frequency, known as a stopband, while passing all frequencies below the
passband [123]. These filters are composed of stream of data items. All samples of
the output stream are in fact a weighted average of the input with the adjacent points
of low pass filter. A simple low-pass filter is presented in Figure 2.1.

Fig. 2.1: Frequency response of a simple Low-pass filter.

2.1.2 High-Pass Filter

A high-pass filter has opposite characteristics of the low-pass filter. The effect of the
filter is to weaken the frequencies below the cutoff frequency whereas passing all
frequencies above the cutoff frequency.
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As in the case of Lowpass filter, the output is generated with a weighted average
of the adjacent input stream. The response characteristics of a simple high-pass filter
is presented in Figure 2.2.

Fig. 2.2: Frequency response of a simple High-pass filter.

2.1.3 Band-Pass Filter

A band-pass filter is a composition of the high-pass and low-pass filters. This type
of filter passes certain ranges of frequencies and rejects the frequencies of the re-
maining region. The frequency response of a simple band-pass filter is shown in
Figure 2.3.

Fig. 2.3: Frequency response of a simple Band-pass filter.

2.1.4 Visual Interpretation of Filter outputs

Figure 2.4 represents a segment of an ECG signal with several QRS complexes,
filtered with a low pass filter of 30Hz, high pass filter of 0.5Hz and a band pass filter
between 0.5Hz and 30Hz.
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Fig. 2.4: A segment of an ECG signal with several QRS complexes, filtered with a
low, a high and band pass filter.

2.2 ECG signal Processing

Methodologies for processing and analyzing ECG signal consist of three stages:
data pre-processing, feature space reduction and feature extraction [88]. Figure 2.5
shows the general method for processing and analyzing ECG signals [88].

Fig. 2.5: Methodology for ECG signal processing.

DSP filters are generally used in the data pre-processing phase. Low pass filters
are usually used to eliminate the noise with high frequencies, such as the electrical
switching and radio waves. High pass filters eliminate the noise initiated by physical
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movement and breathing, mainly interpreted as baseline drift elimination. Bandpass
filters, as a combination of high pass and low pass filters are considered as effective
DSP tools for noise elimination. Although, DSP filters eliminate the noise to a cer-
tain extent, they provide a relatively clear signal, which can be further processed for
feature extraction.

In the feature space reduction phase, the signal is analyzed by detecting the peaks
of QRS complexes and locating the peaks of individual P and T waves. A QRS
complex is used as the starting point for further analysis, and, therefore, it’s exact
detection is of a high importance [97]. For example, a Wavelet transformation can
be used for baseline drift elimination in this stage. In the final phase, QRS features
are extracted, and the ECG signal precisely characterized.

The quality of extracted features, is directly dependent on the correct rate of
eliminated baseline drift. Thus, focusing on this step is vital.

Digital filtering is essential for both the first two steps of the ECG signal process-
ing. Wavelet Transformation is an efficient method used in both the elimination of
baseline drift and QRS complex extraction.





Chapter 3
System Architecture

The content of this Chapter was published at the 8th Balkan Conference in Infor-
matics [48] and 25th Telecommunication Forum (TELFOR) [49], 2017.

The general architecture of an IoT solution for a time-critical monitoring on mo-
bile devices is based on the following four actors and segments.The first actor is the
patient who wears an ECG sensor responsible for collection of real time ECG data.
The patient’s mobile device is another segment of the same actor. ECG data scanned
by the ECG sensor is transmitted to the close by mobile device via personal area net-
work communication. The mobile device is responsible for receiving and applying
the initial processing on the signal. This device is used to upload the received ECG
signal to the ECG Cloud Processing Centre, as another segment.

The ECG signal is further processed in the cloud, and any potential heart condi-
tions are identified. If heart-related problems are detected then risk alerts are sent to
the medical staff for further assessment and clarification. If they confirm a potential
occurrence of a heart attack, then an emergency ambulance is being called with the
coordinates of the patient. This process can prevent sudden deaths, especially when
the onset of a heart attack is registered on time.

The life cycle of this high level architecture of the time-critical mobile applica-
tion is illustrated in Fig. 3.1.

In this paper, we focus on the requirement analysis and design specification of
the mobile application. Next sections provide details about the workflow diagrams
and the business requirements.

3.1 Workflow Scenarios

The mHealth solution can be used in three different solutions. These can be listed
as:

• Real time visualization and monitoring: The main aim would be to receive the
ECG signal and to visualize it. This is to be used for healthy patients. Unless the

11
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Fig. 3.1: High level architecture of the solution.

Event Alert Mechanism is used, the cloud will not be informed. Once the cloud
is informed, an analysis will be performed on the region of interest. results will
be analyzed by the medical staff and the cardiac patient informed.

• Collect data for a certain period: This scenario has the capability of the preced-
ing one with additional functionalities. This is to be used for cardiac patients who
have occasional complaints. It has the ability to collect data for a certain period,
such as one week or so. The solution can be treated as an ECG Holter system.
When the period completes, the mobile application must transmit the scanned
data to the cloud efficiently. This will start the post processing and enable a plat-
form to detect and anlyze abnormalities by the medical staff.

• Continuous ECG Monitoring: This has the capability of the preceding ones with
all of the functional requirements. This should be used on patients with a certain
level of heart disease. The measured ECG signal will be periodically transmitted
to the cloud. The cloud server processes the signals and alerts the medical staff.

3.2 Business Requirements

Business requirements generally provide a better understanding of the business ob-
jective of the product. In the case of a mobile healthcare solution, the key actors are
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cardiac patient, medical staff, health service providers and the the solution provider.
Each actor has different business requirements, defined as follows.

3.2.1 Cardiac Patient

The beneficiaries of the clardiac patient is the solution having medical advices from
an end-to-end functioning solution that will keep them in a good health status. The
value of this is priceless, as it has the capability of detecting possible heart problems
in early stages.

3.2.2 Medical Staff

The medical staff must have the opportunity to contribute to the solution by pro-
vision of medical devices. A web application needs to be hosted on the cloud to
review ECG reports, and overview the alerts to make final decisions. The timing of
the medical staff to deliver response is valuable, where they can enroll to the project
part-time. Thus, the solution must be efficient in each aspect. There are two aspects
on which the medical staff can benefit. The primary one is it increases the reputy
of them. By making analysis of the ECG scans on the alerts, they can also make
additional income.

3.2.3 Health Service Provider

When the review analysis of the medical staff addresses a serious health problem,
the cardiac patient must be responsible by the health service providers. The require-
ments of the system is to inform them and take care of their health. Medical staff
also belongs to the health service provider and their response is essential. The readi-
ness of the health providers increase, while they focus more on the health of the
patients.

3.2.4 The Solution Provider

The solution provider assures value added services for means of interoperability of
actors. They must continuously maintain each step, with the aim to enable a secure
platform to host the overall solution. They will increase the awareness of people and
decrease the health costs of the Government. For doing so they will have financial
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benefits. This will certainly help them to cover up their operational expenses and
continue their research.

3.3 Functional Description

Requirements are considered as operational constraints any product must satisfy. It
is a general term that can range from a high-level abstraction to detailed functional
specifications [115, 94]. In this section, the focus is on the requirement elicitation
of the mobile application part.

Mobile application intended to operate as m-Health solution must satisfy the
following functional requirements [110, 68]:

3.3.1 Acquisition of ECG signal

ECG holds significant information regarding cardiovascular condition. When a car-
diac patient wears the ECG biosensor, it is activated and starts to scan the heart
signals. The scanned ECG signals are then transmitted to the mobile device.

The mobile application within the m-Health solution must receive the signal pro-
vided by the ECG biosensor. In order to accomplish that, there should be a func-
tionality to connect (likewise disconnect) to the sensor. When the connection is es-
tablished, the mobile application should receive the encoded ECG signal network
data packets. These packets have a header and data payload. The mobile application
should be able to decode the packets, and put them to the processing queue.

The mobile application should also have a procedure for periodically checking
the connection to the sensor. This is a common issue where the connection between
devices can be lost due to several problems, such as the insufficient battery, the long
distance and Bluetooth signal interference.

3.3.2 Data preprocessing

Raw ECG signal received from the biosensor is occupied with different types of
noise. Radio waves, electrical switching power, internal noise generated by human
breathing are physical movement are some of the noise sources.

Digital Signal Processing is based on filters in order to cope with the enviromen-
tal noise, where low and high pass filters can effectively be used. Fig. 3.2a shows a
segment of ECG signal occupied with noise, whereas the Fig. 3.2b shows the signal
with the eliminated noise.
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(b) Filtered ECG signal

Fig. 3.2: Segment of an ECG signal and its representation with removed baseline
drift and high frequency noise

Any further determination of the complex heart condition must be possible after
the baseline drift and the high frequency noise is eliminated. The mobile application
must implement an efficient filter to save battery resources.
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3.3.3 Detecting of heart-related abnormalities

The algorithms to process and make decisions on the heart condition based on the
ECG signal require a high processing power. The processing power of mobile de-
vices is insufficient of real-time ECG processing, thus a more comprehensive anal-
ysis should run on the cloud ECG processing centre.

However, the mobile application must extract basic features from the ECG by
algorithms that do not require a high processing power, especially those for detec-
tion of obvious heart rate abnormalities. In these cases, the mobile application must
mark the region of interest and send an alert to inform the cloud centre immediately.

3.3.4 Visualization and monitoring

The mobile application must visualize the current ECG signal and enable monitor-
ing for the patient. The requirement is to show only the filtered signal. A history
of abnormal activities, and a certain depth of last ECG activities should be saved
locally. The visualizer module should also be able to reveal them.

3.3.5 Event tracking

As mentioned previously, the mobile device is not capable of running complex al-
gorithms for making decision on the heart condition based on the ECG signal. How-
ever, sometimes the cardiac patient may not feel well. The mobile application must
provide means of manual marking of an event and act as a kind of panic button.

The process must alert the cloud solution and send an ECG segment of the request
moment. These marking points will be important for post processing algorithm. In
order to prevent any misuse, there must be a limit on the usage of this functionality.

3.3.6 Local storage of ECG data

A functionality for local storage is compulsory. Manual alerts, abnormalities and the
preprocessed data must be saved locally. The preprocessed data should be appended
to a single file unless the connection is lost.

This module must ensure that there is enough space in the mobile device. In case
a threshold is exceeded, old files without detected abnormalities should be deleted.
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3.3.7 Transmission to the Cloud server

This is the final and most important functionality of the mHealth application. In
order to communicate to the main application, a separate daemon process must be
implemented in the background and deal with all transmission issues.

It should have several functionalities. One of them is to connect to cloud server
API for transmission of files. User should also be able to specify the synchronization
period.

Occasionally, files for transmission can be large due to continuous monitoring.
The daemon must be able to split ECG files into smaller segments. The limit should
also be customizable. Files should be transmitted on available WIFI connection.
There should be an option for transferring on available mobile connection.

When the files are uploaded, they can be deleted as a default option. User should
be able to modify this. In any case, when an alarming threshold is reached, all of
the transferred files must be deleted. A list of all transmitted and queued files should
also be shown.

This study has defined the minimum viable functionalities of any mHealth solu-
tion. However, other modules can also be added.

3.4 Nonfunctional requirements

Nonfunctional requirements are not directly related to functionality. They in fact,
describe user-level requirements. There is a broad range of non functional require-
ments. The mHealth solution must consider the following:

3.4.1 Usability

It must be kept in mind that elderly people will dominate the usage of the applica-
tion. Thus, the interface must be easy to learn and remember. This would decrease
the rate of a need for consulting the manual.

3.4.2 User-friendliness

The application must be user-friendly. It should give the feeling of its purpose. Its
design should be responsive, in order to run properly in each type of resolution.
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3.4.3 User Experience

The mHealth solution must provide a high level of user experience. The solution
to this is by enabling users to achieve their objectives while using the product. It is
highly likely that elderly patients will be willing to use the product, thus a starting
point is to collect more details about their expectations.

3.4.4 Interoperability

In the context of IoT, interoperability is the ability to exchange information between
so called things. The mHealth solution roughly exchanges data between the ECG
biosensor and the ECG cloud processing centre. Thus the interfaces, communication
syntax, the information flow and the security protocols must be clearly defined. An
important point is that the solution must be loosely coupled to other segments.

Interoperability is the key feature of IoT concept, enabling different devices to
connect easily. This is the key factor that have stimulated the advent of cloud-based
mHealth solutions.

The interoperability can be addressed on several layers and provide independence
of sensors, mobile device platform or cloud. For example, the mobile application
must be platform independent and should run at least on Android OS, IOS and Win-
dows Phone. In each of the platforms the design must be equivalent (or compatible
as much as possible) and same functionalities should be provided.

3.4.5 Reliability

Reliability is sometimes referred as availability, which is a measure of the percent-
age of time the application works correctly. In the mHealth application, this can be
measured by the time the percentage of time the functional requirements run cor-
rectly.

The state of art approach is to have a reliability of 99.99 percent, which means
given a 365-day year, in total it can fail to properly function in 52.56 minutes in one
year.

3.4.6 Performance

The performance criteria for the application is to perform the above-mentioned func-
tional requirements in real-time. In case the device is not capable to perform the
operations, the application must automatically be able to alert.
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When focussed on time-critical domain, the requirements must be exactly defined
in order to detect, alert and react on a given heart condition.

Performance of this solution must be one of the priorities. Sometimes millisec-
onds can prevent further damage of the health of the patient. However, it is impor-
tant to know that performance in IoT solutions does not solely depend on one node.
This leads to the fact that each of the components on the health ecosystem must be
optimized.

3.4.7 Platform Compatibility

The application must be available for the market dominant mobile operating sys-
tems, i.e Android OS, IOS and Windows Phone.

3.4.8 Energy Efficiency

In order to process the functional requirements, application consumes device’s en-
ergy. Algorithms and procedures must be optimized. Especially the Bluetooth con-
nection listener, and the daemon process must run efficiently. In this manner its
overhead to the battery decreases and ensures long battery life.

3.4.9 Data Protection and Security

This is one of the most important nonfunctional requirements. ECG data is sensitive
and must be kept private. The mobile device must ensure that any third party ap-
plications does not have access to the files. Additionally, the daemon process must
encrypt files before transmitting the ECG files.

Health data is sensitive, and can easily be misused, especially following the
health-related data protection laws and legislation. Securing must start from the
transmission of ECG signals by the ECG biosensor, and continue up to the deliv-
ery of application data to the medical staff. One should keep in mind that each part
of the cloud solution should be kept on a high security level. In this way patients
trustiness level can be increased.

3.4.10 Fault Tolerance

Systems are prone to errors, where each of them has a certain level of ability to con-
tinue operations on failures. This is defined as Fault tolerance. In modern systems,



20 3 System Architecture

Fig. 3.3: The use case diagram of the mHealth solution.

the applications have procedures to automatically overcome errors. Possible cases
of failures of the mHealth solutions must be well-defined, and the system must be
able to catch them. The application will maintain a specified level of performance
even if faults happen.

3.4.11 Disaster Recovery

The capability of any system to restore to the previous well-known point in cases
of incidences or disasters, is defined as the disaster recovery. All of the potential
disaster cases must be examined. Prior to this, a disaster recovery procedure doc-
ument must be prepared, and a team for immediate intervention must be kept on
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Fig. 3.4: Convenient landing page mock-up design for mHealth application.

hold. As new features are integrated, it is essential that the recovery procedure be
kept up-to-date.

3.5 System models

The System Modeling concept is used for a better understanding of the functionality
of the system with visual models. These are essential in terms of better communi-
cation, visualization and verification.
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3.5.1 Use case model

Figure 3.3 presents three different use cases which are based on the provided work-
flow scenarios. There are two actors, the Cardiac Patient and the Medical Staff. The
observation is that subsequent scenarios include the use cases of the preceding one.

3.5.2 User Interface

Red oriented colors should be selected when designing mock-ups for the mobile
application. This would give the feeling of a heart to the user. Simplistic designs
should be preferred, with the aim of public usage. Although being a design decision
and not binding, Figure 3.4 presents a convenient landing page mock-up design.
Current ECG is visualized, and apparent parameters are summarized.

3.5.3 Verification and Validation

Verification and validation are required for checking whether a product meets the
defined requirements and the specifications. Verification is the terminology to con-
firm that the software conforms to its specification, whereas validation focusses on
whether the software does the requirements that are previously defined.

In their work Speidel and Sridharan [125] have inferred that conventional verifi-
cation and validation methods are not sufficient to overcome the challenges exposed
by todays mobile devices. They also mention that mHealth concept is in a prema-
ture phase, and has difficulties in finding the right method for software verification
and validation. Their provided solution is based on the crowd-testing methodology,
which they believe can effectively be used in the area of medical monitoring.

This has in fact stimulated researchers to focus on it. Particularly in our case,
a separate study must be made to compare the conventional and state-of-the art
methodologies to find the most suitable verification and validation technology, and
select the best strategy.



Chapter 4
Parallelisation Platforms

This chapter will provide detailed information about the paralellisation and opti-
mization platforms used throughout the thesis.

4.1 Shared Memory Multiprocessor (OpenMP)

In shared memory architectures(Figure 4.1), shared memory locations can be ac-
cessible by all the processors. OpenMP is a shared memory programming li-
brary, developed and defined by a group of major computer hardware and soft-
ware vendors[105]. OpenMP provides a portable, scalable model for shared memory
parallel applications. OpenMP API provides set of compiler directives to support
shared memory parallelism, by supporting C/C++ and Fortran on a wide variety of
architectures[50].

Fig. 4.1: Shared memory architecture [50].

The main aim behind this choice is primarily to minimize the complexity by
adding parallel structures. Additionally, it supports incremental parallelism with the
ability to parallelize bottlenecks of the application part by part, without changing the
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data structures, incrementally locating the loops that have long running times and
then parallelizing them [105]. Moreover, since all threads share a common address
space, we expect a decrease in the overhead required by the introduced parallelism.

4.2 Graphical Processing Unit (GPU-CUDA)

CUDA, or Compute Unified Device Architecture, is NVIDIA’s technology which
ensures a significant increase in software performance by using the GPU power
[51, 112]. The difference between a CPU and GPU is to compare how they process
tasks.

CPU consists of a few cores optimized for sequential serial processing, while the
GPU has a massively parallel architecture consisting of thousands of smaller, more
efficient cores designed for handling multiple tasks simultaneously [3], presented in
Figure 4.2.

Overhead of using GPU instead of CPU, is that the orchestration should be done
by CPU. This in turn is an overhead, which is generaly alleviated in programs re-
quiring huge computations which do not have data dependencies.

Fig. 4.2: CPU versus GPU-Accelerated processing architecture [2].

4.3 Manycore architectures (Maxeler dataflow)

Manycore architectures are specialized multi-core processors. They can contain
thousands of simple and independent cores. These type of architectures can result
in higher degree of parallelism.

Maxeler Dataflow [4] provides a very powerful device for this type of compu-
tation. It is a completely different computing paradigm compared to the traditional
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CPUs. Here, the instructions are parallelized across the available space, rather than
time. This is illustrated in Figure 4.3. In each tick, next state of data is passed to
dataflow engines. This way, superlinear speedups are possible.

Fig. 4.3: Dataflow processing architecture [4].





Chapter 5
State of the Art of ECG Optimization
Algorithms

The content of this Chapter was published at the 14th International Conference on
Informatics and Information Technologies [43], 2017, International Conference on
Telecommunications [46], 2018, 8th Balkan Conference in Informatics [48], 2017
and 25th Telecommunication Forum (TELFOR) [49], 2017.

5.1 ECG signal processing

Kohler et al. [82] give an overview of existing QRS detection methods. Li et.al [87],
Bahoura [21], Shambi [121] and Martinez [93] have reported successful implemen-
tations of DWT-based QRS detectors.

Pan and Tompkins, [107], have presented a real time algorithm for ECG QRS
detection. Their algorithm considers the slope, amplitude and with information, and
adaptively adjusts to the thresholds and parameters. It uses integer arithmetic in
order to operate without requiring much computation power. There are no execution
times presented, though their analysis is concentrated in the quality, where their
correctness rate 99.3 percent.

An efficient implementation of DWT’s in Field Programmable Gate Array de-
vices [120]. They have optimised the power consumption and throughput. Addi-
tionally, a three level DWT algorithm with 4 Daubechies length filter is presented.

Several studies in literature addressed the delineation concept of ECG signal.
Alfaouri and Daqrouq [14] present algorithms which produces better quality output,
however no consideration is made for the performance.

Among the most cited DSP based filtering approaches is Afonso’s algorthm [10].
His study is based on using filter banks, and the reported results at a 360Hz sam-
pling rate suggest that these types of algorithms can run very fast with promising
performances.

Gusev et al. [67] have proposed a pattern matching algorithm in order to match
the QRS pattern with default patterns.

27



28 5 State of the Art of ECG Optimization Algorithms

An increasing amount of papers address Neural networks. Xue et.al [138] have
presented such an approach with excellent performance. QRS detection is based on
an Artificial Neural Network (ANN). An adaptive whitening filter is used to filter
low frequencies. Whereas the QRS complex is detected with a linear matched filter,
which compares the output against the high frequency signal input. high frequency
signals are compared against.

Poli et.al [113] presents a solution for calculating a threshold based on genetic
algorithms. QRS complexes are detected with a linear and nonlinear polynomial
filter, with an applied adaptive local maxima threshold. Parameters are optimized
via genertic algorithms and, are successful in decreasing detection errors.

Martinez [92], has proposed a phasor-transform based algorithm for eliminating
baseline drift, on a 360Hz sampling frequency. This algorithm converts each sample
into a phasor and correctly identifies feature points.

Ajdaraga and Gusev [13] have analyzed how the sampling frequency and res-
olution impacts ECG signals and their QRS detection. They report that even the
rescaled signals obtain good performance when fine tuning the threshold parame-
ters.

5.2 ECG mHealth Solutions

Transformation of healthcare services to solutions for mobile devices is a trending
topic.It is a similar trend compared to the concept of IoT, since it enables means of
securely sharing information between devices.

In the literature, there are studies concerned with the requirement elicitation for
the time-critical mHealth solutions. The requirement analysis in this paper follows
the concepts of the Medical Cloud architecture proposed by Tasic et. al. [131].

In their work, Gusev et. al. [68] have focussed on challenges on implementation
of a mobile telemedicine application. They have analyzed the issue of Low Power
Bluetooth connections, number precision, the transmission, the architecture, design
decisions and optimizations.

AbuKhousa et.al. [7] have also focussed on the challenges of mHealth solutions.
They have particularly investigated the rising healthcare delivery costs, sharing of
information, and the shortage of medical staff. They also give insight about the
issues of trust, privacy, security and some technical issues.

A recent research has been done by Patel et. al [110], addressing the issue of
developing efficient algorithms. They have concentrated on developing efficient al-
gorithms for detection of arrhythmia with low computational power. These type of
algorithms are suitable for mobile devices, and can be used in the initial detection
of heart abnormalities.

An Android based mHealth solution is also proposed by Leutheuser et.al [86].
They proposed using three-level hierarchical classification system in order to in-
stantaneously discover any probable problems.
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One of the functional requirements was to perform a preprocessing on the noisy
ECG signal. In today’s mobile technology, devices have multi-core architectures
and GPU’s. In case they are used efficiently, the process for early detection can be
facilitated. Our previous work addresses this issue [42]. By using NVIDIA GPU’s
we have achieved faster codes with a scalability depending on the number of used
cores.

The proof-of-concept study is proposed by Rolim et.al [116] also. Their solution
is based on automation of the process for healthcare solution by using wearable
sensors and mobile devices. Even though being an old dated, the issues raised by
of Martin et. al [91] still exist. They have also proposed high-performance and low
power DSP prototype.

The mHealth application must run as a real-time application. Any time critical
application has strict rules it must follow. Stonebraker et.al. [128] has provided an
outline of eight important requirements that a real-time stream processing applica-
tion should met.

The scalability of a cloud environment hosting services for ECG signal analysis
is presented in [108]. This study is important since it provides the challenges that
end-user applications are facing.

The data managed in a cloud solution for Personal Health Records (PHR) is
highly sensitive. Patient’s private life can be threatened in the case of cyber attacks.
That’s why the study of Kaletsch et.al [79] is very important, which investigates the
privacy issues. Banica and Stefan [22] have also focussed on the security layer of a
cloud-based e-Health service.

Security and privacy issue of e-Health cloud architectures is also considered in
the study of Ikuomola and Arowolo [75]. They have proposed a Secured e-Health
System, whilst the security of the health records is ensured by using Homographic
Encryption and bi-layer access control.
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Chapter 6
CUDA DSP Filter for ECG Signals

The content of this Chapter was published at the 6th International Conference on
Applied Internet and Information Technologies [40], 2016.

This chapter aims to explore whether GPU DSP filter processing of the ECG sig-
nals is faster than the CPU processing. This will be tested by measuring the speedup
of the obtained GPU solution over the serial solution. Furthermore, our research
also aims to determine the optimal size of threads per block to obtain the maximum
speedup.

6.1 Parallelization for GPU Computing

The algorithm presented in Figure 8.1 is a sequential version of a convolution of a
one dimensional input with a corresponding kernel. The complexity of the algorithm
depends on the input and the kernel stream length, i.e O(nm). When run on a CPU,
the flow is sequential, meaning that the inner loop length depends on the kernel size.

GPU computing is a rather different computing paradigm when compared to the
traditional CPUs. GPUs have a massively parallel architecture consisting of thou-
sands of smaller, more efficient cores designed for handling multiple tasks simul-
taneously. Using this key feature, we have achieved a row based parallelization of
convolution computation for the ECG input signal.

The sequential loop that iterates the input signal is massively parallelized by syn-
chronously utilizing thousands of GPU cores. The proposed solution is visualized
in Figure 8.2.

General purpose GPU programing on NVIDIA CUDA enables modifiable exe-
cution plans, which are specified by blocks and grids. Block is considered as a group
of threads. Its important to note that threads inside the blocks can be synchronized.
Threads across same block can communicate via a shared memory dedicated to the
block. Besides, a grid is a group of blocks. CUDA does not provide means for syn-
chronization between blocks. Moreover, a blocks inside a grid can communicate via
the global memory.

33



34 6 CUDA DSP Filter for ECG Signals

Fig. 6.1: Parallel GPU Computation algorithm.

This row version of the algorithm uses threads which size is proportional to the
filter kernel. Whenever the threads are executed on a streaming multiprocessor of a
GPU, a number of threads per block (TPB) is defined. We plan to test several values
of TPB and determine its optimal size.

Note that this solution does not include any optimization of the CUDA code,
and we are aware of a lot of concurrent memory reads. Still, the distribution of the
workload on the GPU cores, makes the advantage of using 1536 cores, even the
system clock is much lower.

6.2 Experimental results

This section describes the conducted experiments and presents the obtained results.
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6.2.1 Testing environment

The sequential and parallelized code are tested on an Amazon EC2 - G2 2xlarge
instance. It consists of a 8-core Intel(R) Xeon(R) CPU E5-2670 2.60GHz 64-bit
system with a 15GB of memory. Additionally, the parallelized code is tested on a
NVIDIA GRID GPU (Kepler GK104) device, having 1,536 CUDA cores with a
800Mhz system clock and 4GB RAM.

In this research we have experimented with the Hamming window and the Black-
man window with length of 100 and 200 elements to obtain relatively good results.

6.2.2 Functional Verification

Several experiments are conducted to verify if the functional characteristics of the
sequential and parallel algorithms are identical The input was a short stream of 1000
samples of an ECG signal with all characteristic P, Q, R, S and T waves, as presented
in Figure 8.3.

We have verified both the sequential and parallelized CUDA and sequential so-
lutions obtain identical results.

6.2.3 Test data

The measured parameters in the experiments are the time required to process the
sequential algorithm Ts, and the time required to process the parallel algorithm with
p cores, denoted by Tp.

The speed-up is calculated by (10.1) as a ratio of the measured times for execu-
tion of the sequential and parallel algorithms.

SP =
Ts

Tp
(6.1)

6.2.4 Results

Note that for each input signal, the speedup values are calculated by using Ts and
Tp values for the same input configuration. Hence, the main reason for using these
values is to compare the performance of the sequential code on CPU and the paral-
lelized code on CUDA enabled GPU.

A total of 5 experiments were conducted, where input length varies from 10.000
to 500.000 in steps of 10.000 samples. The tested kernel length was 100, 500, 2000,
5000 and 7500.
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Table 8.1 presents the running times of the sequential and parallel algorithms
tested in our experiments only for selected values.

One can observe that the speedup increases as the input length is increased as
it was expected. Moreover, the speedup is increasing slightly as the kernel length
increases, due to a more efficient utilization of GPU cores without extra costs for
allocating and dealocating a core.

Table 6.1: Speed-up analysis as the input size and kernel increase.

No Input
Size

Kernel
Size

CPU Run.
Time (ms)

GPU Run.
Time(ms) Sp

1

10000

100

5.3 0.4 12.9
50000 26 1 27.8

100000 54 2 30.5
500000 266 6 42.8

2

10000

500

27 1 40.5
50000 132 2 60.7

100000 264 4 66.9
500000 1323 16 80.9

3

10000

2000

103 1 75.9
50000 524 6 81.8

100000 1075 12 91.6
500000 5288 56 95.1

4

10000

5000

248 3 89.8
50000 1330 14 93.0

100000 2649 28 95.7
500000 13342 133 100.1

5

10000

7500

359 4 91.7
50000 1955 21 93.7

100000 3940 41 96.1
500000 19784 197 100.2

6.2.4.1 Speedup of CUDA GPU vs CPU Solution

The conducted experiments are tested for various input and kernel length. Figure 6.2
presents the speedup of the CUDA algorithm compared to the sequential CPU ver-
sion, where the input length varies from 10.000 to 500.000 samples and filter kernel
lengths of 100, 1.000 and 2.500, with TPB value of 1024.

The algorithm has a steady linear speedup as the ECG signal length increases.
Additionally, increasing the kernel length has a noticable effect on the speedup. This
is due to the effect of allocating and deallocating a thread, which becomes negligible
as kernel length increase. We observe that for some configurations a speedup of up
to 100 is achieved, with a scalable nature.

Therefore the hypothesis is confirmed.
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Fig. 6.2: Speedup of parallelized CUDA solution compared to sequential version.

6.2.4.2 Optimal number of Threads Per Block

In the context of our research question we have provided several additional exper-
iments. Selecting right parameters for number of threads in a block has positive
effect on the speedup. In order to find the optimal value of the TPB number, we
have conducted tests for various TPB from 8 up to 1024. Figure 6.3 presents the
speedup values for different TPB values.

Fig. 6.3: Effect of threads per block on speedup.

Our analysis shows that, TPB should be kept as high as possible by taking into
account the upper limit of threads per block being provided by the specification of
the GPU.





Chapter 7
Optimizing high-performance CUDA DSP filter
for ECG signals

The content of this Chapter was published at the 27th DAAAM International Sym-
posium [42], 2016.

In this chapter, we focus on optimizing the parallel version of the filtering al-
gorithm on graphics processing unit (GPU) cores. The goal is to find an optimized
solution that speed ups the parallel CUDA solution.

We especially want to explore whether the utilization of shared and constant
memories on GPU can yield faster execution times on ECG signal filtering. To test
this we will measure the execution times of naive GPU solution over the optimized
solution. We are also interested in determining whether loop unrolling and precision
has an effect on the speedup. Moreover, we think it would be worthy to investigate
the performance of the element version.

7.1 Identifying CUDA GPU obstacles for high-performance
convolution

CUDA allows massive parallelism, which should be utilized in an efficient way. In
order to design an optimized code, it is important to optimize memory alignment
and thus accesses. Generally, most important performance consideration is the coa-
lescing of the memory accesses. Figure 7.1 illustrates the coalescing concept.

Fig. 7.1: Coalesced access to memory - all threads access one cached line.
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Moreover, utilization of shared memory is another performance improvement.
Shared memory is located on-chip and generally provides much higher bandwidth
and lower latency than the global memory [36]. This is valid especially when there
are no bank conflicts. When multiple addresses of a memory request values of the
same memory bank, the accesses are serialized, which degrades the performance
significantly.

Constant memory is another CUDA improvement that enables a fast access to
data. Particularly, consecutive reads of the same address do not incur any additional
memory traffic. A single read from constant memory can broadcast to other nearby
threads. This will ensure that no bank conflict will occur in the case of access to
constant memory.

A high-performance solution will include a combination of the shared memory
and constant memory. Since the filter kernel coefficients are not changing over the
execution, a natural solution will be to use the shared memory for storing the input
signal and constant memory for the filter kernel, as presented in Figure 7.2.

Another obstacle is the bank conflict that may occur while accessing the data in
the shared memory. An example of 2-way bank conflict is illustrated in Figure 7.3.

Fig. 7.2: Data flow in a solution that uses both the shared and constant memory.
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Fig. 7.3: A two-level bank conflict

The solution needs a highly accurate filter and fast processing. Therefore the FIR
filter is the best candidate for the filtering. A problem will occur if the filter length
is bigger than the maximum number of threads per block to eliminate propagation
of partial results and introducing internal synchronization inside a block. Currently,
NVIDIA devices have 1024 threads per block. In our case, to process an ECG signal,
a FIR filter length of 1000 is acceptable, since it generates 30db attenuation with a
relatively small ripple passband of 0.1db.

7.2 Optimization approaches

A sequential algorithm for performing convolution is an iterative procedure that
repeats the kernel item for each new data element. The complexity of the algorithm
O(nM) depends on the input n and the kernel stream length M. The flow on CPU is
sequential, where inner loop length depends on the kernel size.

In our previous research [40], we have used a naı̈ve parallel CUDA version of the
DSP filtering algorithm running on a GPU. Since it did not include any optimization,
we have faced lower performance due to lots of concurrent memory reads. In this
research, we target all identified bottleneck problems by optimizing the concurrent
memory reads, aligning memory accesses and reorganization of computations. The
following optimization approaches will be tested:

O1 – using shared memory for the input signal,
O2a– using shared memory for the filter kernel,
O2b– using constant memory for the filter kernel,
O3 – using loop unrolling,
O4 – smaller calculation precision, and
O5 – element version.
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7.2.1 Utilizing Shared Memory

The O1 optimization approach utilizes the shared memory for storing relevant seg-
ment from the actual ECG signal, although the complete input is expected to be
stored on the Global Memory.

Let any thread block consist of TPB threads, and the filter length is F. Each block
will eventually require an input segment of length TPB + F from the original signal.
The first TPB threads (within a given thread block) initialize the relevant shared
memory. Before each convolution operation, the block threads are synchronized by
the intrinsic CUDA synchronization primitive syncthreads() in order to ensure
consistent data when initializing the shared memory.

Similarly, the O2a optimization approach utilizes the shared memory for storing
corresponding filter kernel coefficients. In this case, O1 and O2a will both occupy
the shared memory and therefore, the capacity limitation will decrease the level of
performance gain.

7.2.2 Utilizing Constant Memory

The O2b optimization approach, which is complementary to the O2a approach, uses
CUDA constant memory to store the read-only filter kernel (weight) coefficients. In
this manner, consecutive reads of the same address do not generate any additional
memory traffic. It is important to note that no bank conflict happens when using
constant memory.

A combination of the O1 and O2b optimization approaches will use shared mem-
ory for the input signal segment and constant memory for impulse response coeffi-
cients. This avoids the bank conflicts that occur when utilizing only shared memory.
Figure 4 presents the idea of this version of the parallel CUDA algorithm.

7.2.3 Loop unrolling

The O3 optimization approach is based on unrolling the loop in the thread. Eventu-
ally, this will eliminate instructions that increment the loop index and test if the limit
is reached and combine two or more loop bodies into one loop body. The technique
decreases the number of realized operations per thread.

Figure 7.4 presents a simplified code segment that loops 100 times. Figure 6a
shows the basic method, and Figure 6b a code that uses twice unrolled loop. The
procedure decreases the number of overall processed instructions, since instead of
100 checks for the looping condition and 100 instructions to increase x, the program
is now performing those instructions only 50 times.
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Fig. 7.4: A loop unrolling example

7.2.4 Precision decrease

The naive parallel CUDA code used double precision as a base type. On devices
of computing capability 2.x, each bank has a bandwidth of 32 bits every two clock
cycles, and successive 32- bit words are assigned to successive banks [5]. The warp
size is 32 threads accessing 32 locations in a memory bank, each with a 32-bit
precision. When double precision is used, in the case of accessing 64-bit numbers,
the total number of memory locations is 16. Thus, a simultaneous access of 32
threads is not possible in a warp to 32 words of 64-bit length will cause, and only a
half warp can be executed.

In order to increase the performance, the O3 approach decreases the precision
to 32-bit single precision mode. In such case bank capacity limitation will be elim-
inated since 32 threads in a warp will simultaneously access 32 words of 32-bit
length. Devices with computing capability 3.x allow a bandwidth of 64 bits every
clock cycle [3]. Thus, bank capacity limitation arising from using double precision
will be eliminated for devices with computing capability 3.x or higher. In addition,
processing a single precision instruction is faster than the double precision.

7.2.5 Element version

Moreover, the element version of convolution is designed and implemented for ECG
signal. In this version, instead of rows, a thread computes multiplication and sum-
mation of elements. Threads are defined for each combination of input and kernel
items. Summation, on the other hand, is performed in logarithmic time. However,
this approach leads to use of a lot of synchronization, which can cause a perfor-
mance decrease.

7.3 Experimental Methodology

This section describes the conducted experiments.
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7.3.1 Testing Environment

The sequential and parallelized codes are tested on an Amazon EC2 - G2 2xlarge
instance. It consists of an 8-core Intel(R) Xeon(R) CPU E5- 2670 2.60GHz 64-
bit system with a 15GB of memory. Moreover, the parallelized code is tested on
a NVIDIA GRID GPU (Kepler GK104) device, having 1,536 CUDA cores with
an 800Mhz system clock and 4GB RAM. The total amount of constant memory is
64KB where each block has 48KB of shared memory. This device has a computing
capability 3.x, and input data is 64-bit double precision.

7.3.2 Experiments and test cases

The experiments were defined by testing the each previously described optimization
approach independently and in a combination with the other approaches. Each ex-
periment had several test runs for various sizes of the input data stream that consist
of 10.000 up to 500.000 samples of an ECG signal with incremental steps of 10.000
samples.

Since the sampling frequency is 500Hz, the input data stream present an ECG
signal from 2 seconds up to 1000 seconds. The filter kernels tested consisted of
M=100, 250, 500, 750 and 1000 elements.

Each test run for the experiments was tested at least five times and an average
value of measured times was calculated and used for further processing. A func-
tional verification was conducted for each test run to verify if the functional charac-
teristics of the naı̈ve and optimization parallel algorithm executions obtain identical
results.

7.3.3 Test Data

The measured parameters in the experiments are Tpn as time required by executing
the naı̈ve parallel algorithm using n cores, and Ton as time required by the given
experiment with an appropriate combination of optimization approaches. The speed-
up is calculated by Equation 10.1 as a ratio of the measured times for execution of
the sequential and parallel algorithms.

Sn =
Tpn

Ton
(7.1)
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7.4 Performance analysis

This section describes the conducted experiments and presents the obtained results.

7.4.1 Shared Memory

Figure 7.5 shows the speedup of the O1 optimization using the shared memory for
the input signal. The optimized version is more efficient, and the speedup increases
with the filter kernel size. An average value of 13% increase is obtained as speedup
for the filter length of 100, and 78% for filter length of 1000. We observe that for
each filter size, the speedup Sn > 1 and the greater speedup is achieved when in-
creasing the filter length, which proves the scalability of the improvement.

Fig. 7.5: Speedup of the O1 optimization using shared memory for the input signal
in the case of different kernel sizes.

Additionally, Figure 7.6 shows the speedup of O2a optimization only using the
shared memory for filter kernel. It can be noted code is optimized by roughly 10%
and that speedup increases with the increasing filter kernel length. The higher the
filter kernel is, the better performance gain is obtained. Better results are obtained
for the usage of shared memory for storing the input signals, instead of the filter
coefficients.
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Fig. 7.6: Speedup of the O2a optimization using shared memory for different kernel
sizes.

7.4.2 Constant Memory

Figure 7.7 presents the analysis made on the constant memory defined by the O2b
optimization approach. One can conclude that using a constant memory for the ker-
nel will increase the performance by average 15%. We have compared the O2a and
O2b approaches, as presented in Figure 7.8. The solution using constant memory
instead of shared memory for storing the filter kernels obtains a higher performance
by an average speedup of 4%.

Fig. 7.7: Speedup of the O2b optimization approach using Constant Memory for the
filter kernel.
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Fig. 7.8: Speedup of the O2b optimization approach compared to the O2a.

7.4.3 Loop Unrolling

The speedup obtained by loop unrolling O3 optimization approach is presented in
Figure 7.9. On average, the loop unrolling optimization technique increases the per-
formance for 1 to 5 percent. The best performance gain was obtained for the un-
rolling length of 64.

7.4.4 Decreasing the double to single precision

The conducted experiments generally use a 64-bit double precision for storing and
calculating the convolution. However, a GPU double precision calculation is a costly
operation [136]. We have tested the performance by decreasing the precision to 32-
bit, since the functional testing showed difference in both approaches expressed in
order of 10−5. Figure 7.10 presents the effect of the decreased precision on the
performance. As input size increases, the single precision version is approximately
40 to 60 percent faster than the pure parallel code.
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Fig. 7.9: Speedup of O3 optimization approach using loop unrolling for filter length
of 1000.

Fig. 7.10: Speedup obtained by the O4 optimization approach by decreasing the
precision.

7.4.5 Element version

The conducted experiments show that the element version actually decreases the
performance. This happens due to the synchronization and bank conflicts that need
to be performed in each step.



Chapter 8
Dataflow DSP Filter for ECG Signals

The content of this Chapter was published at the 13th International Conference on
Informatics and Information Technologies [41], 2016.

In this chapter, we focus on parallelizing the sequential DSP filter for processing
of the heart signals on dataflow cores. The DSP filter is used for preprocessing of
the ECG data, in order to eliminate noise from the ECG signal. Based on the noise
components of the ECG signal, several filtering methods are available, such as Low
pass, High bass and Bandpass filter.

Dataflow Computing is a completely different paradigm of computing than
traditional CPUs. Instructions are parallelized across the available space, rather
than time. It is a revolutionary way for High Performance Computing (HPC)
solutions[122, 59]. Data streams are optimized by utilizing thousands of dataflow
cores, providing order of magnitude speedups. Maxeler systems are used for dataflow
computing [4]. The performance of the parallelized code is compared to that of the
sequential code. Our analysis shows speedups linear to the kernel size of the filter.

8.1 Parallelization for Dataflow Computing

Algorithm 1 presents the sequential version of convolution of a one dimensional
input with a kernel. The complexity of the algorithm depends on the input and kernel
stream length, i.e O(nm). When run on a CPU, the flow is sequential, meaning
that the inner loop length depends on the kernel size. This flow is visualized in
Figure 8.1.

In CPU computing, iterations are parallelized across the available time, and per-
formed sequentially.

Dataflow is a completely different computing paradigm compared to the tradi-
tional CPUs. Here, the instructions are parallelized across the available space, rather
than time. Using this key feature, we have achieved parallelization of kernel com-
puting via Dataflow cores. In this manner, iterative kernel computation is massively
parallelized. Depending on the kernel size, up to thousands of dataflow cores can be
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Algorithm 1 Filtering algorithm
1: procedure CONVOLUTION(in,kernel,out)
2: i← 0
3: while i < inputSize do
4: sum← 0
5: j← 0
6: while j < kernelSize do
7: sum← sum+ in[i− j]∗ kernel[ j]
8: j← j+1
9: out[i]← sum

10: i← i+1
11: return out

Fig. 8.1: Flow of sequential filtering algorithm.

utilized synchronously, providing a speedup with a higher order of magnitude. The
proposed solution is visualized in Figure 8.2.

8.2 Tests and Results

The sequential code is tested on an 8-core Intel(R) Xeon(R) X5647, 2.93 Ghz sys-
tem with 12GB of memory. On the other hand, parallelized code is tested on a
Maxeler simulator. Five different kernel sizes are tested, and vice versa, for various
length ECG input signals.
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Fig. 8.2: Parallel Dataflow Computation algorithm.

Fig. 8.3: A segment of an ECG signal with several QRS complexes.

8.2.1 Functional Verification

To verify the functional characteristics of the execution of the sequential and parallel
algorithms we have provided several experiments. The input was a short sequence
of 500 samples of an ECG signal with all characteristic P, Q, R, S and T waves, as
presented in Figure 8.3.
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Fig. 8.4: The ECG signal filtered with a low pass filter of 30Hz.

Fig. 8.5: The ECG signal filtered with a high pass filter of 0.5Hz.

Figure 8.4 presents the effect of applying a low pass filter on the ECG signal.
One can notice that the 50Hz noise is eliminated.

The effect of the high pass filter is presented in Figure 8.5. The effect of this
filter is elimination of the baseline drift, caused by breathing and other physical
movements.

The effect of the band pass filter as a combination of a low pass and high pass
filter is presented in Figure 8.6. This filter eliminates the baseline drift, caused by
breathing and other physical movements and also the 50Hz noise caused by the
electricity.

We have verified both the sequential and parallelized solution and obtain identical
results.

8.2.2 Speed-up Analysis

Speed-up is calculated by (10.1), where Ts is the time required to process the se-
quential algorithm, and Tp is the time required to process the parallel algorithm with
p cores. Since the system clock on the sequential machine is much higher than the
system clock on the parallel machine, we will compare the number of sequential
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Fig. 8.6: The ECG signal filtered with a band pass filter between 0.5Hz and 30Hz.

steps Ns (operations required by the sequential algorithm) and the number of pro-
cessing steps Np (operations required by the parallel algorithm), by considering the
sequential system clock Cs and parallel device’s system clock Cp.

SP =
Ts

Tp
=

Ns

Np

Cp

Cs
(8.1)

Note that for each input signal, the speedup values are calculated by using Ts
and TP values for the same input configuration. Hence, the main reason for using
these values is to compare the performance of the sequential code on CPU and the
parallelized code on Maxeler Dataflow Engine (DFE).

Sequential running code has mainly two phases: the initialization and processing
phases. Let the input stream contains N elements and the filter kernel M elements.
On initialization, the input stream and filter kernel are transfered from the memory to
the CPU by a total of N +M memory access operations and the N output elements
are written in the memory. Processing phase requires N ∗M multiplications and
N ∗M additions. Assuming that each memory access, multiplication and addition
requires 1 processing step, the relation that shows the total number of processing
steps is presented in (8.2).

Ns = 2NM+2N +M (8.2)

The number of operations for the parallel algorithm is calculated differently. In
addition to processing, the dataflow engine needs to transfer data from memory to
device and return the results back, which is equal to a total of N +N +M memory
access operations for the input and output stream, and the filter kernel. The dataflow
engine performs operations on N samples concurrently in a pipelined manner, so
the processing takes N processing steps plus the pipeline length of the number of
operations, which is equal to the kernel length M. Note that the summation can be
realized in a tree parallel organization, which will take only log2M steps, but since
we expect that N >> M it will not affect the final result. So the total processing
steps is expressed by (8.3).
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Np = 2N +M+N +M = 3N +2M (8.3)

Table 8.1 presents the number of operations and calculated speedup for our ex-
periments where the input contains 100.000 samples and kernel length was 100,
500, 2000, 5000 and 7500. The sequential machine clock was 2.93 GHz and the
dataflow Maxeler device system clock 400 Mhz. The speedup increases with the
length of the kernel size.

Table 8.1: Speed-up analysis as the kernel size increase.

No. Plat-
form

Input
Size

Kernel
Size

Num. of
Opers. SP

1 CPU 100000 100 20200100 9.19DFE 301000

2 CPU 100000 500 100200500 45.45DFE 301000

3 CPU 100000 2000 400202000 179.72DFE 304000

4 CPU 100000 5000 1000205000 440.47DFE 310000

5 CPU 100000 7500 1500207500 650.18DFE 315000



Chapter 9
Parallelization of Digital Wavelet
Transformation of ECG Signals

The content of this Chapter was published at the 40th International Convention
on Information and Communication Technology, Electronics and Microelectronics
(MIPRO), IEEE [44], 2017.

Wavelet Transformation is being used in many signal processing applications. It
has been successful in the area of signal compression, data compression and detec-
tion of ECG characteristics. It mainly generates time-scale representation of an ECG
signal, thus making it possible to accurately extract features from a non-stationary
ECG signal [117, 14].

Wavelet Transformation is basically a linear operation, which decomposes a sig-
nal into various scales according to their frequency components. Each of these scales
is further analyzed with a predefined resolution [9].

Wavelet Transform of a continuous signal is by definition a sum of the sig-
nal multiplied by scaled and shifted versions of the wavelet function, used to di-
vide a continuous-time function into wavelets with the ability to construct a time-
frequency representation of the signal. In many practical applications, though, Dis-
crete Wavelet Transformation (DWT) is sufficient, as it provides only the vital in-
formation of the signal in a significantly faster manner.

This chapter aims at optimizing the sequential Discrete Wavelet Transform
(DWT) used for DSP filtering and feature extraction. DWT is a highly dependent
structure with numerous dependencies between data. We set a hypothesis that op-
timizing the DWT initialization and processing parts can yield a faster code. Our
analysis shows that proposed optimization techniques provide faster code.

9.1 DWT Algorithm analysis

The DWT algorithm contains two phases determined as initialization and process-
ing phases, as presented in Fig. 9.1. Table 9.1 presents the variables used in the
algorithm.
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Fig. 9.1: A high-level abstraction of the DWT algorithm.

The initialization phase creates the base context for the processing part of the
DWT. It is formed of 4 stages, which can be listed as Variable Initializations, Read-
ing Wavelet Coefficients, Output Delay Calculation and Step Array Calculation.

Variables are declared and initialized in the first stage, whereas wavelet coeffi-
cients are read on the second. In wavelet transformation algorithms, there is a delay
for the first output. This is calculated in stage 3. Finally, a vital step matrix for the
wavelet computation is calculated.

On the other hand, the processing phase is responsible for the transformation
itself. For each input element, the Wavelet Compute and Update (WCU) module
realizes the decomposition of the ECG signal into signal approximation and detailed
information.
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Table 9.1: Variables used in the DWT algorithm

variables meaning
i,m,k,K, and P loop index variables

t and f boolean evaluation , i.e true and false
D delay for the first output
L number of Wavelet levels
N data array input size (ECG data samples)
F filter length

WCU wavelet compute and update
IWCU inverse wavelet compute and update

The Inverse Wavelet Compute and Update (IWCU) removes the low-frequency
components and regenerates the signal. The output of IWCU is pushed to a circular
buffer of length D. The first baseline drift eliminated signal is actually produced
after D steps [19].

Let L be the number of wavelet levels to compute. Assuming an input ECG signal
using a 500 Hz sampling frequency, the highest frequency component that exists in
the signal is 250 Hz (each DWT level processing divides the band in two parts).
Since the ECG baseline drift removal needs a high pass filter of 0.5 Hz then the
DWT algorithm requires L = 9 wavelet levels.

Our research is concentrated on the parallelization of DWT algorithm. Analysis
shows that DWT has highly dependent structure. This in turn makes direct par-
allelization inconvenient. In this section, we provide the dependency analysis and
propose an efficient solution for parallelizing DWT algorithm.

Profiling the code showed that execution time is mostly spent in two segments of
the code. These are the Step Array Calculation stage and the Processing phase.

Algorithm 2 Step Initialization and Calculation Algoritm
1: P,K← 0
2: while P < L do . Initialization
3: while K < 2L do
4: Step[P][K]← 0
5: P← 0
6: while P < L do . Calculation
7: M,K← 0
8: while K < P do . Calculate M
9: M←M ∗2

10: while K < 2L do
11: Step[P][K]← 0
12: if K%M == 0 then
13: Step[P][K]← Step[P][K]+1
14: if K%(M ∗2) == 0 then
15: Step[P][K]← Step[P][K]+1
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Algorithm 2 shows the operations executed for the Step Array Calculation stage.
At a glance, it is seen that the complexity of this stage is O(L ∗ 2L). Especially on
high Wavelet levels, this part becomes a serious bottleneck.

The operations start with initializing the two-dimensional step array, of length L
and 2L. A 2-level loop is used, though the second level executes 2L iterations. Once
initialized, the calculations are performed on the second loop, requiring 2L iterations
for each input.

In the Processing phase, a loop iterates N+D times. Calculation of the delay D is
presented in Algorithm 3. We can conclude that D is proportional to CL ∗2L, where
CL is a constant number depending on level L. As the number of levels increases
significantly, the constant CL and N can be neglected resulting in an algorithmic
complexity of O(L∗2L).

Algorithm 3 Delay Calculation
1: D,P← 0
2: while P < L do
3: D← 2∗D+(F−1)

From the high-level algorithm presented in Fig. 9.1, we observe that in each
iteration WCU and IWCU iterate L times. Algorithm 4 presents the inner structure
of the WCU. Operations start from the first level and repeatedly execute until the last
level. The input to this module is the data value computed as result of the previous
WCU. WCU actively performs operations with the values of the dynamic wavelet
filter stored in the filter buffer.

Algorithm 4 Wavelet Compute and Update operations
1: Circular[Tail]← Previous
2: Tail← Tail−1
3: Next,P← 0
4: while P < L do
5: Next←Circular[P]∗Coe f f icients[P]

Each WCU operation starts with pushing the previously calculated value by a
preceding WCU to the circular buffer. The next step is to rearrange the tail pointer
of the circular buffer. Finally, the coefficients are convolved with the buffer. The
output of this operation is used as input to the next WCU. WCU is performed in a
sequence for all wavelet levels L.

IWCU practically contains same operations except that it uses Step array as an
indicator whether the operations will be performed or bypassed in the current itera-
tion. If Step array is 1, then the previously computed value by a preceding IWCU is
updated to 0.

From the profiled code we observed that WCU part is the most important bottle-
neck having a highly dependent nature.
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Fig. 9.2: A high-level view of Wavelet Compute and Update.

9.2 Dependency Analysis and Parallelization

The previous section presented algorithmic details, especially for the main bottle-
necks which are Step Array Calculation stage and the Processing phase. This section
discusses the data dependence between loop iterations.

Starting from the Step Array Calculation stage, it is observed that iterations are
independent, which is important for efficient parallelism. On the other hand, when
we analyze the Processing phase, we see that it has a highly dependent structure,
especially due to the fact that current input to the WCU or IWCU, depends on the
output of preceding WCU or ICWU computation.

To realize a visual presentation of the data dependence we will use that A −→ B
means B depends on A. Fig. 9.3 shows the data dependency of the Processing phase
implementation and gives an initial idea about the sequence of computations that
need to be processed. It also gives an idea how to arrange computations in a parallel
environment exploiting concurrent computations.

Each of the nodes presented in Fig. 9.3 stands for both WCU and IWCU opera-
tions. The result of WCU computing the input N and level L is basically the detailed
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approximation of the signal at L’th decomposition level. This information is then
transferred to the next L+1’th level of the N’th input signal for further processing.

The computations in each node realize a WCU operation, that is composed of
several steps. The first step inserts previously computed data sample. The second
step is to increment the tail of the circular buffer and lastly convolve coefficients
with the buffer, where the output of the convolution is passed as input to the next
WCU.

For a single input element, the detailed approximation for decomposition level L
starts by computing the approximation at first level. Detailed approximation at any
level is computed by performing a convolution with an orthonormal wavelet basis.
This information then is transferred to the next node, which is the right node in
Fig. 9.3. In this manner, by repeatedly computing and passing the detailed approxi-
mation to the right node, next level detailed approximation can be computed.

Once the level L is reached, the same procedure is applied to the next input ele-
ment which is at the bottom of the starting node. In this manner, the algorithm flows
from right to left when going at higher decomposition levels, and top to bottom
when computing the next input elements. One can observe that the algorithm has
highly dependent nature.

On the first sight, it is observable that dependency prevents direct paralleliza-
tion. However, several methods can rearrange the presented structure and parallelize
the execution. One possible way rearranges the nodes, such that the calculation of
values for a certain node assumes that previous (left and upper) nodes are already
calculated. We use the Pipeline-Parallel-Processing methodology for parallelizing
DWT.

Fig. 9.4 shows the organization and flow of computations in the existing data
flow arrangement of the nodes. One can observe that computation waves can flow
with 45 degrees to the axes. Each wave contains independent computations and can
be executed simultaneously at a given time stamp. This ensures that previous nodes
(found on the left) are already calculated. Due to this pipelined structure, the first
output will be ready after L iterations, which is 9 in this case.

When iteration size is relatively bigger, the overhead due to the opening and
closing phases of the pipeline can be neglected. Next section will outline the imple-
mentation strategies of the following algorithm to different platforms.

In this paper, we use OpenMP library to implement the parallel algorithm. The
Step Array Calculation stage does not have dependencies between loops, thus itera-
tions are directly parallelized by OpenMP loop directives.

On the other hand, for the Processing phase, each node in Fig. 9.3 computes the
WCU, by performing a set of complex operations. The idea behind is to allocate a
separate thread to each of the nodes. The main consideration would be to order the
execution of threads in the right manner, with the aim to produce a correct output.

The nodes (representing computations) found on the wavefront can be processed
independently when the previous nodes (on the left) are calculated and results are
transmitted to the neighbor. These threads are synchronized once they finish their
execution, and continued to the next iteration.
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Fig. 9.3: Dependency analysis of the Sequential DWT code. Each node presents a
WCU or IWCU operation.

Our analysis is based on using cores more than the maximum number of algo-
rithm nodes that can be simultaneously executed. This is critical in order to elimi-
nate delays. Let’s consider a reverse case of having less cores than needed, such as
4 cores and decomposition level 9. Fig. 9.4 shows the numbered WCU nodes. In
the first time step t = 1, only one thread will execute the node number 1 and other
threads will be idle. The next time step t = 2 addresses execution of 2 threads (nodes
2 and 10). This is followed by t = 3, where three cores will execute the code (nodes
3, 11, 19) and only one core will be idle. Starting with the fourth time step (t = 4) the
cores will fully execute the algorithm without idle moments. However, in the next
timestamp (t = 5) 5 nodes should be executed simultaneously and there are however
there are only 4 available cores. Thus, this will require 2 cycles in order to complete,
such that nodes 5, 13, 21, 29 will be executed in one cycle simultaneously, and, only
the node 37 will execute in the latter cycle, while the other cores will be idle. This
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Fig. 9.4: Simultaneous Execution of nodes on the DWT code for 9 decomposition
levels.
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Fig. 9.5: Execution times of running the three proposed optimizations, with input
size of 2000, 8000 and 32000. Number of cores are identical to number of Wavelet
Levels. Values are presented on a logarithmic scale of base 10.
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Fig. 9.6: Speedup of three proposed optimizations, with input size of 2000, 8000
and 32000. Number of cores are identical to number of Wavelet Levels.

will increase the delay, and decrease the performance of the application seriously.
The best performance for decomposition level of L is to use at least L cores.

By parallelizing the both bottlenecks, theoretically, the algorithm can achieve a
speedup of L on L cores. The next sections present experimental research of the
proposed optimizations.

9.3 Testing methodology

Denote the response time required to process the sequential algorithm be denoted
by Ts, and the response time required to process the parallel algorithm with p cores,
be denoted by Tp. Then, the speedup is defined as the ratio of the execution times
by (10.1).

SP =
Ts

Tp
(9.1)

The sequential and parallel code are tested on an Amazon C3 c3.8xlarge in-
stance. It consists of a high-frequency Intel Xeon E5-2680 v2 (Ivy Bridge) Pro-
cessor with 32 cores, 60GB of memory. The performance of the code is tested for
various wavelet levels.

OpenMP library is used for shared memory parallelism [105] without prebuilt
optimizations from the OpenMP library. The static scheduling method is used to
evaluate the sequential results.

Three optimization approaches are tested:

O1: Parallelization of Step Array Calculation
O2: Parallelization of Processing
O3: Complete Parallelization
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The experiments were defined by testing the each previously described optimiza-
tion approaches in a combination with the other approaches. Each experiment had
several test runs for various sizes of the input data stream that consist of 2.000, 8.000
and 32.000 samples of an ECG signal. The tested wavelet levels consists of 3 up to
24, with incremental steps of 1 level. Daubechies filters with length are used in the
experiment.

Although being theoretically possible, it is difficult to calculate behind 24 wavelet
levels practically, due to memory and architectural constraints.

Each test run for the experiments was tested at least five times and an average
value of measured times was calculated and used for further processing. Moreover,
functional verification was conducted to verify the functional characteristics of the
sequential and optimization parallel algorithm executions obtain identical results.



Chapter 10
Optimal Parallel Wavelet ECG Signal Processing

The content of this Chapter was published at the 14th International Conference on
Informatics and Information Technologies [43], 2017.

In this chapter, we investigate the dependence between the nodes in the DWT im-
plementation (and therefore to their corresponding threads) and the available num-
ber of cores that can execute the code. This analysis leads to valuable conclusions
that will allow construction of even better optimizations. We give a detailed anal-
ysis and also realize experimental testing to analyze the practical implementations.
Evaluation of the results are compared with the results of previously parallel code
[45].

10.1 Discrete Wavelet Transform Analysis

Our analysis on the previous study [45], showed that DWT algorithm contains two
bottlenecks, exposed in the Initialization and the Processing phase.

Observation is that the former phase does not include data dependencies between
iterations. This was a vital information for pure parallelization. Though, the latter
phase is highly dependent, preventing direct parallelization. This is presented in
Fig. 9.4 where data dependence is vizualised as A→ B, with the meaning B depends
on A.

10.2 Previous Parallel Algorithm

Our previous parallel algorithm [45] was based on optimizing both of the bottle-
necks. The Initialization phase was parallelized by a straightforward approach. Nev-
ertheless, high data dependency on the Processing phase required re-arrangement on
the nodes for a concurrent computation.
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Computation waves can flow with 45 degrees to axes where each wave con-
tains independent computations and can be executed simultaneously at a given time
stamp. This ensures that previous nodes (found on the left) are already calculated.
Due to this pipelined structure, the first output will be ready after L iterations, where
L is the number of wavelet levels.

The proposed implementation requires that each block of independent nodes to
be synchronized between iterations. However, this is a costly operation and prevents
theoretical speedup of L, when executed on L cores.

Next section gives further optimization strategies, in order to achieve the best
efficiency through the parallel algorithm.

10.3 Optimization Approaches

The methodology for testing the parallel algorithm on the previous study [45] was
based on executing both the bottlenecks on the same number of cores.

The algorithmic and storage complexity of the DWT is O(L ∗ 2L), making it
nearly hard to increase the Wavelet levels.

One interesting approach is to keep the core numbers for Initialization phase
high. This would increase the efficiency, simply because the data independent itera-
tions.

In the Processing phase the maximum available nodes that can concurrently be
processed is restricted to the number of wavelet levels. Thus, increasing the core
numbers, will only increase the number of idle cores. However, executing this region
with less number of cores can decrease the burden of barrier synchronization.

Our previous work did not address the effect of filter length. Theoretically, in-
creasing the filter length will directly increase the percentage of processing com-
pared to the percentage required to synchronize iterations.

Moreover, OpenMP provides built in optimization strategies [76]. Previous study
did not considered using them. It would be interesting to test their effect on the
barrier synchronization.

10.4 Testing Methodology

Let the response time required to process the parallel algorithm be denoted by Tp,
and the response time required to process the optimized parallel algorithm with p
cores, be denoted by Top. Then, the speedup is defined as the ratio of the execution
times by (10.1).

SOP =
Tp

Top
(10.1)
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The proposed optimization approaches are tested on an Amazon C3 c3.8xlarge
instance. It consists of a high-frequency Intel Xeon E5-2680 v2 (Ivy Bridge) Pro-
cessor with 32 cores, 60GB of memory. OpenMP library is used for testing the
proposed optimizations.

The following optimisation approaches will be tested:

OA1: Using more core numbers for Initialization phase.
OA2: Using less core numbers for Processing phase.
OA3: Increasing the filter length.
OA4: Using compiler optimizations.
OA5: Combined Effect.

On the previous study, we observed the effect of input size is negligible as the
wavelet levels increase. Due to this, the input size will be fixated to 10.000 sample
length ECG signal. Throughout the tests, wavelet levels vary from 3 up to 24, with
incremental steps of 1 level.

On the test environment, the maximum number of available cores is 32. Consid-
ering this, the test configuration is presented in Table 16.1.

Table 10.1: Test Environment Setup

Optimization
Approach

Description of The
Testing Methodology

OA1 Core numbers from 2 to 30, incremental steps of 2
OA2 Core numbers from 2 to 10, incremental steps of 2
OA3 Daubechies filters of length 4, 8, 16 , 32 and 64
OA4 OpenMP’s built-in O1, O2 and O3 optimizations
OA5 Combination of the most efficient approaches

Each test case was tested ten times and an average value of measured times was
calculated and used for further processing. Moreover, functional verification was
conducted to verify the functional characteristics of the executions obtain identical
results.





Chapter 11
Overview and Related Work

The content of this Chapter was published at the 6th International Conference on
Applied Internet and Information Technologies [40], 2016, 27th DAAAM Interna-
tional Symposium [42], 2016, 13th International Conference on Informatics and
Information Technologies [41], 2016, 40th International Convention on Informa-
tion and Communication Technology, Electronics and Microelectronics (MIPRO),
IEEE [44], 2017 and 14th International Conference on Informatics and Informa-
tion Technologies [43], 2017.

11.1 Related Work of DSP Filters

Anwar et al. [18] have published a solution using shared memory, without analyz-
ing the possibilities of the constant memory. Wefers et al. [135] have concentrated
on implementing a real-time convolution on frequency domain. Herdeg et al. [96]
have also concentrated on the frequency and time domain fast convolution. On time
domain convolution, though, authors have not provided any information related to
memory storage, access, and optimizations.

We have considered parallelizing DSP filters on a Maxeler dataflow engine [41].
We obtained promising results, with linear speedups proportional to the kernel
length. We calculated speedup by measuring a number of sequential steps needed to
convolve the signal, whereas here we compared execution times.

Additionally, we have focused on parallelizing DSP filtering algorithm on CUDA
[40], by utilizing thousands of GPU cores. The experiments have shown linear
speedups, proportional to the kernel size. Obtained results serve as a basis for this
research. We have also observed that threads per block (TPB) should be kept as high
as possible by considering the upper limit being provided by the specification of the
GPU card.

Sava et al. [118] have developed two parallel solutions for generic Wavelet Trans-
form for signal processing, without addressing specifically the concept of baseline
drift of the signal. Their algorithm is based on pipeline processing farming. They
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conclude that the performance of algorithm increases as filter length and data length
increase. However, authors have not provided any information about the impact of
core numbers, parallelization platform, and the scalability.

Kayhan and Ercelebi [80], proposed lifting scheme based DWT algorithm for
ECG denoising. Tests were conducted with an 360Hz ECG signal with 216.000
samples. Their algorithm provided fast executions where on Daubechies filter of 8,
0.141s execution times were provided.

Rajmic and Vlach [114] have proposed a real-time algorithm via segmented
wavelet transform analysis, presenting only the principle without practical imple-
mentations.

Stojanović et al. [127] have proposed optimized algorithms for biomedical signal
processing. Their results are 2-4 times faster than the sequential implementation,
though being incomparable with our work.

11.2 Overview of Obtained Results

11.2.1 CUDA DSP Filter for ECG Signals

This section evaluates and discusses the obtained results, and also provides an anal-
ysis of the TPB number to determine an optimal configuration of the algorithm.

This work contributes CUDA GPU parallelization for noise filtering of ECG
heart signals. The provided parallel solution takes advantage of thousands of CUDA
cores. Their size is increasing linearly to the input length used.

Results obtained by executing the sequential algorithm and the parallel CUDA
algorithm show they are identical for low-pass, high-pass and band-pass filters.

The analysis on GPU shows that higher available numbers for threads per block
produce higher speedups. Increasing the kernel length has a noticable effect on the
speedup. The row version of the CUDA algorithm achieves a speedup proportional
to the input and filter length.

This research is the first step of the ECG signal processing with the intention to
extract hidden information.

As future work, we plan to carry out more tests on multiple GPUs tied together
and compare the results to the OpenMP and similar solutions. We also plan to find
a more appropriate CUDA algorithm and optimize the GPU execution if possible
by an element algorithm version, where the threads are defined on element level,
and not on a row level, expecting that the parallelized code will scale linearly with
increasing filter size, and achieve even higher speedups by eliminating the synchro-
nization barriers and aligning the memory access without bank conflicts.
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11.2.2 Optimizing high-performance CUDA DSP filter for ECG
signals

Figure 11.1 combines the optimizations compared to the double precision version
of the previous code. We observe that Shared Input and Output version speedups the
code by 13% and 78%. Using Constant memory version is 15% faster compared to
the previous code [40]. Combining these, the maximum speedup of 2.4 is obtained.
Thus we can conclude that the hypothesis we set is confirmed.

Fig. 11.1: Performance gain by a combination of optimization approaches.

We were also interested to investigate the effect of the loop unrolling. We observe
that using a loop unrolling with a length of 64 introduces additional 4 % perfor-
mance gain. Additionally when the precision is decreased to 32 bit, the speedup in-
creases up to 6. An interesting case was to see whether the element version performs
better. We observed that, due to the internal synchronization and bank conflicts per-
formed on each step, the performance of the element version is not attractive.

This research was concentrated on time-domain convolution. Generally, data in-
tensive streams are convolved on the frequency domain, by actually multiplying two
signals on the frequency domain. Gained results were much faster, but the results
were not accurate. This is because ECG signal is not always periodic; since the
heart beat rate changes due to physical activity, emotional state, etc. So, in the case
of ECG, frequency-domain convolution is not recommended.

We also investigated the usability of NVIDIA’s CUBLAS library to dispatch
each of the required convolution calculations as a Level 1 BLAS (Basic Linear Al-
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gebra. Subprograms) caxpy (Scalar Alpha X Plus Y) operation. Caxpy computes a
constant alpha times a vector x plus a vector y, and finally, overwrites the initial val-
ues of vector y. In the case of ECG signal, the impulse response has variable filter
elements, making the use of this operation useless.

Moreover, we designed and implemented the element version of convolution for
ECG signal context using explicit synchronization for reduction and summation.
Even though the reduction operation has logarithmic complexity, our tests have
shown that this approach decreases the performance. We plan to develop an opti-
mized algorithm where multiplications will be distributed across different blocks,
and the synchronization will be handled inside threads of a block. We believe that
this will optimize the current version of the code.

Higher speedups are obtained when using single instead of double precision. This
is directly related to the achieved GFLOPS (billions of floating point operations per
second) of the device. On GPUs, double precision GFLOPS is smaller than the
single precision [1], which results in faster executions when floating point numbers
are used.

In this research, we have also considered using loop unrolling. Approximately
1-5 % performance gain is obtained with double precision. We have also tested to
decrease the precision, and nearly doubled the performance of the algorithm.

This research contributes to the CUDA GPU optimization strategies for the noise
elimination on ECG heart signals. The proposed optimizations, take advantage of
intra-block shared memory and the general constant memory. By storing ECG seg-
ments on shared memories, we have optimized the memory accesses.

Additionally, we used storing of the filter coefficients on the constant memory,
thus consecutive reads of the same address does not generate any additional memory
traffic. We are aware of the limitations, where filter length should be smaller than the
maximum number of threads per block due to the internal synchronization inside a
block.

Results obtained by executing optimized algorithms show they are identical for
each of the filter types. From the obtained results, we can conclude that proper
usage of shared and constant memory has a positive impact on the performance.
Our analysis showed that their combined effect yield 2.4 times faster executions
compared to the previous code. We can, therefore, conclude that the hypothesis is
confirmed.

Considering loop unrolling speeds up the code by 1-5%. Moreover, we tested the
decreased precision effect on the performance and got nearly 1.5 faster code when
on 1000 filter length. We observed that the element version is not effective when
ported on GPU.

It is important to note that each of the proposed optimization techniques adds up
to the combined speedup. We observed that the best-combined effect had a speedup
of 6.
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11.2.3 Dataflow DSP Filter for ECG Signals

The provided parallel solution takes advantage of thousands of Dataflow cores.
Their size is increasing linearly (according to the maximum number of available
space) depending on the kernel size used.

Results obtained by executing the sequential algorithm and the parallel dataflow
algorithm show that the obtained results are identical for low-pass, high-pass and
band-pass filters.

The analysis shows that the speedup is proportional to the filter length. In this
research we have experimented with the Hamming window and the Blackman win-
dow with length of 100 and 200 elements to obtain relatively good results.

11.2.4 Parallelization of Digital Wavelet Transformation of ECG
Signals

Fig. 9.5 presents the execution times on a logarithmic scale with base 10 since the
algorithm complexity is O(L∗2L). Additionally, Fig. 9.6 presents the speedup values
for the proposed optimization approaches. Input sizes are selected as 2000, 8000 and
32000 samples of ECG activity. Wavelet levels vary from 3 to 24, with incremental
steps of 1. The increase of wavelet levels demands more cores.

It can be observed that O1 optimization approach tends to give positive results.
The performance of the code is increased by roughly 20% for increased number of
wavelet levels and cores.

The results with the O2 and O3 optimization approaches are not efficient. This
is due to the barrier synchronization, used to synchronize the nodes.

This can be neglected only when the number of nodes (that can simultaneously
execute wavelet levels) is relatively high.

Speedup values presented in Fig. 9.6 show that the optimization approach O1
gives up to 20% faster code. This was the expected case since the Step Array Calcu-
lation phase does not contain any data dependencies between loop iterations. Con-
sidering that an input ECG signal is using a 500Hz sampling frequency, then elimi-
nating the baseline drift will require 9 or 10 wavelet levels. In this case, the proposed
optimization approach will yield 10−15% faster code.

Moving forward to the optimization approach O2, it is clearly seen that this ap-
proach is not attractive for significantly low number of wavelet levels. As wavelet
levels increase, the performance of the algorithm increases. The main reason not to
obtain a higher speedup is the overhead of using barrier synchronization for syn-
chronizing nodes.

Since using higher wavelet levels is practically not possible we conclude that this
strategy is not attractive. Same arguments can be made for the optimization approach
O3, except that it is yielding a bit faster code compared to the optimization approach
O2.
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Fig. 11.2: Speedup of the paralleled Initialization phase with fixed number of cores
compared to an implementation with cores equal to the Wavelet levels.

We tried using explicit synchronization strategies, without any success. Such
strategies are only efficient on a high level of iterations.

Based on the results presented, we can conclude that the hypothesis set in this
paper is partially confirmed. Even though the proposed parallel algorithm for the
processing part was not efficient on small wavelet levels, parallelization of the ini-
tialization part resulted with a faster code.

This work contributes OpenMP parallelization for the baseline drift elimination
of ECG heart signals. Three optimization strategies were provided.

Results obtained showed that parallelizing the initialization part gives a speedup
of nearly 1.2. On the other hand, the parallelization approach for processing part was
based on transforming loop iterations, in a manner that they become independent.
Pipelined parallel algorithms were developed, and tested.

Our observation is that, on low wavelet levels, the parallel algorithm for the pro-
cessing part is not efficient. This is primarily due to barrier synchronization between
iterations.

We also tested the effect of input sizes. Unless the delay is bigger, input size plays
a huge role in the speedup. The higher the input size is, the higher the speedup.

In both cases, it can be noted that the provided algorithm is scalable. Theoreti-
cally, if we run the algorithms on higher orders of magnitude, the achieved speedup
will be higher.

11.2.5 Optimal Parallel Wavelet ECG Signal Processing

Figure 11.2 presents the speedup values when running the parallelized Initialization
phase with fixed number of cores. These values are calculated by comparing with
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Fig. 11.3: Speedup of the paralleled Processing phase with fixed number of cores
compared to an implementation with cores equal to the Wavelet levels.
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Fig. 11.4: Speedup of combining the best optimisation approaches compared to an
implementation with cores equal to Wavelet levels without optimisations.
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Fig. 11.5: Average speedup of the paralleled Processing phase with different filter
lengths.

the case when running on core numbers equal to Wavelet levels. It is observed that,
from wavelet levels ranging from 3 to 10, the fixed 2 core execution is faster by an
average speedup of 12%. Similar speedup is obtained between wavelet levels 11 and
20, when running on 4 cores. On wavelet levels higher than 20, the average speedup
is calculated to be 14%, though on executions with fix 10 cores.

These results indicate that, running the initialization phase on fixed number of
cores yield faster code. It is observed that, as the wavelet increase, using higher
number of cores becomes efficient. The speedup which is obtained is nearly 12%.
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Fig. 11.6: Speedup of the parallel algorithm with using built-in OpenMP optimiza-
tion flags.

Next, on the Figure 11.3, speedup values which correspond to running paral-
lelized Processing phase with fixed number of cores. Again, values are calculated by
comparing with the case when running on core numbers equal to Wavelet levels. It
is observed that this optimization approach is effective especially when the Wavelet
level is greater than 13. Fix core 2 case yields the best results. This was expected,
since it decreases the negative effect of barrier synchronization. On wavelet levels
higher than 13, the average speedup is calculated to be 10%, though on executions
with fix 2 cores.

Figure 11.5 presents the effect of filter length. Filter length has an effect only on
the Processing phase, thus test is conducted on the complete parallelization case. As
expected, increasing the filter length has a direct effect on the speedup of the paral-
lelization. This is primarily due to the fact that, as filter length increase, the effect
of synchronization becomes less important. On filters of length 64, the completely
parallel algorithm performs 2 times faster.

The effect of compiler optimizations is shown in Figure 11.6. Results indicate
that the build-in O3 optimization, fastens the completely parallel algorithm by at
least 15%.

Figure 11.4 shows the combined effect of the optimization approaches, where the
code is tested on the best configuration, i.e. fix 2 cores, with 64-length Daubechies
filter and built-in compiler optimization flag O3. Observation is that on Wavelet lev-
els less than 10, the Step Optimization algorithm has an average of 4 speedup. What
is more interesting, when the Wavelet levels are greater than 10, the optimizations
yield a speedup of 4 Complete Parallelization, in a scalable nature.

Observation is that proposed optimisation approaches can yield faster codes
when run on proper configurations.

This work contributes OpenMP optimization for the baseline drift elimination
of ECG heart signals. Totally five optimization approaches were proposed. Results
indicate that, each of them can yield faster codes on proper configuration.

Approaches OA1 and OA2 yields speedup values of at least 10%. On the other
hand, results showed that as filter length increases, the proposed parallel algorithm’s
efficiency increases. To be more specific, the OA3 approach speeds up the parallel
code by a factor of 2, when the filter length is increased from 4 to 64.
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The effect of compiler’s built-in optimization strategies were tested. The out-
come of this OA4 approach was that the O3 flag performs best, with at least a 15%
performance gain.

Lastly the combined effect was tested as the proposed OA5 approach. Observa-
tion was that the combined effect yields a speedup of 4.





Part III
QRS Detection





Chapter 12
Optimal DSP Bandpass Filtering for QRS
detection

The content of this Chapter was published at the 41st International Convention
on Information and Communication Technology, Electronics and Microelectronics
(MIPRO), IEEE [64], 2018.

ECG signal is usually contaminated with noise, that can stem from different in-
ternal and external sources, such as environmental noise or internal body muscle
movement. The next step is to reduce the search space and extract only the QRS
complexes as much as possible in order to construct a good QRS detector. Analyz-
ing the QRS structure and the properties of a typical ECG signal, one can conclude
that a bandpass filter can successfully be used for these purposes. Some authors sug-
gest using only a high-pass filter to extract the QRS complexes, mostly based on the
knowledge that the intensity of QRS is larger than the intensity of high frequencies
noise.

To avoid misinterpretations due to the baseline drift and other potential noise and
obstacles generated by other internal waves, we continue with an analysis based on
bandpass filters. Our goal in this chapter is to determine the optimal values of the
bandpass filter that can successfully eliminate the noise and extract the QRS waves
only.

Therefore, we will investigate the effect of the filter length in case of FIR filtering,
or other characteristics relevant for IIR filters or wavelet filters, trying to find the
optimal values of the central frequency, bandwidth and -3 db cutoff frequencies of
the filter. The influence of the band pass filter will be evaluated by the accuracy,
sensitivity, and precision. We use the standard MIT-BIH database while evaluating
the algorithm.

12.1 Analysis of the ECG and QRS spectra

We have analyzed experimentally the power spectra of QRS complexes and other
signals including the noise of the MIT-BIH dataset of 48 records. Here we present,
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Fig. 12.1: Relative power spectra of QRS complexes (MIT-BIH 100).
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Fig. 12.2: Relative power spectra of noise, P and T waves (MIT-BIH 100).

a typical spectrum for patient ID=100 in Fig.12.1 for QRS signals only, and in
Fig.12.2, the determined noise spectra and the spectra of the P and T waves.

Although the measured values mostly correspond to the earlier findings and con-
clusions, we can determine that there is no clear distinction of the exact QRS band.
Note that the patients with pacemakers have a slightly different spectrum, mostly
due to the fact that the QRS is shorter.

One can observe oscillations in the range of 0 and 10 Hz in the spectra of the
QRS complexes and a typical answer is that they happen due to respiration and
muscle movements. However, the respiration rate and muscle movement affect only
the spectra from 0 to 1 Hz.
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Oscillations in the region from 1 to 10 Hz represent a typical situation of a fre-
quency modulation between the QRS complex waves and heart rate waves. Suppose
that a typical QRS wave is a part of an ideal sine wave with a frequency of fQRS.
Then this wave is repeated at regular time intervals determined by the heartbeat
rate with frequency fHR. A composition of these two signals results in a frequency
modulation of the signal with a higher frequency ( fQRS), also known as carrier fre-
quency, with a signal with a smaller frequency ( fHR) or signal frequency. The power
spectra of this composed signal will consist of these two frequencies presenting the
corresponding intensities.

However, in reality, the QRS wave is not an ideal sine wave and it is a composi-
tion of several frequencies. This also applies to the heart beat since a typical heart
changes its frequency almost in each heartbeat. This is reflected as a variation of
the carrier frequency. The oscillations in the observed spectra, actually represent the
effects of frequency modulation of these signals.

The following analysis addresses the power spectra of the QRS complexes
(Fig. 12.1) in the band 0 to 10 Hz. The regular peaks that repeat each 1.25 Hz are
noticeable and they represent the heart rate frequency fHR, which corresponds to the
average heartbeat rate of 1.25∗60 = 75BPM. The variations in the sine wave shape
present the heart rate variations, and in higher harmonics, they are less expressed.
One can notice that a low pass filter will determine the heart rate frequency ( fHR)
and the high-pass filter, the carrier frequency ( fQRS).

The same frequency modulation phenomenon can be observed also for T (and P
waves although they are smaller in intensity) in Fig. 12.2. One can notice the first
harmonic with a value of about 3.8 Hz, and its harmonics.

In this paper, we desire to determine the spectra of the carrier frequency and
detect the QRS complexes, by a theoretical interpretation of the experimental results
about spectral analysis at higher frequencies.

The literature [15] points the typical values of time duration of a normal heartbeat
QRS complex to be between 60 and 120 ms. The inner part of the signal that mostly
looks like a half sine wave occupies approximately most of this interval. So, one
can expect that the distribution is mainly around a frequency that corresponds to
a full sine wave of 120 ms, which in fact is 8.33 Hz. A larger and smoother QRS
complexes last 120 ms correspond to 4.17 Hz, and smaller sharper QRS complexes
might last at least 30 ms, which correspond to 16.7 Hz.

So far, our analysis leads to a conclusion that filtering the signal within 4 and 20
Hz will reduce the feature space to mostly the values of those in the QRS complexes.
Note that in the case of paced beats, the QRS complexes might look even sharper
and last less than 30 ms, which will need filtering with frequencies higher than 33
Hz. On the other hand, in the case of premature ventricular beats, the morphology
of the QRS complex is prolonged and might last more than 250 ms, which leads to
frequencies lower than 4 Hz.

The problems in detection might arise by the onset of P and T waves. The typical
values of P waves (half sine wave) is 110 ms, so its power spectral energy will be
around 4.5 Hz. T waves are even larger than 200 ms that corresponds to frequencies
below 2.5 Hz.
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This analysis shows that a bandpass filter with a central frequency of approxi-
mately 8.33 Hz and cut off frequencies at 4 Hz and 20 Hz will enable feature space
reduction to extract QRS complexes. However, a good QRS detector has to be im-
plemented also on experimental results and analyze also the other sources of the
power spectra, including the environmental noise, P and T waves and muscle and
motion artifacts.
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Fig. 12.3: Accuracy for different bandpass filter values for FIR filters.

12.2 Testing Methodology

There is no ideal filter design, so this is why we analyze several filters to estimate
their performance not just from the feature space reduction and noise elimination
aspects but also from the aspects of their computational complexity, and their im-
plementation in real environment with real wearable sensors, such as the long-term
Savvy ECG sensor [119].

For the experiments, we have used a differential approach to detect a QRS com-
plex, based on applying filtering with DWT reconstruction db3 low and high pass
filters, which actually constructs a bandpass filter. The output of this filter is com-
pared to a threshold value, which is calculated as one-third of the average value of all
output items. The experimental environment was a computer with a high-frequency
Intel Core i7-3632QM CPU @ 2.2 GHz processor with 8 cores, and 12GB memory.

The dataset used was the MIT-BIH database [99]. We have conducted test cases
on all 48 records with 650000 samples each corresponding to 30 minutes ECG
records with a 360 Hz sampling frequency.
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Fig. 12.4: Frequency response characteristics of used FIR, IIR and DWT filters.

The test cases included high-pass cutoff frequency ranges from 1 to 14 Hz with
incremental steps of 1Hz and low pass cutoff frequency from 15 up to 35Hz, with
incremental steps of 1Hz.

The test range of the band pass FIR filter length, ranges from 11 to 201 with
incremental steps of 10. On the last case, the best parameters will be combined and
tested. We have used FIR filters with lengths of 5 up to 201 and IIR filters with
length of 5, 7, 9, 11, 13 and 15.

The signal filtered by DWT was reconstructed by using the approximation of A3
(0-22.5Hz) and deducting the A5 (0-5.625Hz) which leads to a bandpass filter with
a close approximation of the desired band between 5.625 - 22.5Hz.

The test goal is to measure and optimize the sensitivity (SEN), accuracy (ACC)
and positive predictivity rate (PR) values, as defined by (12.1).
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SEN =
T P

T P+FN

ACC =
T N +T P

T N +T P+FN +FP
(12.1)

PR =
T P

T P+FP

To calculate these performance measures we used the count of those beat anno-
tations that appear to be correct by true positive and denoted by T P, and samples
that were correctly annotated that are not peaks true negative denoted by T N. An-
notations that were generated as a QRS peak, but are not real heart beats as false
positive by FP, and those that were missed by the algorithm are false negative as
FN. Our testing QRS detection algorithm is based on a wavelet filter using a simple
algorithm based on differential approach testing the slope of the ECG curve. The
performance of the algorithm is 99.63% QRS sensitivity values, without using extra
filters prior to applying the QRS detector algorithm.

Table 12.1: Comparison of various filters on QRS detection sensitivity (Sens.), ac-
curacy (Acc.) and positive predictivty rate (PR).

Filter Type TP TN FP FN Sensitivity Accuracy PR
No Filter 105443 0 2874 4051 0.963 0.938 0.973
FIR (9) 106683 0 2888 2811 0.974 0.949 0.973
IIR (9) 108486 0 1141 1008 0.991 0.981 0.989

DWT (db2) 108668 0 1165 826 0.992 0.982 0.985



Chapter 13
Optimizing the Impact of Resampling on QRS
Detection

The content of this Chapter was published at the International Conference on
Telecommunications, Springer [65], 2018.

Hamilton [69] has created a QRS detector that works on a sampling rate of
200 Hz and tuned threshold parameters to obtain a relatively good performance,
measured as QRS detection sensitivity and positive predictive rate.

Three different peaks may be classified in the QRS detection process, a real QRS
beat: a pattern with identified Q, R and S points with predefined slope and ampli-
tude; a noise peak: generated by muscles or skin, which does not follow the pattern
either by the number of detected points, amplitude or length; or artifact: a peak that
looks pretty much as a QRS beat, but lacks the amplitude or occurs due to muscle
movements or loose contact with the electrode.

In this chapter, an experimental research is used to measure the performance of
different sampling rates and find the optimal threshold values.

13.1 A QRS Detection Algorithm

QRS detection algorithms generally follow a standard procedure [106]. They start
with digital signal processing (DSP) filters with the aim to reduce noise and weaken
the effect of other waves on QRS detection. In the next phase the signal is matched
against a threshold. Last, there is a decision layer to classify peaks as real or noise.

One of the first published and most cited paper for QRS detection is the Pan &
Tomkins algorithm [107]. Apart from being a real-time algorithm, it offers the abil-
ity to adapt to noises. One of the disadvantages of this algorithm is the dependence
on the sampling rate, which is configured to run at 200 Hz, and its bad performance
on long records with small amplitudes. Unfortunately, there is no information about
bit resolution in their work.

Hamilton’s algorithm is another similar derivative-based approach [69]. It uses
a preprocessor similar to the Pan & Tomkins algorithm and offers a different set of
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complex rules for decision making. An open source implementation code has been
released by EP Limited [70].

The algorithm starts processing the input signal with a 16 Hz low pass filter,
followed by an 8 Hz high pass filter. The output is provided to a differentiation filter
that calculates a difference between consecutive samples and determines the slope
of the signal. Then, an absolute value is calculated and the average is calculated
over an 80 ms window. This ends the first phase where the energy of the signal is
calculated, as presented in Fig. 13.1 b) for the signal in Fig. 13.1 a).
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Fig. 13.1: Detecting artifacts, noise and real peaks based on values of static and
dynamic thresholds in the original Hamilton’s algorithm presented on signal extracts
over record 113 (MIT-BIH Arrhythmia database).

The second phase detects if the energy output is a peak, and classifies the peak
as an artifact, noise peak or real beat. Peaks are determined by calculating local
maximums and comparing them to a static and dynamic threshold. The static peak
determines if the analyzed local maximum is an artifact or candidate peak, while
the dynamic threshold classifies real peaks by extracting noise. The effect of static
and dynamic threshold filters is illustrated in Fig. 13.1, where the peaks A, and C are
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real beats (reaching a value over both thresholds), whereas B as noise peak (reaching
over static threshold, but not dynamic) and D as an artifact (below both thresholds).

The dynamic threshold is calculated as a mean of the last eight candidate peaks.
The default implementation uses a fixed static threshold equal to MIN AMP PEAK =
7. In our improved algorithm, we treat this parameter as modifiable. The experi-
ments [46] show that decreasing this value will produce more artifacts and higher
number of true beats, and vice versa.

When we tested our improved algorithm, we have found that the optimal value
of the threshold parameter depends on the quality of the analog to digital convertor,
i.e. on the sampling frequency and bit resolution. The optimal value needs to be
selected as a compromise between the number of artifacts, and true peaks, balancing
the number of beat misses and extra found peaks.

13.2 Experiments

Testing was conducted on an annotated ECG benchmark databases in order to com-
pare the results, the MIT-BIH Arrhythmia ECG Database [99] in particular. It con-
tains two-channels of 48 half-hour ECG recordings publicly available on the Phys-
ionet web site [63]. The original recording frequency is 360 samples per second per
channel with 11-bit resolution over a 10 mV range.

13.2.1 Test Cases

In our experiments we excluded the paced beat records 102, 104, 107 and 217, and
tested a total of 44 records. The input test data was only the first ECG channel.

The experiment is planned with a lot of test cases. We start the experiment with
the default fixed static threshold value of 7 and measure QRS detection performance
on a set of sampling frequencies starting from 100 up to 360 with an increase of 25
(last two increases are 30 instead of 25).

The next test cases consisted of the same environment and a different static
threshold parameter, starting from 2 to 10, and included other threshold values (not
just evaluating the fixed value of 7).

13.2.2 Test Data

We have measured the number of true positive (TP) detections, which correspond
to correctly detected beats, the number of false positive (FP) errors, which is equiv-
alent to false detection of extra peaks that are not real beats, and false negatives
(FN) errors, which is equivalent to misses in detection of real beats. Performance
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measures are evaluated through QRS sensitivity QRS positive predictive rate, cor-
respondingly calculated as (13.1) and (13.2).

QSE =
T P

T P+FN
(13.1)

Q+P =
T P

T P+FP
(13.2)

QRS sensitivity indicates how many of the real beats are detected compared to
the total number of beats; and the QRS positive predictive rate specifies how many
of the detected peaks are real beats. It means that the QRS sensitivity specifies the
successfulness of detecting all real beats, whereas the positive predictive rate speci-
fies the successfulness of detecting real beats and avoiding false detections.

Given these performance measures, we can not posit what is better: to have higher
QRS sensitivity and lower positive predictive rate, or vice versa. For example, it is
ambiguous to compare an algorithm with a little higher value of QRS sensitivity,
but much lower value of positive predictive rate than another algorithm.

In our analysis, we give a performance advantage to those that have approxi-
mately equal values of QRS sensitivity and positive predictive rate, or a higher value
of sensitivity than the positive predictive rate.

13.3 QRS Detection Performance at Different Sampling Rates

This section presents the results from the experiments. It aims to evaluate the depen-
dence of QRS detection performance on different sampling frequencies and to find
an optimal threshold parameter for achieving the best QRS detection performance.

13.3.1 Fixed threshold - Hamilton’s approach

Fig. 13.2 presents the dependence of QRS sensitivity and positive predictive rate on
different sampling frequencies. In the figure, x-axis represents different sampling
frequencies (from 80 to 360) and y-axis the QRS sensitivity QSE and positive pre-
dictive rate rate Q+P.

QRS sensitivity fluctuates between 99.53% for a sampling frequency of 100 Hz
to 99.81% for 250 Hz. The average QRS sensitivity is equal to 99.74% with a stan-
dard deviation of 0.081.

QRS positive predictive rate fluctuates within a smaller range of values (99.71%
and 99.79%) and achieves an average value of 99.75% with a standard deviation of
0.032.
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Fig. 13.2: QRS performance vs sampling rates for fixed static threshold equal to 7.

According to our measurements, the best performance is reached for a sampling
frequency of 175 Hz. One can conclude that there is a discrepancy in QRS sensitivity
and positive predictive rate at different sampling frequencies.

The best performance is, when the sensitivity and positive predictive rate reach
almost the same values, and at the same time, their value is high. Note that the
original Hamilton’s algorithm was tuned for the static threshold parameter of 7 at a
sampling frequency of 200 Hz.

Another interesting discrepancy is the dependence trend. The positive predictive
rate reaches lower values at sampling frequencies that are modulo 50 than in the
neighboring frequencies.

13.3.2 Performance Testing Different Threshold Values

To determine if there is a better performance than the one achieved for the fixed
static threshold value we conducted test cases for pairs of different threshold values
and sampling frequencies.

The dependence of QRS detection performance on different sampling frequen-
cies and different threshold parameters are presented in the 3D graphs in Fig. 13.3
and Fig. 13.4. The x-axis presents the sampling frequencies, the y-axis represents
different static threshold parameters and the z-axis (depth) presents the correspond-
ing QRS sensitivity and positive predictive rate in Fig. 13.3 and Fig. 13.4.

A fixed static threshold parameter with a value of 7 reveals a relatively satisfac-
tory performance for the QRS positive predictive rate only, even though higher static
threshold values reveal higher QRS positive predictive rates. However, as we have
discussed earlier, one needs to make a compromise and achieve a higher value of
QRS sensitivity at the same time.

Normally, QRS sensitivity is higher for smaller static threshold parameter values.
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Fig. 13.3: QRS sensitivity values for different thresholds at different sampling rates.
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Fig. 13.4: QRS positive predictive rate for different thresholds at different sampling
rates.

QRS sensitivity reaches the smallest value of 98.49% for a sampling frequency
of 100 Hz and a threshold parameter of 10 and the highest value of 99.87% for
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200 Hz. The average QRS sensitivity is equal to 99.71% with a standard deviation
of 0.173 in all conducted test cases.

The lowest value 99.40% of the QRS positive predictive rate is reached for a
sampling frequency of 100 Hz and threshold parameter 2, and the highest value of
99.88% for 225 Hz and threshold parameter 10. The average value in all test cases
is 99.72% and standard deviation of 0.09.

To conclude, the threshold parameter needs to be tuned to achieve the best per-
formance.

13.4 Discussion

This section discusses the optimal threshold parameter values at different sampling
frequencies.

13.4.1 Optimal Threshold and Performance

Fig. 13.5 presents the optimal threshold values found in our experimental research,
where the x-axis represents different sampling frequencies and the y-axis the optimal
threshold values.
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Fig. 13.5: Optimal threshold values at different sampling rates.

The performance for optimal threshold values at different sampling frequencies
is presented in Fig. 13.6.

QRS sensitivity reaches higher values than those achieved for a fixed static
threshold. The minimum value of 99.73% is reached instead of 99.53% for a sam-
pling frequency of 100 Hz and maximum 99.86% (for 330 Hz) instead of 99.81%
(for 250 Hz). At the same time the QRS positive predictive rate reaches a minimum
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Fig. 13.6: Optimal performance values at different sampling rates.

of 99.67% (for 100 Hz) and maximum of 99.80% (for 250 Hz) instead of 99.79 Hz
(for 225 Hz).

The average performance values obtained for optimal threshold values are im-
proved to 99.80% QRS sensitivity instead of 99.74% with fixed threshold keeping
the same average value of the QRS positive predictive rate. At the same time the
standard deviation is reduced to 0.044 instead of 0.081 for QRS sensitivity, which
is almost the same as the standard deviation of the QRS positive predictive rate.

13.4.2 Optimal vs Fixed Static Threshold Performance

Fig. 13.7 and Fig. 13.8 correspondingly compare QRS sensitivity and positive pre-
dictive rate for found optimal and fixed static threshold values at different sampling
rates.

In all cases, the optimal threshold parameter achieves a better performance with
an exception at the sampling frequency of 250 Hz.

Although, this conclusion is also valid for the QRS positive predictive rate, it can
be noted that there are cases where the fixed threshold parameter .reaches higher
values, such as for 200 and 225 Hz, or 300 and 330 Hz, but these discrepancies
are very small and the selected optimal threshold parameter compensates for this to
achieve higher QRS sensitivity at these frequencies.

13.4.3 Response Time and Performance Analysis of Sampling
Rates

Fast response is an important issue, especially if the algorithm is to be built in wear-
able ECG sensing devices. Due to limited resources and energy supply, one would
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Fig. 13.7: QRS sensitivity at different sampling rates for optimal static threshold
values.
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Fig. 13.8: QRS positive predictive rate at different sampling rates for optimal static
threshold values.

appreciate an algorithm that achieves the best performance by executing fewer op-
erations.

In most of the differentiation (derivation) or DSP based algorithms, the com-
plexity of the algorithm is linear O(n) meaning that it is directly dependent on the
number of samples. This means that signals sampled on a sampling frequency of
125 Hz will have approximately three times less data than those sampled at 360 Hz
sampling frequency.

Therefore, one would prefer a lower sampling frequency, which still achieves the
best performance.

Note that using frequencies below 125 Hz generate a lot of false detections and
decrease the expected QRS detection performance.

Nyquist [103] determines the minimal sampling frequency to be twice the max-
imum frequency of the signal to be converted into a digital stream. The highest
frequency of the heart beat is 220 beats per minute, which is less than 4 Hz, the
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analysis of the QRS spectra is in the range between 5 and 20 Hz. Some features,
such as short QRS peaks shorter than 40 ms may go even beyond this limit, which
corresponds to 25 Hz. Therefore, the sampling frequency should be more than 50Hz.

13.4.4 Comparative Analysis

Hamilton has measured the performance of the QRS detector at different sampling
rates [70], and obtained the results presented in Table 13.1.

Table 13.1: QRS detector performance at different sample rates

MIT BIH database AHA database
Sample Rate QSE Q+P QSE Q+P

100 0.996856 0.997905 0.995839 0.996423
125 0.997426 0.998257 0.996660 0.996788
150 0.997458 0.998016 0.997429 0.997652
175 0.997601 0.998093 0.997119 0.997268
200 0.997426 0.998071 0.997397 0.997588
225 0.997228 0.997994 0.997268 0.997769
250 0.997502 0.998060 0.997087 0.997300
300 0.997360 0.998016 0.997450 0.997897
325 0.997448 0.997874 0.997578 0.997684
360 0.997535 0.998038 0.997503 0.997865

The performances fluctuate in the range up to 0.08% between 99.68 and 99.76%
for QRS sensitivity and a relatively smaller fluctuation difference of 0.03% between
99.79 and 99.82%, for the MIT BIH Arrhythmia ECG database. In the case of the
AHA database, the obtained performances are lower, and the fluctuation difference
is 0.18% for QRS sensitivity and 0.13% fluctuation difference for QRS positive
predictive rate.

Ajdaraga and Gusev [13] have analyzed the accuracy of QRS detection. Their
study is very precise, since a correct detection (true positive) is considered to be
the one that is located at most five samples from the identified one. Therefore their
reported accuracy is lower than the usual published values. In this study we use a
window of 150 ms where the identified peak may differ in location from the real
one, which is treated as a correct QRS detection. In addition, the authors use a fixed
static threshold.

Malik et al. report on a conclusion from the American Heart Association Task
force: [90] low sampling rates may produce a jitter and wrong QRS detection and
so the sampling frequency range needs to be between 250 - 500 Hz. To achieve a
better performance they suggest additional resampling interpolation that refines the
signal for satisfactory QSR detection.
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Berntson et al. [26] also report that sampling frequencies below 100 Hz will
result with decreased performance and suggest 128 samples per second as the lowest
frequency to be used. .

Ziemssen et al. [140] reported irrelevance in QRS detection performance at dif-
ferent sampling frequencies in the range between 100 and 500 Hz.

Ellis et al. [54] have conducted a series of experiments at sampling frequencies
from 71.43 Hz up to 1000 Hz, and concluded a satisfactory performance even at
the lowest analyzed sampling frequency, discrepancies above 125 Hz are especially
negligible.

According to the above-mentioned papers, one might conclude that QRS perfor-
mance may be satisfactory on a wide range of sampling frequencies without any
problems. However, practical experiments confirm that threshold parameters need
to be chosen carefully in order to obtain the optimal performance.





Chapter 14
Amplitude Rescaling Influence on QRS
Detection

The content of this Chapter was published at the International Conference on
Telecommunications, Springer [46], 2018.

Developing an industrial QRS detector has been a hot research topic since the
late 80’s. As advances in IoT rapidly continues, so do the trends in ECG processing.
That is why, our primary focus in this research, is the QRS detection stage.

Hamilton has published a relatively good QRS detector [69]. In this chapter, we
aim to optimize QRS detection performance especially on lower sample rates and
amplitudes and to improve the original algorithm.

14.1 Hamilton’s QRS Detection Algorithm

Algorithm details on Hamilton’s QRS detector are already presented in [69]. Gen-
erally, algorithms for QRS detection publish their conceptual work, but lack imple-
mentational details.

For this particular case though, EP Limited [70] has released an open source
implementation of the algorithm, which we will use to improve it. They provide a
complete C-implementation for Hamilton’s algorithm with different variations. It
includes three different detectors and a fundamental beat classification unit.

Fig. 14.1 presents the processing steps to detect a peak and classify it as a beat.
The processing is executed in two different phases, the first is DSP Filtering and
the second Peak Detection. The primary aim of the first phase is to eliminate noise
stemming from different sources, such as breathing, muscle or skin movements.
This is important for proper beat detecting. Whereas, the latter phase aims to detect
a peak, and classify it as a real beat or an artifact.

Phase I implements a total of five sequential steps: a 16 Hz low pass filter (LPF),
an 8 Hz high pass filter (HPF), a differentiation filter ( d[i]

dt ), a filter that calculates an
absolute value (ABS), and a filter that calculates an average over an 80 ms moving
window of samples.

99



100 14 Amplitude Rescaling Influence on QRS Detection

LPF 
16Hz  

HPF 
8Hz  

ABS 
AVG 
80ms 

Phase I 
DSP Filtering 

Peak 
Detection 

Detection 
Rules 

d[i] 

dt 

Phase II 
Peak Detection 

Threshold 
Calculation 

Fig. 14.1: Architectural representation of Hamilton’s QRS detection algorithm.

The first two filters suppress environmental and internal noise, including base-
line drift and act as a bandpass filter (BPF). The essence of the detection is the
differentiation filter that aims to calculate a slope of differences. Since the slope
can be negative, the ABS stage calculates only positive portions, and the AVG filter
generates energy peaks that can be detected using rather simple rules in Phase II.

Phase II is responsible for peak detection by calculating a local maximum and
comparing to two thresholds: static threshold (MIN AMP PEAK) with a fixed
value, and dynamic threshold (DT) which is affected by the amplitudes of the last
eight real and noise peaks. Any peak value lower than the static threshold will clas-
sify as a artifact, and any value over both the static and dynamic peaks will classify
as a real peak. Otherwise it will classify as a noise peak.

The main optimization method used in this research is to choose an optimal
value of the static threshold. In addition to this, we have explored the dependence
of threshold values on different sampling frequencies and bit resolutions.

14.2 Testing Methodology

The experiments conducted during this study aim to find the dependence of sam-
pling frequency and bit resolution on QRS detection performance. Particularly, we
aim to find the optimal value and correct adjustment of the static threshold with
scaled amplitudes to boost maximum performance. This optimization will improve
the existing algorithm and reach higher performance.
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14.2.1 Testing environment

The experiments were conducted on the MIT-BIH Arrhythmia database [99], which
is considered as the most important benchmark for ECG monitoring. It contains two-
channels of 48 half-hour ECG recordings. These recordings are publicly available
on Physionet.org [63]. The sampling frequency is 360 Hz per channel, with a 11-bit
resolution over a 10 mV range. Each record is accompanied by an annotation file
made by physicians, and therefore enables a good-quality evaluation of the QRS
detection algorithm.

Although the database has a total of 48 records, there are four records that contain
paced beats, which may introduce a higher rate of errors (a paced beat followed by
a QRS to be misinterpreted). Therefore, our test cases use only 44 records.

Each record contains two channels of data representation, and we used the first
one which represents the ML II signal in most cases.

14.2.2 Test cases

Two experiments were conducted for the purpose of this research:

• Exp.1: Impact of rescaled amplitudes on the performance
• Exp.2: Optimal static threshold value to boost the performance

The first experiment Exp.1 aims to determine the impact of different amplitudes
on a 360 Hz sampling frequency. Test cases within this experiment start with the
initial data records from the default MIT BIH Arrhythmia ECG database using an
11-bit resolution. The following test cases gradually scale the amplitudes by a factor
varying from 1.00 to 0.25 with decremental steps of 0.05.

Note that if a scaling factor 1 is used, then it corresponds to the original signal
records with a 11-bit resolution, and the factor 0.5 corresponds to signals with half
of the amplitude, i.e. to a 10-bit resolution. Consequently, the test case with scaling
factor 0.25 corresponds to a quarter of the original signal, and represents a 9-bit
resolution.

The second experiment Exp.2 addresses the optimal value of the static thresh-
old. A crossed dependence check is performed to check the dependence of various
amplitudes and the static threshold parameter on performance.

The test cases include measurements where the input is a pair of static threshold
and the scaling factor of the amplitude. Static threshold values change from 2 to 10
with step 1, and amplitude scaling factor from 0.25 to 1 with step 0.05. Similar to
the previous experiment, the test cases were conducted on the first channel of signals
with an original sampling frequency of 360 Hz.
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14.2.3 Test data

Performance evaluation of proposed algorithms are done with existing metrics based
on measured correctness. Here we use the usual correctness classification:

• Correctly detected beats denoted as true positives TP;
• Extra detected peaks are considered as false positives FP meaning that the algo-

rithm has detected a peak that is not a real beat;
• Missed beats identified as false negatives FN meaning that the algorithm has not

detected real beats.

To measure the performance we will use number of errors as an indicator. The
smaller the number of errors - the better the algorithm. Following the previous defi-
nition, the total number of (false) errors is equal to the sum of FP and FN, calculated
by (16.2).

False Errors = FP+FN (14.1)

Although the number of errors can be efficiently used to compare two different
algorithms, we still have to compare this number with total number of QRS beats.
The total number of QRS beats can be calculated as a sum of correctly detected
beats and those that were missed according to (14.2)

Total QRS = T P+FN (14.2)

So instead of number of errors one can use the performance measure called Rel-
ative Error (RE), that explains the relative magnitude of false errors compared to
the total number of beats, which is calculated by (14.3).

Relative Error =
False Errors
Total QRS

=
FP+FN
T P+FN

(14.3)

14.3 Evaluation of Results

This section evaluates the results from the experiments.

14.3.1 Performance Achieved on Rescaled Amplitudes

Fig. 14.4 presents the optimal performance of the execution of Hamilton’s algorithm
over signals sampled with 360 samples per second and 11-bit resolution. The x-axis
portrays the amplitude scaling factor represented as a percentage, and the y-axis the
number of false errors.

The presented results are based on measurements where Hamilton’s original al-
gorithm uses the default static threshold value MIN AMP PEAK = 7. It is obvious
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Fig. 14.2: False error detections of Hamilton’s approach for MIT BIH Arrhythmia
database signals

that the threshold parameter can not follow the downscaled amplitudes, and the
number of generated false positives (extra generated peaks that are not real beats).
Note that rescaled amplitudes with a scaling factor higher than 65% obtain a rel-
atively good performance for the fixed static threshold parameter (the number of
errors was lower than 600).

14.3.2 Optimal static threshold value to boost the performance

Presented results for the default static threshold MIN AMP PEAK = 7 show big
discrepancies and performance fluctuations when the amplitudes are rescaled.

Second experiment defines test cases on different pairs of a static threshold pa-
rameter and amplitude scaling factor. The figures show charts where x-axis repre-
sents the amplitude scaling factor measured in %, and y-axis the static threshold
parameter. The presented values are three dimensional, where the third dimension
is a colored scale of relative error. The darkest squares are those with the highest
performance and smallest relative error presented in %, and the lightest color is the
worst performance and highest relative error.

Fig. 14.3 presents the Relative Error obtained by executing Hamilton’s algorithm
on different pairs of static threshold values and amplitude scaling factors.

The x-axis scale starts from 25% to 100%, and the y-axis from static threshold
value 2 up to 10. The colored relative error scale starts from 0.4% (darkest) up to
over 1.0% (lightest)



104 14 Amplitude Rescaling Influence on QRS Detection

RE (%)

Fig. 14.3: Relative Error of Hamilton’s approach with different static threshold and
amplitude scaling factors.

We observe that the best configuration for original signals with a sampling fre-
quency of 360 Hz is when the static threshold is 4 and amplitude multiplier is 65%,
with a relative error of 0.402% (total false errors 405).

14.4 Discussion

14.4.1 Performance impact of rescaled amplitudes

Table 14.1 summarizes the evaluation of best and worst performance for the fixed
static threshold, and gives the behavior expressed by the average number of errors
and fluctuations when different amplitudes are used with the same algorithm and
fixed static threshold parameter.

Table 14.1: The performance behavior for the fixed static threshold parameter equal
to 7

Performance Amplitude Errors Relative error
best 85% 470 0.467%

worst 25% 7085 7.033%
average - 1726 1.713%

fluctuation - 6615 6.566%



14.4 Discussion 105

The fixed value of the static parameter with value equal to 7 showed fluctuation
between 400 and 580 false errors in a dataset with 100733 beats. This is a relatively
a high fluctuation, since it is equal to 45% of the false detections. However, the
relative error in comparison to the total number of beats is between 0.578% and
0.397%.

When analyzing the fluctuations of the algorithm performance, one can conclude
that the fixed static threshold parameter will only obtain good performance on se-
lected amplitudes.

Next we will analyze which static threshold parameter achieves the best perfor-
mance.

14.4.2 Selecting an Optimal Static Threshold

Table 14.2 presents the best performances from the default threshold and the best
performance from different thresholds.

Table 14.2: Optimal static threshold parameters that reach the highest performance
using the Hamilton’s approach

Amplitude(%) STHR errors RE(%)
100 9 474 0.471
95 8 454 0.451
90 8 451 0.448
85 4 407 0.404
80 4 423 0.420
75 4 503 0.499
70 3 457 0.454
65 4 405 0.402
60 3 462 0.459
55 3 436 0.433
50 4 517 0.513
45 4 498 0.494
40 2 487 0.483
35 2 478 0.475
30 2 508 0.504
25 2 580 0.576

When we analyze results, we firstly observe that the default fixed static threshold
does not yield the best performance. One can observe that the best static threshold
is 9 instead of 7.

Interestingly, the default amplitude is not the best option either. We found that
the best performance is achieved when rescaling by a scaling factor of 65% and a
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static threshold of 4 achieved. In this case, the relative error is 0.402%, and the QRS
sensitivity and positive predictivity rate are high (99.81% and 99.79% respectively).

Fig. 14.4 presents false error detections for the best chosen static threshold pa-
rameter from Table 14.2.
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Fig. 14.4: False error detections of improved Hamilton’s approach with optimal se-
lection of threshold parameters for MIT BIH Arrhythmia database signals sampled
on 360 Hz and 11-bit resolution.

Note, that the performance achieved with optimized static parameter (Fig. 14.4)
is much better than the one obtained with a fixed static parameter (Fig. 14.4). Inter-
estingly, signals using 65% of the amplitude reached The minimal number of errors
is achieved for an amplitude scaled by a scaling factor of 65%.

In addition, we have also tested the influence rescaling had on different sampling
frequencies. Fig. 14.5 presents the optimal performance of the improved Hamilton
algorithm using the optimal static threshold parameter over resampled signals to a
125 Hz sampling frequency with the original 11-bit resolution.

On can conclude that the performance of the optimal chosen threshold parameter
is improved even on different sampling frequencies.

Fig. 14.6 compares false error detections for typical values of bit resolutions
by applying the optimal static threshold parameter from Table 14.2. Note that the
performance difference of the algorithm for amplitudes using 9, 10 or 11 bits is
negligible, whereas we observe big increase of the number of errors up to 2.246%
for 8-bits .

Bit resolution is sometimes called sampling resolution. Note that low number
of bits used by the AD converter or rescaling to an amplitude with a small scaling
factor can yield an increased signal-to-quantization-noise ratio. Thus, in this case,
it will produce an increased number of errors in QRS detection algorithms. Our
experimental research has proven that 8-bit resolution will increase the number of
errors significantly when compared to 9, 10 or 11-bit resolution.
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Fig. 14.5: False error detections of improved Hamilton’s approach with optimal se-
lection of threshold parameters for MIT BIH Arrhythmia database signals sampled
on 125 Hz and 11-bit resolution.

Fig. 14.6: False error detections comparison for different bit resolutions.

14.4.3 Comparison to Other Studies

Performance comparison with other approaches will be realized through conven-
tional performance metrics for QRS sensitivity QRSSE = T P/(T P+FN). In ad-
dition, we also include the QRS positive predictivity rate defined by QRS+P =
T P/(T P+FP). Sensitivity alone will not give us a good performance estimate,
since one can tune threshold parameters to include as many real peaks as possible,
but, at the same time, it will include extra false detections of peaks that are not real
peaks. This measure shows how successful the algorithm is in capturing real beats
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and avoiding false peaks. So the performance can be evaluated only if both QRS
sensitivity and positive predictive rate reach higher values.

Available QRS detectors, generally focus on the original 11 bit 360Hz sampled
data, though a small portion of them present results on different threshold values.

Table 14.3 gives an overview of relevant QRS detection algorithms. We selected
those that report results for all 44 records without paced beats in the MIT BIH
Arrhythmia database, or where the results can be verified. Some algorithms work
on both signals and obviously they are not compared in this study. Note that most
of the algorithms do not publish information on their performance was measured
on one or two channels, and we present the algorithms that use one channel for
QRS detection. In our algorithm, we apply the improved version of the Hamilton’s
algorithm that uses the optimal static parameter instead of the original fixed value.

Table 14.3: Performance comparison

Algorithm
Sampling
Frequency

(Hz)

Bit
Resolution

(bit)

Total
Errors

Relative
Errorb

(%)
QRSSE QRS+P

M. Bahouraab [21] 250 11 291 0.271 99.89 99.84
Our algorithm 360 11 405 0.402 99.81 99.78
Our algorithm 125 11 444 0.441 99.78 99.78
Hamilton [69] 360 11 569 0.564 99.68 99.76
Pan Tompkinsa [107] 200 11 771 0.768 99.73 99.50
Afonso [10] 360 11 732 0.872 99.57 99.56
GQRS [63] 360 11 562 0.558 99.72 99.72
WQRS [63] 360 11 1411 1.401 99.79 98.82
SQRS [63] 360 11 1899 1.885 98.73 99.38
SQRS125 [63] 125 11 3951 3.922 96.19 99.88
a Values are computed according to the record-by-record tables in the referred works.
b QRSSE and QRS+P calculated by (14.3).

The most important observation is that the optimized Hamilton approach (our al-
gorithm) produces better results than those reported in the original algorithm. More
importantly, even downscaled signals will obtain good performance results if the
static threshold parameter is tuned according to the provided results.

It is even more interesting to compare our results with the Pan Tompkins algo-
rithm. Our algorithm running at 360Hz correctly finnds 375 more peaks, and makes
366 less errors.



Chapter 15
Conclusion on QRS Detection

The content of this Chapter was published at the Journal of Technology and Health-
care [47], 2019, 41st International Convention on Information and Communication
Technology, Electronics and Microelectronics (MIPRO), IEEE [64], International
Conference on Telecommunications, Springer [65, 46], 2018.

15.1 Related Work of QRS Detection

Pahlm, and Sörnmo [106] comment that algorithms sustain a standard procedure
even though their approaches differ. The steps they follow are: Reducing noise to an
acceptable level, then applying a Thresholding and Deciding whether the peak is a
beat.

In summary, published QRS detection algorithms are based on the following
techniques:

• Differentiation (derivation), where the difference between the current and previ-
ous samples is calculated, as a way of identifying the slope, and then it is com-
pared to a given threshold value including the Pan & Tompkins algorithm [107],
Hamilton’s algorithm [69], or other relevant approaches [12, 61, 100];

• Pure DSP algorithms, where fundamental DSP filters with different charac-
teristics are combined to produce a bandpass filter, with the aim to elimi-
nate noise, and filter the signal so that a threshold will determine the beats
[10, 28, 55, 58, 104];

• Pattern Recognition algorithms, where the signal data is matched with predefined
patterns and a waveform is detected in case of similarity within given constraints
of the amplitude and slopes [67, 32, 89, 126, 132];

• Neural Network, Multilayer Perceptron (MLP), Radial Basis Function (RBF),
and Learning Vector Quantization (LVO) networks are used to adaptively predict
the location of the next peak [138, 23, 39, 74, 89];
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• Digital Wavelet Transformation (DWT), where the signal is decomposed to a
certain level of scales, and then recomposed, which effectively reduces noise.
Then a threshold is applied to select proper peaks [87], [21], [121], [93], [98];

• Genetic Algorithms are used to optimize the preprocessing polynomial filter. The
ECG signal is compared to an adaptive threshold and the parameters are opti-
mized with a genetic optimization approach [113];

• Hidden Markov Models (HMM), used to train the probability function varying
according to the hidden Markov chain, and then the model predicts the current
state, which could be QRS complex. P and T waves can also be computed [33,
16, 35];

• Hilbert Transform, where Hilbert transform of ECG signal is calculated by Fast
Fourier Transform (FFT), and that is used for calculating the signal envelope
[124, 102, 25]; and

• Phasor Transformation, where each ECG sample is converted into a phasor to
correctly manage P, and T waves, by definition having lower amplitudes than an
R-peak with low computational cost, and then compares it against a threshold
[92].

High performance QRS detector directly affects the amount and the quality of
valuable information on ECG. QRS detection is the initial step for further ECG
analysis.

15.2 Overview of Obtained Results

15.2.1 Optimal DSP Bandpass Filtering for QRS detection

Fig. 12.3 presents the accuracy values for a FIR band pass filter with different val-
ues on the lower and higher cutoff frequencies. Note, that the maximal values are
obtained in the band with cutoff frequencies of 4 to 20, which proves the theoretical
analysis.

We do not present the measured sensitivity and precision diagrams since their
diagrams are quite similar.

The frequency response of used FIR, IIR and DWT filters is presented in
Fig. 12.4. To obtain a higher bandpass filtering one can use a smaller IIR length
and needs a higher filter length of the FIR filter to obtain a better performance. The
performance of the wavelet filter is even better.

The FIR filter is designed to reach the −3db cut off value at desired frequency.
The design of the IIR filter follows the same principles. While designing we have
used different filter lengths of FIR and IIR filters. Filter length impacts the algorithm
performance. For example, Fig. 15.1 presents the impact of FIR filter length on
performance expressed by sensitivity, accuracy, and positive precision rate. One can
notice that after a length of 100 the trend line stabilizes and reaches the maximal
performance.
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Fig. 15.1: Sensitivity, Accuracy and Precision dependency on FIR filter length.

Table 12.1 compares different filter approaches for using the filter between 5.625
and 22.5 Hz. The default configuration labeled as ’No filter’ is the result of executing
the our QRS detector algorithm without extra filter prior to the QRS detection. The
values compared in the table are presented for FIR and IIR filters with length of 9
and DWT filter using db2.

Our algorithm is based on differential wavelet filter and the additional prepro-
cessing bandpass filter just gives the advantage in achieved performance. The sensi-
tivity, accuracy, and positive predictivity rate obtained in the best case for measuring
overall 48 patients in the MIT-BIH database reached 0.992, 0.983 and 0.990 corre-
spondingly. The implemented preprocessing filter actually improved the sensitivity
of 3.1% and accuracy of 4.5% and reached performance values where the mistakes
are less than 1.65%.

Note that some might think that wavelet transformation needs more processing
power and is not as fast as the other filters. However, a recent study [98] shows that
there are improved pipelined implementations that make the wavelet filtering fast.

We have concluded that QRS complexes are dispersed mostly in the range be-
tween 4 and 20 Hz. This was elaborated theoretically and proven experimentally.
Therefore, adding a bandpass filter in this range will improve the QRS detection
performance and reach values where the mistakes are less than 1%. Our research
shows that choosing a FIR filter with a length of 101 gives sufficient performance,
although IIR outperforms this filter for much smaller lengths. The wavelet-based
filters are the best and the difference in obtained results is very small (less than
0.5%).

We recommend the intended implementors of ECG wearable and mobile devices
to use the technique that allows stability of the filter and uses less complex opera-
tions that will enable faster processing with less resources.
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15.2.2 Optimizing the Impact of Resampling on QRS Detection

The goal of this paper was to find out what happens with QRS detection when resam-
pling the signals and using different sampling rates. For this purpose, we conducted
experimental research and found that QRS detection performance at different sam-
pling rates can be optimized if a proper static threshold value is used as opposed to
a fixed value.

Our optimization of the Hamilton’s algorithm results with a higher average per-
formance of 99.86% QRS sensitivity and 99.80% QRS positive predictive rate at
different sampling frequencies as opposed to 99.81% QRS sensitivity and 99.79%
QRS positive predictive rate in the original Hamilton approach with a fixed static
threshold.

To conclude, this optimization reveals that a good performance can be achieved
at both higher and lower sampling frequencies. Our experiments show that a good
quality industry QRS detector can work even with sampling frequencies of 100 Hz
to achieve a performance higher than 99.80% of QRS sensitivity and QRS positive
predictive rate.

In addition, lower sampling frequencies generate less data, therefore the number
of operations is lower, which reduces response time and energy requirements.

This research, along with the analysis of amplitude influence on QRS detection
performance, motivates us to establish a model of QRS detection behavior for re-
sampled and rescaled ECG signals. In addition, we wish to produce a quality QRS
detector independent of the sampling frequency and rescaled amplitude.

15.2.3 Amplitude Rescaling Influence on QRS Detection

In this study we primarily focused on finding the influence of the signal amplitude
on QRS detection performance.

We have observed that rescaling the amplitude directly affects the performance
and increases the number of false detections. The reason why is the selection of the
static threshold.

The experiment showed that choosing a fixed value of the static threshold will
not yield the best performance. Therefore, one needs to tune its value in order to
obtain a good performance.

Our research showed which optimal values of the static threshold result with best
performance, and one needs to update this value according to the input amplitude.
This optimizes Hamilton’s algorithm and makes for a better solution, when is com-
pared to other approaches.

This study is useful for future designers, gives the optimal value of the threshold
parameter to be used by an AD converter for satisfactory QRS detection perfor-
mance. For example, we concluded that 8-bit resolution will not yield performances
over 98%, while using a 9, 10 or 11-bit resolution may achieve performances of
QRSSE and QRS+P over 99.80%.
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Chapter 16
Improving the QRS Detection for One-channel
ECG Sensor

The content of this Chapter was published at the Journal of Technology and Health-
care [47], 2019.

The performance of the QRS detector is evaluated by calculating how many real
QRS peaks are found (QRS sensitivity, denoted as QSE ), and how many of those de-
tected QRS peaks are real beats (QRS positive predictive rate, denoted as Q+P). The
default testing database was the Massachusetts Institute of Technology - Beth Israel
Hospital Arrhythmia database (MIT-BIH) [99] with 48 records of 30 minute ECG
measurements. The original signals are sampled with 360 Hz and 11 bit AD conver-
sion. Our research target is a QRS detector for signals using a sampling frequency
of 125 Hz and 10 bit AD conversion.

One of the most cited papers for QRS detection built for small devices with
limited resources is the Pan & Tomkins algorithm [107]. Its robustness lies in the
fact that it runs fast enough to be used in real time and can cope with noisy signals.
However, the performance of this algorithm depends on bit resolution in the AD
conversion. In our case, when using one channel ECG sensor and smaller sampling
frequencies, its performance was not satisfactory, especially for signals with smaller
amplitudes. It was not a good solution for us because of these factors.

Another alternative is the Hamilton algorithm [69]. Compared to the Pan &
Tompkins algorithm, it is quite similar but uses different filters and decision rules.
It is a stable solution, but, still is unable to cope with small amplitudes, or variations
in consecutive amplitude levels, especially, when using a smaller bit resolution in
AD conversion.

Physionet.org [63] is a very comprehensive resource where one can find several
QRS detection algorithms, including Wavedet, gqrs, wqrs, and sqrs. They represent
simple and fast algorithms demanding a small number of resources and obtain high
sensitivity and positive predictive rate values. However, they lack the beat classifica-
tion, and the obtained sensitivity and the positive predictive rate are also considered
to be lower than the demands of a quality industrial QRS detector for a wearable
one channel ECG sensor.

After these initial efforts, the attention of researchers gradually focused on devel-
oping more sophisticated QRS detection algorithms, including Machine Learning
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and other methods, as described in Section 18.1 (related work). Although some of
the new approaches achieved better performance, they generally require computa-
tionally intensive algorithms, not suitable for smartphones that collect continuous
ECG data from wearable sensors.

In this chapter, we improve Hamilton’s algorithm [69] in order to make it effi-
cient for industrial application. The improvement was a rather long process due to
the exponential nature of the effort to improve the algorithm. The closer you are to
the margin of 100%, the more effort is needed for a very small improvement of the
performance. We introduced several hundred rules to cope with the identified prob-
lems in QRS detection, and several thousand tests to tune parameters, and threshold
values for identified solutions. Some threshold values obtained good performance
on some test file while performing badly on others. When we fine-tuned some pa-
rameters, it so happened that some of the rules did not work on other test datasets,
which was even more challenging.

16.1 Background

In this section, we will explain the evaluation metrics and give an overview of the
original Hamilton’s QRS detector algorithm.

16.1.1 Performance measures

The benchmarks used in our testing methodology are the same used in the IEC
60601-2-47 standard for particular requirements for the safety, including an es-
sential performance of ambulatory electrocardiographic systems, and ANSI/AAMI
EC57:2012 for Testing and Reporting Performance Results of Cardiac Rhythm and
ST Segment Measurement Algorithms. These standards use the MIT-BIH ECG ar-
rhythmia database [99], and the American Heart Association’s (AHA database) [72].

MIT-BIH contains half-hour ECG recordings for 48 anonymized persons, and
only 44 records exclude those that contain paced beats. These recordings are pub-
licly available on the physionet.org web site [63]. The recording frequency is 360
samples per second, per channel, with a 11-bit resolution. Even though each record-
ing contains two-channels, we used the first channel, identified as ML II, in most of
the records.

In addition, we follow the requirements according to the standard IEC 60601-
2-47:2012 for medical electrical equipment, particularly, requirements for essential
performance of ambulatory electrocardiographic systems. According to these re-
quirements, any calculated peak is considered as detected if it is at most 150 ms
away from the real beat.

A detected QRS is denoted to be True Positive (TP), if the QRS detector has
found a QRS closer than 150 ms from the one which is annotated. A False Negative
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(FN) is a missed QRS, or if the QRS detector has found a QRS outside the 150 ms
perimeter, while a False Positive (FP) is an erroneously detected QRS (extra found).

The commonly used performance measures are sensitivity and positive predictive
rate, calculated by Eq. 17.1.

SE =
T P

T P+FN
+P =

T P
T P+FP

(16.1)

In addition, to find an optimal value of a parameter, we provided a lot of test
experiments, and calculate the number of Total Errors by Eq. 16.2, as a sum of
errors denoted by FP and FN. The smaller the errors are, the better performance is
achieved.

Errors = FP+FN (16.2)

16.1.2 Analysis of Hamilton’s Algorithm

EP Limited’s open source software for arrhythmia detection serves as a basis for this
research [70, 69]. It has a complete C-code implementation of Hamilton’s algorithm,
with three different detectors, and a simple beat classifier. Two of the detectors are
for general-purpose, whereas the third one is for environments with a small amount
of memory.

Algorithmic details are theoretically provided in their original work [69]. Fig. 14.1
represents the conceptual level for the two phases, and the high-level steps con-
ducted for each of them.

After eliminating the noise in the DSP filtering phase, the algorithm continues
with the peak detection phase. It already has two thresholds for the AVG signal,
classified as a

• static threshold with a fixed value, and
• dynamic adaptive threshold (DAT) which is affected by the amplitudes of the

latest peaks.

The original algorithm sets the static threshold (ST HR) at value MIN PEAK AMP
= 7. A general rule of thumb is that a lower value of the static threshold will find
more peaks, but also detect lots of artifacts. On the other hand, a higher static thresh-
old value yields fewer peaks, but a smaller number of artifacts.

When a new local peak is found, the dynamic adaptive threshold is calculated by
taking the mean values for real peaks and noise peaks into account. The mean value
is computed by Eq. 16.3.

mean =
∑

8
n=1 Xn

8
(16.3)

Let the mean value for real beats and noise peaks be denoted as qmean and nmean
respectively, and also TH be the constant multiplier (with a default value of 0.3125),
then the DAT is calculated by Eq. 16.4.
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Fig. 16.1: Detecting artifacts, noise and real peaks based on values of static and
dynamic thresholds in the original Hamilton’s algorithm presented on signal extract
over MIT-BIH record 124 (1046 sec).

DAT = nmean+(qmean−nmean)∗T H (16.4)

When a new local maximum is detected by calculating an AVG value, both of the
thresholds are compared to this value. If the value is higher than the static threshold,
then it is considered to be a potential peak, otherwise, it is an artifact. It is classified
as a noise peak if the calculated value is lower than the dynamic peak, and as a real
beat if it is higher than the dynamic adaptive threshold.

Fig. 16.1 presents both dynamic and static thresholds. Note, that detected peaks
A1, A2, ..., A7 are categorized as artifacts (smaller than the static threshold), and R1,
R2, R3 and R4 as real beats. N1, N2, and N3 are considered noise peaks since the
local maxima of each label are smaller than the dynamically calculated threshold.

16.2 Identification of performance issues

A discrepancy in peak amplitudes may introduce bad detection. We have identified
two cases when this happens:

• a sequence of low-amplitude peaks after an isolated high-amplitude peak;
• an isolated low-amplitude peak after a sequence of high-amplitude peaks.

Furthermore, apart from fine-tuning the threshold value, and expecting lower
performance on cropped signals, we analyzed the segments where the algorithm
showed lower sensitivity, and specificity even though the signal was not contam-
inated with noise. The conclusion was that lower performance was obtained for
specific segments, and the problems can be classified as:

• a mixture of low and high-amplitude peaks;
• artifact elimination; and
• wrong R-peak location.
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Fig. 16.2: Signal extracts of executing the Hamilton algorithm over the MIT-BIH
record 114 (240 sec) a) Original ECG signal; b) Output after bandpass filtering;
c) Output after differentiation and absolute calculation; d) Output after average over
an 80 ms window.

16.2.1 Bad detection of low-amplitude peaks

Fig. 16.2 presents the case when an isolated high-amplitude peak is preceded and
followed by a sequence of low-amplitude peaks. An 8-second segment extract of
MIT-BIH record 114 is displayed including the original signal and outputs after
executing each of the processing steps BPF, ABS, and AVG.

Fig. 16.2 d) identifies the static and dynamic thresholds and shows the case where
the beats between the two high amplitude are considered as artifacts, although they
should be real QRS beats.

The reason for bad detection of low-amplitude peaks after high-amplitude peaks
is primarily due to the high level of static threshold. Even if one makes a correction
by decreasing the static threshold value to include these peaks, there will still be a
problem regardless of the fact that the peak will be treated as a candidate, and the
dynamic threshold check will be applied. This is because the high-amplitude peak
will increase the dynamic threshold value caused by the calculation of the mean,
and so the peaks will be classified as noise peaks.
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Fig. 16.3: Signal extracts of executing the Hamilton algorithm over the MIT-BIH
record 201 (424 sec) a) Original ECG signal; b) Output after bandpass filtering;
c) Output after differentiation and absolute calculation; d) Output after average over
an 80 ms window.

16.2.2 Isolated peaks after sequences of high-amplitude peaks

High-amplitude peaks directly affect the calculation of dynamic adaptive thresh-
old. It is recalculated each time a new local maximum is found with an amplitude
higher than the static threshold. In this case, it is considered as a potential peak, and
the values lower than the dynamic threshold are considered as a noise peak, while
the others as real QRS peaks. The original algorithm buffers the latest eight peak
amplitudes and calculates a DAT value by Eq. 16.4.

An extensive analysis of the MIT-BIH record 201 shows too many misses, espe-
cially in cases of aberrated atrial premature beats (classified as a beat) as illustrated
in Fig. 16.3. Two of the beats highlighted by default cannot be captured due to the
dynamic adaptive threshold and mean calculation, since most of the latest beats have
a high amplitude. In this case, neither the static nor the dynamic adaptive threshold
will work. The example is highlighted in Fig. 16.4 by peaks C and D, which should
be classified as QRS peaks, but they are detected as artifacts because their value is
lower than the static threshold.
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Fig. 16.4: Static and dynamic threshold values on the output after average over an
80 ms window on MIT-BIH record 201 (424 sec).

16.2.3 Classification of artifacts

Dynamic adaptive thresholding identifies noise and real peaks. Although in most
cases, the dynamic adaptive threshold reacts properly, there are still cases where a
noise peak is incorrectly calculated as real. Correct classification of artifacts is of
primary importance for a quality industrial QRS detector.

Increasing the static threshold directly decreases the number of artifacts, how-
ever, this drastically increases the missed beats. This also applies to the dynamic
adaptive threshold. To find an optimum of the static and dynamic peaks means to
search for a comprise that would reach high values of both sensitivity, and positive
predictive rate.

An example is illustrated in Fig.16.4. Peaks labeled as A, C, D, E and G are low
amplitude peaks. However, peaks labelled as B and F are artifacts. With the default
threshold, A and E peaks are considered as candidates for QRS, whereas the rest are
considered as artifacts. For this particular case, decreasing the static threshold to 3
would catch all of the real peaks, but, will consider artifact peak F as a peak. On the
other hand, keeping the static threshold at 4 will only detect G as a peak, and the
other peaks will remain artifacts again.

16.2.4 Calculation of R-peak location

One of the issues in executing the original Hamilton algorithm is the proper de-
tection of a QRS peak. Fig. 17.8 illustrates such a case, where local maxima are
labeled with A, B, C, D, and E. Another peak appears in the output after bandpass
filter denoted by F , as seen in Fig. 17.8 b). The proximity of marked peaks B, C,
and F cause two local peaks on the output of 80 ms average window, marked as B
and C on Fig. 17.8 c). When static thresholding is applied to the time average over
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Fig. 16.5: Signal extracts and R-peak detection over the MIT-BIH record 201 (426.4
sec): a) Original signal and local peaks A, B, C, D and E; b) Output after bandpass
filter; c) Output after average over an 80 ms window; d) Real and calculated R-peak
locations with constant delay introduced by the filter.

an 80 ms window, C, F , and D peaks are detected to be artifacts, whereas A, B, and
E are identified as potential peaks. Since the dynamic threshold is below the static,
these beats are classified as real.

Note that the filter makes a constant delay, which is deducted from the location
of peak values (as displayed on the signal average output). It correctly determines
properly the previous QRS peak A, and the next QRS peak E, but makes a mistake
in determining the peak B.

The original Hamilton’s algorithm detects the location of R-peaks to be at points
AC, BC, and EC, even though they have different real peak locations AR, BR, and ER.

Hamilton’s algorithm detects a peak based on a calculated amount of delay [70].
Although filters produce a fixed delay, the author has pointed out that the detec-
tion delay can easily vary from 395 ms to 1 sec, depending on the heart rate and
detection rule. It is important to note that the search back detection method [70]
can produce a fixed delay if the search back algorithm does not report any local
peaks. Thus, we can conclude that the original Hamilton’s algorithm provides the
best likely position of the R-peak, however, it is not always exact. This problem
can particularly increase the total number of FP’s. This particular case is observed
in almost all MIT-BIH records. Even though the difference is not so big, there are
cases where the difference between the real and detected location is higher.
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16.3 Algorithm improvement

Increasing the algorithm performance is directly related to fine-tuning thresholds
and algorithm improvements.

16.3.1 Improving the detection of low-amplitude peaks

A careful analysis shows that the step (ABS) executed prior to time average, will not
be able to cope with the bad performance in detection of low-amplitude peaks. This
is especially crucial in cases when the signal is a mixture of one high amplitude beat,
and then followed by several beats with low amplitudes. We used the idea introduced
in the Pan Tompkins algorithm [107] to square the signal, instead of calculating the
absolute value.

Fig. 16.6 presents a case where a combination of a square mode and the opti-
mized static threshold will improve the detection of low energy peaks. The peaks
labelled as A, C, E, F , H, and I are real R peaks, whereas B and D are artifacts.
The original algorithm, which uses the calculation of an absolute value and average
along with the static threshold, is not able to classify F , and I as real peaks. How-
ever, the square mode and signal average in combination with a new (smaller) static
threshold, is able to detect that there is sufficient energy for a potential peak. The
square average signal also marks B, and D as potential peaks. Such peaks can be
reduced with the dynamic threshold or by introducing rules for artifact detection.

Nevertheless, there are side effects, especially in the calculation of the dynamic
adaptive threshold. This threshold increases due to increased amplitudes, and it be-
comes slightly difficult to adapt to sudden changes in the amplitudes.

This operation behaves as an important amplifier especially if it followed by a
calculation of an average over an 80 ms moving window. It shows that this copes
better with the identified problems. However, this is not enough, since this algorithm
cannot perform with static threshold values, and needs dynamic calculation by other
rules.

We have conducted several tests to experiment with threshold values ST HR from
2 to 50, to find the optimal threshold value for which the number of errors is min-
imal. The left part of Fig. 16.11 presents the false detections for the conducted ex-
periment. The performance of the algorithm gradually decreases as the threshold
increases, mainly due to the high values of FP. The best performance is obtained for
ST HR = 2. We noticed a decreased number of FN, which gives an idea for how to
get better performance if we decrease the number of FPs through other methods.
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Fig. 16.6: Signal extracts of executing the Hamilton’s algorithm over the MIT-BIH
record 201 (424 sec): a) Original signal; b) Output after average over a 80 ms win-
dow using the original Hamilton’s algorithm; c) Output after square average over a
80 ms window with the optimized static threshold.

16.3.2 Improving the calculation of the R-peak location

Since the Hamilton algorithm only gives an approximation where the peak is, one
way to reduce the number of FP’s that occur due to the determination of a proper
R peak location, is to search the real peak in near proximity. The idea is to search
the most convenient local maximum by analyzing the noise-eliminated output after
bandpass filtering.

The original Hamilton’s algorithm will determine the best approximate for the
location of the R-peak. This is the starting point for the search of the local maximum,
within a range, found SearchL ms to the left, and SearchR ms to the right of the
approximated R-peak location. Once the local maximum is found on the output of
the bandpass filter, we continue to find the local maximum on the actual signal,
though the range for searching will be limited to 48 ms.

Fig. 16.7 illustrates the basic steps of this improvement algorithm in the example
presented in Fig. 17.8. The corresponding search segments are marked on the orig-
inal signal. The original Hamilton’s algorithm detects the local peak BC, and our
improvement algorithm finds BRC to be the real location.

We realized another experiment to locate the optimal values for SearchL, and
SearchR. False detections for thresholding values are plotted on a surface graph
presented in Fig. 16.8, for different values for SearchL, and SearchR, using the static
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Fig. 16.8: False detections improving the calculation of the R-peak location.

threshold value ST HR= 4. The best results are obtained when SearchL=160 ms, and
SearchR=120 ms.
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16.3.3 Improving the detection of low-amplitude peaks after
sequences of high-amplitude peaks

Two functions, denoted as mean (Eq. 16.3) and thresh (Eq. 16.4), play a crucial role
in the original QRS detection algorithm.

We proposed a change in the mean function in order to alleviate the effect of high
amplitude complex proceeded by a significantly lower one. Instead of calculating
the mean of the last 8 peaks, our algorithm considers only half of this value when
the peak amplitude is higher than the dynamic threshold (DT HR) and the exact
value in all other times, as defined by Eq. 16.5. This prevents a linear increase in the
threshold especially for high amplitude signals and solves the identified problem.

mean =

∑
8
n=1

Xn, if Xn < DT HR.
Xn

2
, otherwise.

8
(16.5)

In addition, we changed the thresh method. Previously, the calculated threshold
was multiplied by the constant T H = 0.3125. Since the square mode filter is used,
we updated the multiplication constant by its square, i.e T H ∗ T H. Thus the new
DAT calculation is defined by Eq. 16.6. Both these interventions enabled the detec-
tion of such beats.

DAT = nmean+(qmean−nmean)∗T H2 (16.6)

A good performance is achieved on both cases with:

• a sequence of low-amplitude peaks after an isolated high-amplitude peak;
• an isolated low-amplitude peak after a sequence of high-amplitude peaks.

Fig. 16.9 illustrates the improvement idea for the example presented in Fig. 16.2,
where a sequence of low-amplitude peaks is followed by a high-amplitude peak,
which will increase the dynamic threshold to a value where all consequent low-
amplitude peaks are marked as noise peaks.

The figure demonstrates the output of an average of an 80 ms window realized
on squared (not absolute) values along with the static, and dynamic thresholds. Note
that the detected potential peaks and their absolute values presented in Fig. 16.2 are
smaller than the original dynamic threshold value.

The effect of applying the new way to calculate the dynamic threshold can be also
observed in Fig. 16.10, presenting isolated, low-amplitude peaks after a sequence
of high-amplitude peaks. The new minimum threshold detects 17 candidate peaks,
whereas the original algorithm with default dynamic threshold is not able to capture
the peaks labeled as C, D and G. The newly optimized threshold is able to capture
all 15 peaks correctly, and also classify B, and F peaks as noise.

We have conducted a lot of experiments to determine the optimized value for the
DT HR threshold value. The test cases included testing the threshold values of 100
up to 400. The middle part of Fig. 16.11 presents false detection as a function of
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Fig. 16.10: Effect of a dynamic threshold to detect peaks after average of squared
values over an 80 ms window over the MIT-BIH record 201 (424 sec).

the threshold values. Threshold values near 200 are the best candidates for the most
effective performance.

16.3.4 Improvement of Artifact Elimination

In the final step, we introduce a new Classification phase. The aim of this is to
classify whether the calculated beat is real or an artifact. Three important decision
rules decide whether the peak is an artifact. If none of these rules are satisfied, the
beat is calculated as a real peak.

From the preliminary analysis, we observed that artifacts generally follow a real
beat and are closer than 320 ms away. The second important issue is that an artifact
obviously has lower energy when compared to the previously detected beat. The
original Hamilton’s algorithm eliminates artifacts closer than 195 ms. Our findings
show that this value can also be optimized. Table 16.1 describes some parameters
used in our optimization approaches. We introduce the following optimization rules
for artifact elimination:

C = Arti f act if
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A0: RR≤ TA0 = MS250
A1: RR≤ TA1 = MS260 & PH/CH > T HRA1
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A2: RR≤ TA2 = MS320 & PH/CH >= T HRA2
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Fig. 16.13: Signal extracts and outputs after squared average over 80 ms window of
executing our algorithm over MIT-BIH: a) signal and d) output for A0 type artifact
in record 103 (1304.4 sec); b) signal and e) output for A1 type artifact in record 124
(413.3 sec); c) signal and f) output for A2 type artifact in record 101 (132.2 sec).

Table 16.1: Parameter List for Artifact Detection Rules.

Parameter Description
C Current Detected Peak
P Previous Detected Beat

CH Current Peak Time Average Height
PH Previous Beat Time Average Height
RR Current beat to peak interval in ms
TAx Time in ms optimizing Ax, x ∈ {0,1,2}

THRAx Parameter optimizing Ax, x ∈ {1,2}
MSxxx xxx ms interval

Examples of different types of detected artifacts are presented in Fig. 16.13. The
identified segments demonstrate that the detected peaks are artifacts, since their en-
ergy is higher than static, and dynamic thresholds, but satisfies one of the A0, A1,
and A2 rules. Otherwise, if none of these rules are satisfied, then the detected beat
C is not an artifact.

The results of the experiment using the A0 optimization approach, are presented
in the left part of Fig. 16.12. A threshold value of TA0 = MS250 = 250 ms yields
promising results, due to the lowest level of false detections.

The impact of threshold values on the A1 approach is demonstrated in the middle
part of Fig. 16.12. The x-axis denotes values which are multiplied by 100 and the
optimized value 80 for T HRA1 corresponds to 80/100 = 0.8.

The right part of Fig. 16.12 shows how the threshold parameter impacts the
performance of the A2 optimization method. The x-axis denotes values that are
multiplied by 100, and the optimized value 250 corresponds to 250/100 = 2.5 for
T HRA2.
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16.3.5 Beat rate impact on artifacts

Our experiments have shown that the beat rate affects the intervals in the A0-A2
optimization approaches. Let RRavg be the average value of the last R to R intervals,
and fs the sampling frequency. Then beat rate BPM is measured by beats per minute,
and calculated by Eq. 16.7.

BPM =
60

(RRavg/ fs)
=

60 fs

RRavg
(16.7)

To classify whether a peak is an artifact, we have set three time constants
TA0 = 250 ms, TA1 = 260 ms and TA2 = 320 ms. Usually, the peaks closer than
250 ms are considered as peaks (corresponds to a beat rate higher of 240 BPM). The
second and third thresholds correspondingly check if the peak is closer than 260 ms
(corresponds to 230 BPM) or 320 ms (corresponds to 188 BPM).

However, our analysis has shown that premature beats might appear closer than
these values. This is why we introduced a scaling factor to the previous improve-
ment, and use the time thresholds calculated by Eq. 16.8, which are multiplied by
the scaling factor BPM BASE and heart rate BPM.

RR≤ TAx
BPM BASE

BPM
x ∈ {0,1,2} (16.8)

The right part of Fig. 16.11 shows how the scaling factor BPM BASE impacts
the performance. The x-axis shows the values of the scaling factor BPM BASE in
a range from 40 to 130, with increments of 2, and y-axis the number of errors. We
observe that a value of BPM BASE = 90 minimizes the errors.





Chapter 17
Improving ECG Beat Classification Algorithm

In this chapter we propose an approach based on a set of decision rules to classify
detected QRS complexes. It requires relatively simple operations and is a pipelined
solution, processing beat by beat without extensive memory or processing require-
ments. Thus it can also run on mobile devices.

Our goal was to apply the IEC 60601-2-47 standard for ambulatory electrocardio-
graphic medical devices [77] that classifies three most frequent QRS types: Normal
(N), Ventricular (V), Suprabentricular (S) and Fusion of a ventricular and normal
beat (F). We observe that having high sensitivity and positive predictive rate of QRS
detection also affects the performance of the algorithm. Our improved version of
Hamilton’s [47] algorithm is used as a QRS detector in this research.

17.1 Definition of QRS classes

A typical ECG is a periodical signal, with repeating patterns of P wave, QRS com-
plex and T wave. Figure 17.1 presents characteristic points of an ECG wave, the
baseline, ST, QT and RR intervals.

Our goal is to classify most frequent QRS complex types that can be detected by
analyzing single channel ECG recording and build a good quality rhythm detector.

17.1.1 Feature space

Beat classification is applied after the QRS detection phase. The technology to clas-
sify beats depends on definition of a specific feature as follows:

• F1 QRS width, that can be (normal) narrow (≤ 110ms), or wide (> 110ms) [129];
• F2 QRS morphology, determined by the QRS complex type, taking one of the

following shapes qRs, Rs, rsR’, rS, rs, Q, QS, qR, QR, according to Fig. 17.2,
• F3 context behavior, determined by the last five beats,

133
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Fig. 17.1: Characteristics of an ECG wave on MIT-BIH Arrythmia record 101 (79.6
sec).

• F4 rhythm type, classified as regular and irregular, determined by the last five
beats,

• F5 heartbeat location, determined as premature, delayed or following the under-
lined rhythm;

• F6 heartbeat rate, classified as low (bradycardia), normal between 60 and 100
BPM for resting heart and high (tachycardia);

• F7 T wave morphology, determined as normal (positive), inverse (negative), or
biphasic (positive and negative part) [134];

• F8 elevation of the ST segment, that can be normal, elevated or depressed [134];
• F9 QT interval as normal, short, long or unmeasurable [134].
• F10 PR segment as line between P-wave and the start of QRS complex.

In general, QRS morphology can have eight different shapes, namely qRs, Rs,
rsR’, rS, rs, Q, QS, qR, QR as portrayed in Fig. 17.2.

We have degraded it to four different shapes, particularly NOR, INV, EQN and
EQI. Their illustration though are provided in Fig. 17.3.

Technical details for derived QRS types and R point calculation are provided in
Algorithm 5 and Table 17.2. Please note that the values are actually energies of the
ECG signal. Additionally, Table 17.1 lists the equivalencies between the primary
and derived QRS complex types.

Experienced doctors use additional features, to establish a more precise diagno-
sis, such as

• morphology of the P wave, as normal, inverse, absent, abnormal, or saw;
• PR interval, determined as normal, unmeasurable, short, or prolonged;
• sequence of P waves prior to a QRS complex;
• missing P wave prior to a QRS complex;
• missing QRS complex in the rhythm sequence (different degree of AV block);
• missing T wave between two QRS complexes;
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Fig. 17.2: QRS complex types[34].
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Fig. 17.3: Determination of different QRS types.

However, due to small amplitude level of P waves, the algorithms cannot be
efficient in determination of the P wave, especially dependent on the position of the
one-channel wearable ECG sensor and those features are omitted from our analysis.
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Table 17.1: Euivalecies between primary and derived QRS complex types.

Primary QRS
Complex Type

Derived QRS
Complex Type

qRs NOR
Rs NOR
rs EQN, EQI
Q EQI
qR NOR

rsR’ NOR
rS INV
QS INV
QR NOR,EQN

Algorithm 5 Detect R point and QRS Morphology
1: procedure RANDQRSMORPHOLOGY( Index, HPF )
2: Class = NONE,Rind = 0
3: PH = 0,PHind = 0
4: NH = 0,NHind = 0
5: for i = Index−12; i < Index+8; i ++ do
6: if HPF(i)≥ 0 & PH ≤ HPF(i) then
7: PH← HPF(i)
8: PHind ← i
9: else

10: if HPF(i)<0 & NH ≥ HPF(i) then
11: NH← HPF(i)
12: NHind ← i

13: RH =
ABS(PH−NH)

MIN(PH,NH)
14: if RH<0.2 || (PH<8 & NH<8) then
15: if PH ≥ NH then
16: Class = EQN
17: Rind = PHind
18: else
19: Class = EQI
20: Rind = NHind

21: else
22: if PH ≥ NH then
23: Class = NOR
24: Rind = PHind
25: else
26: Class = INV
27: Rind = NHind

28: Return Rind ,Class

17.1.2 QRS classes

The QRS complex represents depolarization of ventricular muscle cells and it is
normally initiated by an electrical signal with origin in the sinoatrial (SA) node
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Table 17.2: Specification of derived QRS complex types.

Derived QRS
Complex Type RH PH NH PH/NH

NOR >=0.2 >=8 >=8 >=1
INV >=0.2 >=8 >=8 <1
EQN <0.2 - - >=1
EQN - <8 <8 >=1
EQI <0.2 - - <1
EQI - <8 <8 <1

[24]. Our intention in this research is to follow the IEC 60601-2-47:2012 standard
for medical electrical equipment as it it defines particular requirements for the ba-
sic safety and essential performance of ambulatory electrocardiographic systems,
covering the one-channel wearable ECG sensors. According to this standard, the
following beat types are to be classified into one of the following five classes:

• S, a supraventricular ectopic beat (sveb): an atrial or nodal (junctional) premature
or escape beat, or an aberrant atrial premature beat;

• V, a ventricular ectopic beat (veb): a ventricular premature beat, an R-on-T ven-
tricular premature beat, or a ventricular escape beat;

• Q, a paced beat, a fusion of a paced and a normal beat, or a beat that cannot be
classified.

• F, a fusion of a ventricular and a normal beat;
• N, any beat that does not fall into the S, V, F, or Q categories described below (a

normal beat or a bundle branch block beat);

The rough distinction of these beat types is made upon the QRS complex mor-
phology, which differs mainly due to the origin of the electrical impulse or due to
the conduction disturbances of a normally initiated beat. This initiates classification
of a detected beat as:

• Normal (N) beat, when the QRS complex is initiated by SA node impulse;
• Supraventricular/Atrial (S) beat that result from impulses originating in atrial or

AV nodal (supraventricular) areas outside the SA node;
• Ventricular (V) beat, which originates in the ventricles instead of SA node. They

occur when electrical impulses depolarize the myocardium using a different path-
way from normal impulses.

For testing purposes we have used the extensive Physionet ECG bank [63], where
each QRS complex is labelled by an appropriate annotation. Table 17.3 presents how
our classification follows the IEC 60601-2-47:2012 standard [77].



138 17 Improving ECG Beat Classification Algorithm

Table 17.3: Beat annotations from Physionet ECG bank [63] classified according to
the IEC 60601-2-47:2012 standard [77] and used in our algorithm.

Physionet
Beat type Description

IEC
60601-2-47

Class
N Normal beat

N
L Left bundle branch block beat
R Right bundle branch block beat
B Bundle branch block beat (unspecified)
/ Paced beat
V Premature ventricular contraction

Vr R-on-T premature ventricular contraction
E Ventricular escape beat
F Fusion of ventricular and normal beat F
A Atrial premature beat

S

S Supraventricular ectopic beat
a Aberrated atrial premature beat
e Atrial escape beat
J Nodal (junctional) premature beat
j Nodal (junctional) escape beat
n Supraventricular escape beat
Q Unclassifiable beat Q

17.1.3 Premature and Prolonged Contractions

Premature contractions are those beats that appear prior to the expected beat as de-
termined by a regular rhythm. These contractions are generally classified into three
categories: Ventricular, Atrial and Junctional (Supraventricular), depending on an
impulse origin - ventricular tissue, atrial tissue or atrioventricular (AV) junction cor-
respondingly.

Fig. 17.6 and 17.7 present premature ventricular and atrial contractions corre-
spondingly.

In our analysis, a beat is considered to be Premature if current RR interval differs
for at least 16% of the average RR interval of the last 6 beats. This value is selected
based on the study reported by Gusev et.al [66] and proven to be successful.

Postponed contractions are those beats that appear later to the expected beat as
determined by a regular rhythm. Usually, they are late due to compensatory pause
from a previous premature contraction, or they can appear as an escape beat.

17.1.4 Normal Beats

We classify a detected QRS complex as N (Normal Beat) under the conditions pre-
sented in Table 17.4 [129].
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Table 17.4: Determination of a normal beat.

Parameter Characteristics Values
QRS complex width Normal 60-110 (ms)
QRS morphology qRs, Rs, rsR’, rS, rs, qR, QR Fig. 17.2
Context behavior Similar to the last beat
Rhythm type Regular
Heartbeat location Follow the underlined rate
Heartbeat rate Normal 60 - 100 BPM
T wave morphology Normal
ST segment Normal
QT segment Normal
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Fig. 17.4: Illustration of N beats and one V beat on MIT-BIH Arrhythmia record
100 (1514.8 sec).
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Fig. 17.5: Illustration of N beats and one A beat on MIT-BIH Arrhythmia record
100 (470.0 sec).

Fig. 17.6 and 17.7 display a series of normal beats identified by N, along with
occurrence of S (A) and V beats.

17.1.5 Supraventricular Beats

Supraventricular beats arise from an ectopic focus within the atria or from AV node.
QRS morphology of a supraventrucular beat is similar (same) to a normal beat due
to the same pathway of conduction through the AV node, and same pattern of ven-
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tricular depolarization, however its location is different, so it can be premature or
prolonged.

QRS width of normal and supraventricular beats is between 60 and 110 ms. Ta-
ble 17.5 presents the rules to determine its type determined by the irregular rhythm
and beat location.

Table 17.5: Determination of a supraventricular and normal beats.

Parameter Premature (A, S) Normal (N) Escape (e, j)
Location Premature Normal Postponed
Rate Normal Normal Normal
T wave Normal Normal Normal

An example of a premature atrial contraction (PAC) is listed in Fig. 17.7, denoted
as A.

17.1.6 Ventricular Beats

A ventricular beat can be detected by the abrnormal morphology of the QRS com-
plex, such that the QRS duration is longer than or equal to 120 ms. The irregularity
of the rhythm, rate and the beat location determine more specifically its type. Ac-
cording to Table 17.3 we classify four types of ventricular beats: a premature ven-
tricular beat (PVC), an R-on-T ventricular premature beat (r), a ventricular escape
beat (E) and fusion of a ventricular and a normal beat (F). Table 17.6 defines the
differences more precisely, and, therefore, our determination rules.

Table 17.6: Determination of a ventricular beat.

Parameter PVC (V) RonT (r) Fusion (F) Escape (E)
Location Premature Premature Normal Postponed
Rate Normal > 150 BPM Normal Normal
T wave Opposite Normal Normal Opposite

An example of a premature ventricular beat is already illustrated in Fig. 17.6,
where a PVC ventricular beat has an obvious diversity and its location is premature.

17.2 Definition of Features

We use an improved version of Hamilton’s QRS detection algorithm [47] as illus-
trated in Fig. 17.8. Q,R and S points of a complex are calculated by this algorithm.
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Fig. 17.6: Illustration of N beats and one V and F beat on MIT-BIH Arrhythmia
record 205 (815.0 sec).
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Fig. 17.7: Illustration of N and V beats, one a, F and E beat on MIT-BIH Arrhythmia
record 210 (1755.0 sec).

Original Hamilton calculates the R-peak locations to be at AC,BC and CC points.
However, these locations are slightly different from the real R-peaks. That is why,
in our previous study [47] we introduced a SearchL and SearchR intervals, and ex-
perimentally found that best results are when they are 160 ms and 120 ms respec-
tively.We consider baseline to be the value 0 on over the bandbass filterred signal.

Based on these parameters, Algorithm 5 is used to find R-locations and QRS
complex type. If we have NOR or EQN complex type, then we search on the neg-
ative y-axis for Q and S locations. For both of them, we try to find the point that is
farthest from the baseline, on the left and right side of R for Q and S respectivelly.
In case of INV or EQI complex type, the only difference is that we search positive
y-axis for Q and S locations.

As a result of our algorithm, R-locations are found to be at RA,RB and RC, with
corresponding Q and S locations.

Fig. 17.9 visualizes f QSc parameter for RA,RB and RC peaks. Algorithm finds
the maxium energy, then gets 5% of it to mark the start and end points of Q and S
on signal output after average over an 80 ms window. This algorithm calculates that
for this segment particularly fQSc is 128ms. f QSa and f QSd are calculated based
on this parameter.

Fig. 17.10 visualizes SB and QBh parameter for RA,RB and RC peaks. Algorithm
calculates the time required from S to the baseline on signal after bandpass filter,
and absolute energy difference between Q and baseline.
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Fig. 17.8: A signal extract and R-peak,Q and S point detection over the MIT-BIH
Arrhythmia record 100 (426.4 sec): a) Original signal and local peaks A, B and
C; b) Output after bandpass filter; c) Output after average over an 80 ms window;
d) Calculated R-peak locations with constant delay introduced by the filter. e) Cal-
culated R-peak locations AC,BC and CC, and the search intervals over the output of
bandpass filter. f) Calculated R-peak locations RA,RB and RC and characteristic Q
and S locations.
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Table 17.7: Feature space detection parameters.

ID Feature Description
F5 Q,R,S Detected Q,R and S point.
F1 f QSc Width between two points on squared average

signal over an 80 ms window. Start and End
points are calculated as 5% of the max height,
on 600ms interval from the detected maxima.

F1 f QSa Average of fQSc over last 5 peaks.
F1 f QSd Current difference of fQSc and fQSa.
F1 SB Distance from the detected S point until the base-

line on high pass filterred signal.
F10 QBh Distance from the detected Q point until the

baseline on high pass filterred signal.
F8 ST Let R1, R2 and R3 be the latest R points, T3 be

the current T point, AvgRR3 the average value
from R1 to R3, and AvgRT3 be the average value
between R3 and T3. ST is calculated as the dif-
ference of AvgRT3 and AvgRR3.

F1 QSe Average of input values between detected Q and
S point, subtracted to the minimum on that sec-
tion.

F1 QSc Width between Q and S calculated on the high
pass filterred signal.

F1 QSa Average of QSc over last 5 values.
F1 QSdi f f Current difference of QSc and QSa.
F2 TriSim Triangular similarity of current and previous beat

where Q,R,S are the points of the triangle.
F3 (o f )QRca Deviation of current QR height from the average

of 20 QR’s, calculated on the original or filterred
signal

F3 (o f )RSca Deviation of current RS height from the average
of 20 RS’s, calculated on the original or filterred
signal

F3 (o f )QRpc Deviation of current QR height from the previous
QR, calculated on the original or filterred signal

F3 (o f )RSpc Deviation of current RS height from the previous
RS, calculated on the original or filterred signal

F6 RA Average of RRl values over last 5 values
F4 RA/RRl Ratio of RA over current RR
F4 RA/RRa Ratio of RA over Rra
F6 RARRld Deviation of RA over RRl
F6 RRa Average of RRl values over last 5 values being

inside the interval 80% and 115% of the previous
average.

F6 RRl Current RR interval
F6 RRr Ratio of RRa over RRl
F6 RRld Difference of current and previous RR interval,

over the previous.
F2 TY PEc Current type of QRS complex. One of NOR,

EQ N, INV or EQ I
F2 TY PE p Previous type of QRS complex.
F2 TY PEl Type of latest normal QRS complex.
F2 LAST Detected class of last QRS complex.
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Fig. 17.9: A signal extract to visualize f QSc feature over the output after average
over an 80 ms window on MIT-BIH Arrhythmia record 100 (426.4 sec).
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Fig. 17.10: A signal extract to visualize SB and QBh feature over the output after
bandpass filter on MIT-BIH Arrhythmia record 100 (426.4 sec).

Fig. 17.11 visualizes ST parameter for R1,R2, R3 peaks and T 3 location. Let the
average value between R1 and R3 be AvgRR3, and average value between R3 and
T 3 be AvgRT 3, then ST is calculated as AvgRT 3−AvgRR3.
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Fig. 17.11: A signal extract to visualize ST feature over the original signal on MIT-
BIH Arrhythmia record 100 (426.4 sec).

Fig. 17.12 visualizes QSe parameter for R1,R2, R3 peaks and corresponding Q
and S locations. Let the average value between Q and S for R be AvgQS and MinQS
be the minimum value of Q and S, then QSe is defined as AvgQS−MinQS.
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Fig. 17.12: A signal extract to visualize QSe feature over the original signal on MIT-
BIH Arrhythmia record 100 (426.4 sec).
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Fig. 17.13: A signal extract to visualize QSc feature over the the output after band-
pass filter on MIT-BIH Arrhythmia record 100 (426.4 sec).
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Fig. 17.14: A signal extract to visualize QR and RS heights over the the output after
bandpass filter on MIT-BIH Arrhythmia record 100 (426.4 sec).

Fig. 17.13 visualizes QSc parameter for R1,R2, R3 peaks and corresponding Q
and S locations.QSc is defined as the time elapsed from Q to S point. QSa and
QSdi f f are calculated based on this parameter.

Fig. 17.14 visualizes QR and RS heights for R1,R2, R3 peaks. Based on this
parameters, feature f QSca can be calculated as the deviation of current QR from
the average. The same applies to f RSca. Calculation of (o f )QRca, (o f )RSca,
(o f )QRpc and (o f )RSpc are done in the same manner.
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On the other hand, TriSim feature is calculated with QR and RS heights, and QSc
width. Let the previous heights be QR1 and RS1, and the width be QSc1, whereas
current ones be QR2,RS2 and QSc2. If we consider QRS complex as a triangle, then
we can conclude that they are similar if both of the following conditions are valid at
the same time. Note that SIM T HR = 15%, which is the similarity threshold.

1. (QR1/RS1)∗ (RS2/QR2)<= SIM T HR
2. (QSc1/QR1)∗ (QR2/QSc2)<= SIM T HR

17.3 Set of Decision Rules

In this research, we have introduced more than 500 decision rules. In the process of
introducing new rules and features, we have been working closely with cardiology
experts. Fig. 17.15 gives presents a high evel overview for decision of Normal, PVC
and PAC beats.
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Fig. 17.15: High level view of the decision process.
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Table 17.8: Top 10 Decision Rules and the Criterias used for Normal Beat.

Feature Decision Rules and Values
P030 P034 P036 P038 P051 P084 P204 R001 R098 R999

fQSc <17 <17 <17 <17 <20 - -
>21—
<18 <29 -

fQSa - - - - <19.3 - - - >15 -

ST - - - - - - -
>-27
<16 <-6 -

SB - - - - - - -
>0
<5 >4 -

QBh - -
>-55
<-31

>-55
<-32 <-16 - - - - -

Qse - >20 - - <40 - -
>-35
<28 >39 -

QSc <12 >9 - - <14 - - >13 >13 -

QSa - >9 - - - - -
>8.5
<12 - -

QSdiff - - - - <1 - - - - -
TriSim - <0.16 <0.16 <0.16 <0.16 <0.16 <0.05 - - -
fQRca - - - - - - - - - -
RRl >78 - - - >48 - - - - -
RRr <1.33 <1.76 - - - - - <1.18 - -
RRa >89 - - - - - - - - -
RA/Rra - - >1 <1 !=1 - - - - -

RRld
>-0.15
<0.57 - -

>-0.54
<0.16 - - - - - -

TYPEc !INV - - - - NOR - - - -
LAST - ! PVC ! PVC ! PVC ! PVC - - - - -

Total
Det. 71 145 37 39 85 257 71 47 549 87520

17.3.1 Normal Beat

There are totally 114 decision rules for classifying beat as normal which are acti-
vated on MIT-BIH Arrhythmia, one of which has no criteria and applies when none
of the rules are effective. Table 17.8 presents top 10 of them, based on the number
of correctly classified normal beats. These rules in fact decide for 99.33% of the
existing normal beats in MIT-BIH Arrythmia database. An important note is that,
we use only 18 features for the top 10 rules, in order to classify normal beat.

17.3.2 Ventricular Beats

MIT-BIH Arrhytmia database activate 141 decision rules for Preature Ventricular
Cotraction. The most important 10 rules accounts for 54.26 % of the total classified
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PVC’s, where the details for them are presented in Table 17.9. We obseve that 18
features are generally used in these mostly used decision rules.

Table 17.9: Top 10 Decision Rules and the Criterias used for PVC Beat.

Feature Decision Rules and Values
P022 P029 P096 R008 R011 R012 R014 R033 R040 R083

fQSc
<34
>3 <32 - >16 - - >16 -

>18
<27 -

fQSa <26.6 - - - - - - - - <35
fQSd <-0.6 - - - - - - - >0.4 -

ST
>-71
<8 - - - - - <0 - - >-66

SB - >6 >5 -
>5
<11 >5 >5 >6 - <17

QBh >-71 - - - - - - - - >5

Qse - - - - <-64 - - -
>-125
<-22 >-220

QSc >15 - - >15 >10 >9 >10 >10
>8
<23

>10
<25

QSa - - - - - - - - >10 <20.5
QSdiff >=1 >0 - >2 - - - - >-1.5 -

oQRca - - >0.45 - - >0.65 >0.65 <-2.0
>-3
<-2 -

oRSca - - - - - - >0.65 <-1.0 - -

RRl - - - - - - - -
>50
<80

>40
<149

RRr - <1.8 - - - - - - >0.93

RRa - - - - - - - - -
>40
127

TYPEc - - - NOR EQI EQN - EQI - -
TYPEp - - - - - - - - - NOR
TYPEl - - - - NOR NOR - NOR - -

Total
Det. 515 351 332 731 478 208 213 192 275 371

17.3.3 Atrial Beats

On the other hand, 119 rule for Atrial Premature Contraction are activated on MIT-
BIH Arrhytmia databas. 64.66% of the total APC’s are actually classified by the top
10 classification rules. Table 17.10 presents them, where we observe that total of 20
features are used. Iterestingly we see that high percentage of features are regarding
the RR interval. This is an expected situation, since APC peak resambles a lot to a
normal, and RR interval is one of the differentiative factors.
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Table 17.10: Top 10 Decision Rules and the Criterias used for APC Beat.

Feature Decision Rules and Values
P044 P052 R147 R170 R171 R172 R173 R174 R175 R196

fQSc <17 >22
>11
<17 -

>14
<20

>16
<21

>16
<20

>16
<25

>16
<24

>17
<25

fQSa - >21.8 - - -
>16
<19.5

>16.8
<18.4

>17.4
<19.6 - -

fQSd - - - - -
>-3
<1.4

>-0.6
<1.2 - - -

ST - - - >-40
>-23
<20 - <2

>-15
<2

>-14
<8 -

SB -
>3
<10 <10 -

>4
<11

>6
<10

>5
<9

>5
<10

>5
<11 -

QBh - -
>-27
<-8 -

>-16
<-2

>-16
<-4

>-14
<6

>-16
<-4

>-15
<-2 -

Qse - <40 - -
>6
<39

>11
<34

>16
<26

>12
<24

>8
<34

>-45
<-30

QSc - <14 - <12
>7
<13

>8
<11

>8
<11

>9
<12

>7
<14 >11

QSa - - - <11.6
>9.4
<10.2

>9.4
<9.9

>9.4
<9.9

>9.4
<9.9

>9.4
<10.2

>12.4
<13.8

QSdiff - <1 - - -
>-0.9
<0.6

>-0.9
<0.6 - - -

TriSim <0.16 <0.16 - - - - - - - -

RRl -
>61
<86 -

>56
<80

>80
<96

>87
<99

>89
<96

>89
<106

>89
<106

>56
<69

RRa - - - -
>85
<96

>88
<95

>87
<96

>88
<95 - -

RRr - >1.2 - >1.4
>0.96
<1.1 -

>0.96
<1.04 <1.01 >0.9 -

RA - - - - - - - - >96.1
>59.4
<64.6

RA/RRl - - - - >1.21
>0.95
<1.03 - - >1.17 -

RA/RRa - - - >1.4 >1.17 1 >1.12 - - -
RARRld - >0.2 - >0.4 - - - - - -

RRld - - - <-0.4 -
>-0.06
<0.06

>-0.07
<0.06 - - -

LAST !PVC !PVC - - - - - - - -

Total
Det. 356 63 62 256 403 238 75 95 133 63
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17.4 Exerimental Setup

In this paper, we consider using the following banchmark databases:

• MIT-BIH arrhythmia database [99],
• American Heart Association’s (AHA) database [72],
• European ST-T database [130]

MIT-BIH arrhytmia database consists of total 48 records each of 30 minutes
length, with a default frequency of 360Hz and 11 bit resolution. In this research,
we use resampled data of 125Hz and 10 bits resolution instead. We also exclude
paced beats, which are found in records labelled as 102, 104, 107 and 217.

We additionaly consider AHA database for the sake of this research. Even though
this database contains 3 hour long recordings, we consider only the last hour since
it is the only part annotated. 2202 and 8205 labelled records have paced beats, thats
why they are removed. We also have dowsampled data from 250 to 125Hz and
decreased the resolution to 10 bits instead of the default 12 bits.

European ST-database is the last benchmark database we considered. It already
has 90 records of 2 hour long, sampled on 250 hertz with a resolution of 12 bits. We
consider using all of the records with a dowsampled rate of 125 and 10 bits.

Two testing environments were used for testing:

• Intel i7-3632QM CPU, 2.2 GHz system with 12 GB of memory and Windows 10
and,

• Intel i5 CPU 2.7GHz with 8 GB 1333 MHz DDR3 with MacOS Sierra.

All algorithms are compiled by a standard gcc compiler without any compiler
optimization flags.

Improved version of Hamilton’s [47] algorithm having a 99.91% QRS sensitivity
and 99.90% QRS positive predictivity rate is used as a QRS detector.

17.5 Evaluation of Results

We use sensitivity and positive predictivity a performance metrics. Eq. 17.1 presents
the formulas for calculating them, where T P , FP and FN are the true positive, false
positive and false negative values.

SENS =
T P

T P+FN
PPV =

T P
T P+FP

(17.1)

Based on these metrics, results for Normal, PVC and APC beats are listed on
Tables 18.2, 18.3 and 18.4 respectively.



Chapter 18
Overview and Related Work

The content of this Chapter was published at the Journal of Technology and Health-
care [47], 2019.

18.1 Related Work

Several approaches have been proposed for ECG beat classification realized by the
following approaches based on: genetic algorithms, decision trees, neural networks,
fuzzy rules, wavelets, or other machine learning algorithms.

Decision based approaches that were proposed in earlier times revealed reason-
able results. Some of these studies are [6, 81, 101, 71]. The main disadvantage in
these algorithm is in the inability to adapt to temporary changes in the morphology
of beats.

Dokur and Ölmez [38] propose hybrid neural network structure analyzing a to-
tal of eight features. They use genetic algorithms to train the hybrid structure and
classify ten different QRS types: N, L, R, P, p, a, E, V, F and f. A Total Classifica-
tion Accuracy (TCA) of 95.7% is reported for MIT-BIH arrhythmia database. The
main disadvantage lies in the fact that their algorithm needs to be trained enough
and personalized in order to produce highly accurate classification results.

Engin [56] proposes a Fuzzy-Hybrid neural network algorithm for beat classifi-
cation. He uses three features, in order to classify four different beat classes: the N,
V, R and x (a non-beat annotation according to PhysioNet [63]). The reported results
are 98% mean efficiency for only four records of MIT-BIH arrhythmia database.

Hu et.al [73] proposes MOE (mixture of experts) approach in order to implement
patient-adaptable beat classifier. Their algorithm classifies four types of beats: N, V,
F and Q. They exclude total of 15 records from MIT-BIH arrhythmia database, that
have paced beats and that do not have PVC beats. Their algorithm produces 95.9%
classification rate with using LE classifiers.

Wieben et.al [137] proposed an algorithm to classify PVC beats using a combina-
tion of filter banks, decision trees and a fuzzy-rule based system. Decision tree based

151
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algorithm produces sensitivity of 85.3% and a positive predictive rate of 85.2%,
whereas the fuzzy rule based system produces worse results of 81.3% sensitivity
and 80.6% positive predictive rate.

Afonso et.al [11] proposes a solely filter bank based ECG classifier, where a
specific machine learning method automatically creates the rules. The classifier is
able to distinguish paced and non-paced beats with a sensitivity of 87.64% and a
positive predictive rate of 90.97%.

A novel decision-tree approach was presented by Exarchos et.al. [57]. Their al-
gorithm has three stages, extraction of rules, transformation to fuzzy model and
optimizing the parameters. This algorithm classifies four types of beats: ventricular
flutter beats (noted as non-beat annotation according to PhysioNet [63]), V, N and
beats of second degree heart block; producing a 96% accuracy using the MIT-BIH
arrhythmia database.

Zhang et.al. proposes a combination of Wavelet Transformation and Decision
tree classification. This algorithm can classify N, L, R, P, V and A beats with 96.31%
accuracy on data obtained from MIT-BIH arrhythmia database.

An efficient approach was presented by Khoureich [78], by only using waveform
similarity and RR interval, in order to classify N, A, /, V, L and R beats. Experi-
ments on 46 out of 48 records of the MIT-BIH arrhythmia database had revealed a
classification rate of 97.52%.

An exclusively RR-interval based approach was also reported by Tsipouras
[133], for detecting N, V, ventricular flutter/fibrillation and second degree heart
block producing a 98% accuracy on MIT-BIH arrhythmia database. Furthermore,
this information is used to classify six rhythm types.

We observe that, each of the presented studies use different number of features
and various algorithm approaches.

18.2 Overview of Obtained Results

18.2.1 Improving the QRS Detection for One-channel ECG Sensor

The following parameter combination achieves the best overall performance: ST HR
= 2, SearchL = 152 ms, SearchR = 56 ms, DT HR = 200, TA0 = 250 ms, TA1 =
260 ms, TA2 = 320 ms, T HRA1 = 0.8, T HRA2 = 2.5, and BPM BASE = 90.

Table 18.1 gives an overview of the obtained results and shows that our algorithm
has reached better-combined values of sensitivity and positive predictive rate.

One can face several problems comparing any QRS detection method to other
published papers as summarized below:

• no source code provided to check other approaches;
• no info about positive predictive rate; or
• no info about the number of errors.
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Table 18.1: Comparison of algorithm performance over MIT-BIH Arrhythmia
database.

MIT-BIH Arrhythmia database all 48 records no paced records
(44)

Algorithm fS
(Hz) Bits Scale

(mv)
Total
Peaks TP FP FN

Tot
Err QSE Q+P

Tot
Err QSE Q+P

Our Work 125 10 6 109494 109382 110 112 222 99.90 99.90 194 99.91 99.90
Ghaffari [62] 360 11 10 109428 109327 129 101 230 99.91 99.88 N/A N/A N/A
Bahouraa[21] 250 11 10 116137 109625 133 174 307 99.83 99.88 303 99.82 99.88
Elgendi [53] 360 11 10 109985 109775 82 247 329 99.78 99.92 322 99.76 99.92
Martinez [92] 360 11 10 109428 109111 35 317 352 99.71 99.97 N/A N/A N/A
J.Martinez [93] 360 11 5 109428 109208 153 220 373 99.80 99.86 N/A N/A N/A
Cvikl [37] 250 N/A N/A 109494 109294 200 200 400 99.82 99.82 373 99.81 99.82
Chiarugi [29] 360 11 10 109494 109228 210 266 476 99.76 99.81 443 99.75 99.81
J.Lee [85] N/A N/A N/A 109481 109146 137 335 472 99.69 99.87 459 99.68 99.87
Zidemal [139] 360 N/A N/A 109494 109101 193 393 586 99.64 99.82 540 99.64 99.83
Hamilton [69] 360 11 10 109267 108927 248 340 588 99.69 99.77 569 99.68 99.76
Choi [30] 360 11 N/A 109494 109118 218 376 594 99.66 99.80 561 99.65 99.79
GQRS [63] 360 11 10 109494 109196 302 298 600 99.73 99.72 562 99.72 99.72
Christov [31] 360 N/A 5 109855 109615 386 288 674 99.74 99.65 670 99.72 99.62
Arzeno [20] 360 11 10 N/A 109099 405 354 759 99.68 99.63 N/A N/A N/A
Tompkins[107] 200 11 10 116137 109532 507 277 784 99.75 99.54 771 99.73 99.50
Paoletti [109] 360 11 10 109809 109430 565 379 944 99.65 99.49 924 99.64 99.45
Poli [113] 120 11 10 109963 109522 545 441 986 99.60 99.51 N/A N/A N/A
Elgendi [52] 360 11 10 109493 109397 97 1715 1812 98.31 99.92 1798 98.33 99.91

When analyzing the performance, only a small number of papers give informa-
tion on the achieved positive predictive rate and they usually target achieving higher
sensitivity values. However, it is very easy to achieve a higher sensitivity value and
capture most of the results you would like to include in your algorithm by relaxing
the constraints on the optimization parameters, but, at the same time, this will pro-
duce many extra generated peaks that do not represent a QRS peak. This is why it
is very important to address both the sensitivity and positive predictive to evaluate
performance.

This means that there is no direct comparison method. To cope with this prob-
lem, we have analyzed the number of errors as a performance measure (as defined
by Errors in Eq. 16.2). Although this performance measure can be achieved by cal-
culation the sum of FP and FN, it can also be calculated through the harmonic mean
(HM) of the QRS sensitivity and positive predictive rate by Eq. 18.1.

Errors = TotalQRS∗

(
1

QSE
+

1
Q+P

−2

)
(18.1)

We used Eq. 18.2 to evaluate this relation. In addition, we assumed that the num-
ber of extra detected (false negative) peaks is a lot smaller than the number of cor-
rectly detected QRS peaks, i.e. T P >> FN, leading to TotalQRS≈ T P.
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1
QSE

+
1

Q+P
=

T P+FN
T P

+
T P+FP

T P

= 2+
FP+FN

T P
(18.2)

A number of discrepancies were found while analyzing related work. Table 1 of
[107] shows that the number of errors is 782 although it is 784. The calculation of
total beats is the most unambiguous. For example, TP + FN is greater than TB in
[52]. Lee publishes two papers [84] and [85] providing correspondingly 109486 and
109481 total beats. The former one has 6 additional beats, which are from files 118,
201, 205, 220, 221 and 233, whereas the latter one has 1 additional beat at record
114.

We found that various authors have used a different number of detected peaks.
They should use the total number of detected beats, since the total number of peaks
includes also non-beat annotations, for example, locations where there is a rhythm
change. That is why we use the total number of annotated beats in the MIT-BIH
Arrhythmia database 109494.

Table 18.1 also shows that researchers focusing on QRS detection algorithms
mostly tend to use the original sampling frequencies, and resolution of reference
ECG databases. Running the algorithm on 125Hz means that nearly 3 times less data
is feed to the QRS detector, thus the execution times are deduced accordingly. More-
over, the adjustments that we proposed increased the performance metrics, which in
total yields a better QRS detector intended for a small wearable one channel ECG
sensor.

We have introduced several methods to improve the QRS detection in differenti-
ation -based algorithms. Even though our approach is demonstrated on Hamilton’s
QRS detection algorithm, it can also be implemented in other algorithms. The re-
sults show superior performance over other published results. The improvements
were efficiently built in on an industrial QRS detector, for a wearable ECG monitor,
where the sampling frequency is 125 Hz, with 10-bit resolution of the AD converter.

Tuning the threshold values might increase the performance, but one needs to
develop new relations to generate the thresholds, such as finding

• how many previous beats might be analyzed to estimate the mean value,
• which peaks will be classified as QRS beats since they are very similar in shape,

and
• the impact of the beat rate on classifying the artifacts.

For this purpose, we have introduced several new rules for 1) threshold calcula-
tion to better classify QRS peaks; 2) elimination of QRS-like artifacts, and 3) artifact
elimination based on beat rate.

Due to rescaling, loose ECG contacts, and noise caused by muscles, 62 beats can-
not be detected by analyzing the first ECG channel, without the analysis of a second
channel. This gives a higher performance of the QRS sensitivity to 99.96%, and our
algorithm has reached a 99.90% QRS sensitivity, with 99.90% positive predictive
rate when all records are analyzed in the MIT-BIH, and 99.91% QRS sensitivity for
44 records without paced beats.
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Generally, the published papers on QRS detection algorithms do not offer their
source codes, and only some of them are validated with referenced ECG databases,
such as the MIT-BIH Arrhythmia database. Most of the algorithms give a brief
description of design issues without implementation details, addressing only the-
oretical related results. This is why one cannot directly compare results. Different
approaches generally do not achieve results as the ones achieved in a real imple-
mentation.

This study can facilitate possible QRS detection algorithms to consider rescal-
ing, and resampling on reference ECG databases in return for better performances.
Our findings show that the adjusted version of Hamilton’s QRS detection algorithm
yields better results with 125Hz data on nearly three times shorter execution times.

18.2.2 Improving ECG Beat Classification Algorithm

From the presented results for normal beat on Table 18.2 , we conclude that algo-
rithm produces excelent results for Normal beat detection.

Table 18.2: Results for Normal beat detection.

Database TP FP FN SENS PPV
MIT-BIH 100638 99 95 99.91 99.90
AHA 174343 477 432 99.73 99.76
EUR-ST 788103 2462 1970 99.69 99.75

When we analyze the results for Premature Vetricular Contraction listed on Table
18.3, we observe 94.55% sensitivity and 94.44% positive predictivity values. These
results tend to be strong enough on AHA database also. Algorithm also produces a
strong sensitivity value of 84.75% EUR-ST.

Table 18.3: Results for PVC detection.

Database TP FP FN SENS PPV
MIT-BIH 6627 390 382 94.55 94.44
AHA 14273 942 2023 87.59 93.81
EUR-ST 3786 1555 681 84.75 70.89

Table 18.4 lists the results for Atrial Premature Contraction. 89.23% sensitiv-
ity and 97.37% positive predictivity rate is observed for database MIT-BIH. AHA
database does not have APC beats, whereas on EUR-ST algorithm produces 42.45%
sensitivity and 44.18 % positive predictivity values. This is primarily due to the low
amplitude-energy signal.
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Table 18.4: Results for APC beat detection.

Database TP FP FN SENS PPV
MIT-BIH 2700 73 326 89.23 97.37
AHA - - - - -
EUR-ST 467 590 633 42.45 44.18

These findings suggest that the proposed algorithm classifies the peaks with a
very good performance. We also conclude that it can run on mobile devices, without
extensive memory or processing requirements.
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Concluding Remarks





Chapter 19
Conclusions and Future Work

This PhD research was mainly focussed on the end-two-end optimization of digital
processing of ECG signals. This comes with lots of published results and conclu-
sions.

Our findings during this PhD research are already integrated to the Cloud Based
Remote ECG Monitoring portal ECGAlert, supported by the Macedonian Fund for
Innovations. Main outcomes and future direction is provided in the next concluding
sections.

19.1 Conclusions

Achievements of this PhD research can be summarized in four categories.

19.1.1 Requirement Analysis of Time-critical mHealth Solutions

This is the first and one of the important outcomes. Requirements elicitation of
mHealth solution is documented for the time-critical medical monitoring applica-
tions. We develop and present the most important functional and non-functional re-
quirements. 2 scientific papers have been published, which not only serves as a basis
for this thesis, but also serves a basis for possible implementations of time-critical
mHealth solutions.

19.1.2 Optimizing the ECG Data Pre-processing Phase

Along with this thesis, 3 scientific papers have been published on first phase of
ECG processing. Primary aim of them was to obtain superliniar speed-up on DSP

159
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filters, i.e mainly the convolution algorithm. CPU, GPU and Dataflow engines were
utilized. A comparative analysis is done to find the best parallelisation platform. Our
findings indicate that, a combination of multi engines can fascilitate the convolution
by yielding a superliniar speedup.

19.1.3 Optimizing the ECG Feature Space Reduction Phase

In this phase, our primary aim was to optimize algorithms for detecting QRS com-
plexes. Any further analysis and extraction of hidden information from ECG data is
directly related to the quality and quantity of found QRS complexes. Aligned with
this, we have published 6 scientific papers. The results show superior performance
over other published results. The improvements were efficiently built in on an in-
dustrial QRS detector, for a wearable ECG monitor, where the sampling frequency
is 125 Hz, with 10-bit resolution of the AD converter.

19.1.4 Optimizing the ECG Feature Extraction Phase

As a last step, we have also optimized the third step of ECG processing. We intro-
duced a Decision-Tree based model for classification of Normal, Premature Ventric-
ular Contraction and Atrial Premature Contrtaction beats. It requires relatively sim-
ple operations and is a pipelined solution, processing beat by beat without extensive
memory or processing requirements. Our achievements here is that the proposed
algorithm can also run on mobile devices.

19.2 Future Work

This thesis’s primary focus was on the first three phases of ECG signal processing.
As a future work we see that there are two important directions as stated below.

19.2.1 Classification of QRS detection errors

To analyze differentiation-based algorithms although the methods can be imple-
mented in all other methods. The main goal is to classify the QRS detection errors,
and analyze if it is possible to solve them. We believe that this will give an insight
to the quality of the QRS database to evaluate the performance of the QRS detection
algorithms.
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19.2.2 Optimizing ECG Rhythm detection algorithms

Hidden information from ECG can only be extracted by proper detection and clas-
sification of QRS complexes. An important future work is to improve ECG Rhythm
detection algorithms so that they can run on mobile devices and extract high level
of hidden health information.
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39. Zümray Dokur, Tamer Ölmez, Ertugrul Yazgan, and Okan K Ersoy. Detection
of ECG waveforms by neural networks. Medical Engineering and physics,
19(8):738–741, 1997.

40. E. Domazet, M. Gusev, and S. Ristov. CUDA DSP filter for ECG signals. In
6th International Conference on Applied Internet and Information Technolo-
gies, Bitola, Macedonia, 2016.

41. E. Domazet, M. Gusev, and S. Ristov. Dataflow DSP filter for ECG signals. In
13th International Conference on Informatics and Information Technologies,
Bitola, Macedonia, 2016.

42. E. Domazet, M. Gusev, and S. Ristov. Optimizing high-performance CUDA
DSP filter for ECG signals. In 27th DAAAM International Symposium, Mostar,
Bosnia and Herzegovina, 2016. DAAAM International Vienna.

43. Ervin Domazet and Marjan Gusev. Optimal parallel wavelet ecg signal pro-
cessing. 2017.

44. Ervin Domazet and Marjan Gusev. Parallelization of digital wavelet transfor-
mation of ecg signals. In 2017 40th International Convention on Information
and Communication Technology, Electronics and Microelectronics (MIPRO),
pages 318–323. IEEE, 2017.

45. Ervin Domazet and Marjan Gusev. Parallelization of digital wavelet trans-
formation of ECG signals. In MIPRO, 2017 Proceedings of the 40th Jubilee
International Convention, Opatija, Croatia, 2017. IEEE.

46. Ervin Domazet and Marjan Gusev. Amplitude rescaling influence on qrs de-
tection. In International Conference on Telecommunications, pages 259–272.
Springer, 2018.



166 19 Conclusions and Future Work

47. Ervin Domazet and Marjan Gusev. Improving the QRS detection for one-
channel ecg sensor. Technology and Healthcare, page in press, 2019.

48. Ervin Domazet, Marjan Gusev, and Ljupcho Antovski. A time-critical mobile
application based on ecg medical monitoring. In Proceedings of the 8th Balkan
Conference in Informatics, page 3. ACM, 2017.

49. Ervin Domazet, Marjan Gusev, and Ljupco Antovski. Design specifica-
tion of an ecg mobile application. In 2017 25th Telecommunication Forum
(TELFOR), pages 1–4. IEEE, 2017.
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phasor transform for automatic delineation of single-lead ECG fiducial points.
Physiological measurement, 31(11):1467, 2010.

93. Juan Pablo Martı́nez, Rute Almeida, Salvador Olmos, Ana Paula Rocha, and
Pablo Laguna. A wavelet-based ECG delineator: evaluation on standard
databases. IEEE transactions on biomedical engineering, 51(4):570–581,
2004.

94. Joseph Mattai and Mathai Joseph. Real-Time Systems: specification, verifica-
tion, and analysis. Prentice Hall PTR, 1995.

95. Friedemann Mattern and Christian Floerkemeier. From the internet of comput-
ers to the internet of things. In From active data management to event-based
systems and more, pages 242–259. Springer, 2010.

96. Michael P McGraw-Herdeg, Douglas P Enright, and B Scott Michel. Bench-
marking the nvidia 8800gtx with the cuda development platform. HPEC 2007
Proceedings, 2007.

97. Priyanka Mehta and Monika Kumari. QRS complex detection of ECG sig-
nal using wavelet transform. International Journal of Applied Engineering
Research, 7(11):1889–1893, 2012.

98. Aleksandar Milchevski and Marjan Gusev. Improved pipelined wavelet imple-
mentation for filtering ECG signals. Pattern Recognition Letters, 95:85–90,
2017.

99. George B Moody and Roger G Mark. The impact of the MIT-BIH arrhythmia
database. IEEE Engineering in Medicine and Biology Magazine, 20(3):45–50,
2001.

100. P Morizet-Mahoudeaux, C Moreau, D Moreau, and JJ Quarante. Simple
microprocessor-based system for on-line ECG arrhythmia analysis. Medical
and Biological Engineering and Computing, 19(4):497–500, 1981.

101. FM Nolle, RW Bowser, FK Badura, JM Catlett, RR Guadapati, TT Hee,
AN Mooss, and MH Sketch. Evaluation of a frequency-domain algorithm to
detect ventricular fibrillation in the surface electrocardiogram. In Computers
in Cardiology, 1988. Proceedings., pages 337–340. IEEE, 1988.

102. M-E Nygårds and L Sörnmo. Delineation of the QRS complex using the en-
velope of the ECG. Medical and Biological Engineering and Computing,
21(5):538–547, 1983.

103. Harry Nyquist. Certain topics in telegraph transmission theory. Transactions
of the American Institute of Electrical Engineers, 47(2):617–644, 1928.



170 19 Conclusions and Future Work

104. Masahiko Okada. A digital filter for the QRS complex detection. IEEE Trans-
actions on Biomedical Engineering, (12):700–703, 1979.

105. OpenMP. Openmp application program interface version 3.0. 2008, Jan. 2014
]. http://www.openmp.org/mp-documents/spec30.pdf.

106. O Pahlm and L Sörnmo. Software QRS detection in ambulatory monitoring: A
review. Medical and Biological Engineering and Computing, 22(4):289–297,
1984.

107. Jiapu Pan and Willis J Tompkins. A real-time QRS detection algorithm. IEEE
transactions on biomedical engineering, (3):230–236, 1985.

108. Suraj Pandey, William Voorsluys, Sheng Niu, Ahsan Khandoker, and Rajku-
mar Buyya. An autonomic cloud environment for hosting ECG data analysis
services. Future Generation Computer Systems, 28(1):147–154, 2012.

109. Matteo Paoletti and Carlo Marchesi. Discovering dangerous patterns in long-
term ambulatory ECG recordings using a fast QRS detection algorithm and
explorative data analysis. Computer Methods and programs in biomedicine,
82(1):20–30, 2006.

110. Abhilasha M Patel, Pankaj K Gakare, and AN Cheeran. Real time ECG feature
extraction and arrhythmia detection on a mobile platform. Int. J. Comput.
Appl, 44(23):40–45, 2012.

111. P.D.Khandait, N.G. Bawane, and S.S.Limaye. Article: Features extraction of
ECG signal for detection of cardiac arrhythmias. IJCA Proceedings on Na-
tional Conference on Innovative Paradigms in Engineering and Technology
(NCIPET 2012), ncipet(8):6–10, March 2012. Full text available.

112. Everett H Phillips and Massimiliano Fatica. Implementing the himeno bench-
mark with cuda on gpu clusters. In Parallel & Distributed Processing
(IPDPS), 2010 IEEE International Symposium on, pages 1–10. IEEE, 2010.

113. Riccardo Poli, Stefano Cagnoni, and Guido Valli. Genetic design of optimum
linear and nonlinear QRS detectors. IEEE Transactions on Biomedical Engi-
neering, 42(11):1137–1141, 1995.

114. Pavel Rajmic and Jan Vlach. Real-time audio processing via segmented
wavelet transform. In Proc. of the 10th Int. Conference on Digital Audio Ef-
fects (DAFx-07), Bordeaux, France. Citeseer, 2007.

115. Anders P. Ravn, Hans Rischel, and Kirsten Mark Hansen. Specifying and
verifying requirements of real-time systems. IEEE Transactions on Software
Engineering, 19(1):41–55, 1993.

116. Carlos Oberdan Rolim, Fernando Luiz Koch, Carlos Becker Westphall, Jorge
Werner, Armando Fracalossi, and Giovanni Schmitt Salvador. A cloud com-
puting solution for patient’s data collection in health care institutions. In
eHealth, Telemedicine, and Social Medicine, 2010. ETELEMED’10. Second
International Conference on, pages 95–99. IEEE, 2010.

117. C Saritha, V Sukanya, and Y Narasingh Murty. ECG signal analysis using
wavelet transformation. BulgJ Physics, pp-68-77,(35), 2008.

118. H Sava, M Fleury, AC Downton, and AF Clark. Parallel pipeline implemen-
tation of wavelet transforms. IEE Proceedings-Vision, Image and Signal Pro-
cessing, 144(6):355–359, 1997.



References 171

119. Saving. Savvy ECG biosensor, 2017.
120. DU Shah and CH Vithlani. Efficient implementations of discrete wavelet

transforms using fpgas. International Journal of Advances in Engineering
& Technology, 1(4):100–111, 2011.

121. JS Shambi, SN Tandon, and RKP Bhatt. Using wavelet transforms for ECG
characterization. IEEE Engineering in Medicine and Biology, pages 77–83,
1997.

122. John A Sharp. Data flow computing: theory and practice. Intellect Books,
1992.

123. Steven W Smith. Digital signal processing: a practical guide for engineers
and scientists. Newnes, 2003.

124. Zhou Song-Kai, Wang Jian-Tao, and Xu Jun-Rong. The real-time detection
of QRS-complex using the envelope of ECG. In Engineering in Medicine and
Biology Society, 1988. Proceedings of the Annual International Conference of
the IEEE, pages 38–vol. IEEE, 1988.

125. Dieter Speidel and Mithun Sridharan. Quality assurance in the age of mobile
healthcare. The Journal of mHealth, 01(5):42–46, 2014.

126. CA Steinberg, S Abraham, and CA Caceres. Pattern recognition in the clinical
electrocardiogram. IRE Transactions on Bio-Medical Electronics, 9(1):23–30,
1962.
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