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NcrpaxkyBameTo 3a oBaa JIOKTOPCKa JIUcepTalija € CIIpoBeJIeHO Ha Y HU-
Bep3uTeror ,,Ceetn Kupur u Meroauj”, @akynreTor 3a nHOOPMATUYIKA HAYy-
KN U KOMITjyTepcKo nH2KeHepcTBo Bo Ckoije, Penybsmmka Makemonuja. 1Toa-
HYBajK1 KaKo IIPOJIO/ZKEHUE Ha NCTPAXKYBabETO CIIPOBEICHO BO MOjOT MATHC-
TEPCKHU TPY/L CO HACJIOB ,,AHaan3a Ha 0e30eaHOCTa HA BeO CEPBUCH U HEJ3UHO
BJIMjaHUe BP3 nepdopMaHcuTe Ha BeO cepBepuTe”’ BO HacOKa Ha 3arybarta Ha
nepdopmancu 1 6e30eIHOCHU TIPEIM3BUIIN Kaj IIpecMeTyBarmbe BO 00JIaK, UC-
TPasKyBambeTo ce BTYPHa BO J1a00Ka M JleTajiHa aHAJIN3a Ha apXUTeKTypaTa
Ha II0BeKe IIPOIECOPCKUTE CUCTEMU U HUBHOTO UCKOPHUCTYBaH€ BO IIpECMETY-
Balbe CO BUCOKH IepOPMAHCH Kaj IIPpecMeTyBarmbe BO 00JIaK.

Kputudyen MoMeHT 3a 0Ba WHTEH3WBHO MCTPaYKyBarbe O] Hellesia TOINHA
Oerrre cyieJIebeTo Ha KYPCOT 3a JOKTOpaHTH ,Ilo1aTouHn CTpyKTYypH U IIpec-
MeTyBambe co Bucoku nepdopmancu (Data Structures and High Performance
Computing)“ Kajie mTo ejieH of mpejaBaduTe Gere u MOjOT MEHTOP IMPO-
decop Mapjan ['ymes. IIpogokyBajku 1o ncrpakKyBameTo Bo obj1acTa Ha
IIpecMeTyBarbe CO BUCOKH IepdopMaHcH JI0OMBME CyTepInHeapHo 3a0p3yBa-
b€ 38 MHOYKEHhe MaTpPUIN Ha MYJTHIIPOIECOp Co crojenrena memopuja. O
0BOj 3HAaYaeH MOMEHT I'0 MHTEH3UBUPAB UCTPAXKYBAHETO U PabOTEBME 3ae]l-
HO CO aKTHBHO BKJIyUyBaibe Ha MOjOT MEHTOP BO CJIEIHUTE HEKOJKY MECEIIH.

Bosen

Bo mmuaaTtoTo Gere Temko sa ce Hajae morpebHaTa mHMOpMarmja. Muory
IOBeKe eHepruja ce TPOIIele 3a Ja ce peHece nHdopMalmjara OTKOJIKY Hej-
suHaTa obpaborka. Co mojaBara Ha VHTEpHET 1 110,100pyBaKHETO HA TOIATOY-
HUTe KOMYyHUKaIuu nadopMalyjata craHa IMoJ0CTaIHa, CO IIITO Ce 3r0JIEMH U
norpebaTa 3a MorojieMu pecypcu 3a odpaboTka na umHMOpPMAIUATE, 0OCOOEHO
38 CJIOYKEHU MPECMETKHU.



Yorpebara Ha TapaJjenn3anujaTa u IpecMeTyBambe CO BUCOKU epgop-
MaHCH HAIJIO Ce 3roJIEMH KOra MOKHHUTE KOMIIJYTEPCKH PECYpPCH IOYHaa Jia
IpecMeTyBaaT BO pa3yMHO Bpeme. TodHaTa BpeMeHCKa IIPOrHO3a 3a, CJIe THH-
Te HEKOJIKY JeHa MOKe Ja ce IpecMeTa 3a eeH jieH. CylnepKOMIIjyTepoT Ha
NBM /Iunbiy To mobem TOTAITHUOT CBETCKU IIAMIIMOH BO Imax Kacmapos
Urpajku 1o npasuiaTa 3a TypHUP. MHOTY codTBEPCKN AIINKAIINNA TH MIPE/I-
BUJIyBaaT JBIKemaTa Ha Oep3nre. Cure oBue Gapama MOpaarT Jia ce U3BPIIAT
TOYHO W IPEIU3HO 3a KPATKO BpeMe.

[TocTojaT MHOTY MexXaHU3MU 3a Ja ce 3abp3a u3BpiryBameTo. Ha nmpumep,
110/100pyBarke Ha OJIPE/IeH aJropuTaM HaMaIyBajKu r'u OPOjOT Ha IPECMETKU
U IPOT'PAMCKN YeKOPH HA UCT KOMIIjYTEPCKU CUCTEM; WU U3BPIIYBambeTO Ha
HCT aJrOpUTaM CO UCT OpPOj Ha Olepallly 3a MOMAJIKY BpeMe Ha, MOOP3u KOM-
njyrepu. BoBeyBameTo Ha pa3jindHi HAYMHU HA apaJsiesiHO U3BPIILYBahEe
[IpeCMeTyBarbe CO BUCOKU IepOPMAHCH Ce MOJIEPHU MEXaHU3MHU JIEHECKa 3a
1100P30 U3BPIIYBalbe HA OJIpEJIeHa IIporpama.

[Toctojar nBa paznuanu npuctamnu 3a XIIL: rpug npecmeryBammba u cyrep-
komijyrepu. U gBaTa mpucramnu KOpUCTaT OrpoMeH Opoj Ha MYyJITUIIPOIECOPH
HO pa3/IMvIHO opranusupanu. Kaj apxuTekTypata I'puj THE ce JTUCTPpuOynpa-
Hu u ,j1abaso nospsanun” (loosely coupled), T.e. kako KiacTep 0J1 KjacTepH,
JI0JIeKa Kaj cylepKoMIljyTepute ce ,mBpcto nop3anu (tightly coupled), r.e.
THE ce OJINCKY eJIeH JI0 JIPYT.

Cermak u jBaTa IPUCTAITN TOBEKe e JOCTAITHYU 38 YHUBEP3UTETUTE U HAY I-
HUATE OpraHu3allid OTKOJIKY 3a Om3HuC KoMianunte. HuBnata paboTHa OKO-
JINHA € pa3jIndHa O] cJIydaj JI0 CcJIydaj U 3aToa MMPoOJeMUTe MopaaT Jia ce
pein3ajHIpaaT CIope  Coo/IBeTHATA cliernduKaInja 3a CeKOoj mocedHO.

BosetyBamero Ha KOHIENTOT IpeCMeTyBamke BO O0JIAK I'M HAIPABU pe-
CYPCHUTE TOJIOCTAIIHU U TOOINCKY 10 KopucHuImTe. VlcTo Taka Toj Hyam mpo-
MUPJIUBY, (HJIEKCHOMIHE U HEOTPAHUYEHH PECYPCH 3a IPECMETYBarhe KaKo
u rpuj u cynepkomijyrepure. Ho Toj Hyan u muory moseke. Kopucaurure
MOXKAT Jla U3HajMaT IPOU3BOJIEH OPOj Ha BUPTYEJIHN MAIITHU U CEKOja OJ HUB
CO TIPOUBBOJIHU PECYPCH U ILIaTGOPMU CHOpPE] HUBHUATE MTOTPEOHU. YIIITe I10-
BeKe, KOPUCHUITUTE MOXKAT Ja CH KPEHmpaaT CBOM BUPTYEJTHU MAIWHU KaJle
IITO HUBHUTE all/InKaIuu ke paborar nepdeKTHO W Ke T'M IpeHecaT Jia ce
U3BPIIyBaaT BO 00JIaK.

Paborejku co rosieMu moaTony ¥ HUBHA MUTPAIUja Ol KOPUCHUIIUTE KOH
00/1aKOT 1 00paTHO, MOKpaj MOCTOCUYKUTE 6e30eTHOCHN IPEIN3BUIIA ITPOU3-
nmeryBaatr u HoBU. llopajum ¢dhakToT MITO ArIMKAIMUTe U HUBHUTE IIOIATOIN
uzJjieryBaaT oJ obe3bejieHaTa 30Ha Ha KOPHCHUKOT, HajBasKeH JIeJI € Jla Ce
00e306e11 nudopmalcka curypHocT. [locTojaT HEKOJIKY OTBOpPEHH IIpaliamba
KaKO HecorjlacyBamba CO 3aKOHCKaTa pPeryjaaTuBa, JoBepbaTa U IPUBATHOC-
ta Ha nojarorure. [loBekero oy mobaByBauure Ha yeiayru Bo obsiak (Cloud
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Service Providers - CSP) najmuory ce dokycupanu Ha 6e30e{HOCTa Ha HIUBHII-
Te KOPUCHUIN U PEYUCH CUTe NMaaT cepTudukaT 3a 6e30eIHOCT 38 HUBHUTE
jasau obsiaiy [16]. Yinre nmoseke, Tre UM HyJIaT Ha CBOMTE KOPUCHUIIU U AJIAT-
KU 3a IpoBepKa Ha 6e30eHoCTa Ja/ii HUBHUTE CEPBUCH KOH Ce IOCTABEHU BO
obsrakor Ha, CSP ce Bo coryracHOCT €O ojipeieH 6e30eHOCEH CTaHIaP/I.

Onuc Ha podJIEMOT U IIeJIUTE

[Henra Ha OoBaa JIOKTOPCKA JIMCEpTAIja € Jla CIPOBEJIEe JIeTaHa aHAIu3a Ha
nepdopmancuTe n 6e30eIHOCTa Kaj IpecMeTyBarmbe Bo 001aK. 3a J1a ce IOCTH-
IHe 0Baa IeJI JucepTalujara uMa 9eTupu 00JacT Ha ucrpazkysame: 1) Oc-
HOBHU KoHIenTu 3a obimak u XIIII, 2) amanusa wa nepdopMaHcn Ha Kell
MHTEH3UBHHU aJrOPUTMH U BeO CEPBUCHU TOCTaBEHW BO TPA/IUIIMOHATIHA OKO-
JMHA, 3) aHajmu3a Ha 1epdOPMAHCH KOra ce MOCTaBeHU BO TPAJIUIMOHAJIHA
OKOJTMHA U BO O0JIAK CO PA3JIMIHU CJIOEBU BO OOJIAKOT M PA3/IMIHU CTAHIAD-
i 3a Ge3beHOCT Ha BeO cepBUCH, U Ha Kpaj 4) eBasyanuu Ha 6e36e1HOCT 1
0e30eTHOCHU TIPEJIN3BUIU, ITPOBEPKa HA PUUIU U OJPXKYBarbe Ha KOHTUHY-
UTeT Ha OU3HUCOT Kaj JIeJIOBHUTE UH(MOPMAIIUCKHA CUCTEMHU.

[lenra Ha mpBaTa 00JIACT Ha HCTparKyBaibe 3a OCHOBHUTE KOHIIEITH Ha
oboylak u XIIII e ja He 3amo3Hae coO KOHIENITOT ITPECMETYBAHE BO O0JIAK,
Hep(bOpMaHCI/ITe 1 KOPUCTEHHUTE aJI'OPUTMU WM HUBHUTE MMILJIEMEHTAIIUU BO
oBaa jucepraryja. [lo npuiokyBamero Ha OCHOBHUTE KOHIIEIITH, IEITa Ha
CJIEJIHATE JIBe ODJIACTU € Jia T aHaJu3upa HaMaJlyBambeTo Ha repdopMaH-
cuTe IITO T'H MIPEIU3BUKYBa 00JIaKOT U BOBeIyBambeTo 0e30eanoct. [lenra Ha
rocJie/iHaTa 00JIACT € Jia MPE3EHTUPA HEKOJIKY METOOJIOTHH 3a eBajIyallnja
Ha 6e30e/IHOCTa 3a Pa3JIMIHUA CJIOEBU O] 00JAKOT W PelleHnjaTa 3a obJiaK co
OTBOPEH KOJI.

OcHoBHUTE TIpalllaiba 3a UCTPasKyBambhe Ha OBaa JucepTalinja ce:

e Jlamu JOTMOJTHUTETHUOT CJI0] OJ BUPTYeIU3alijara T HAMaJyBa Mep-
dopmancure?

e Kou ce mamayyBamata Ha mepdOpMaHCUTEe HA Pa3JIUIHU CEPBUCH U
AIJIMKAIMY (DU HUBHA MUT'paIija BO 00/1aK?

e Jlamu mocTtojar mpobiieMu 3a IPEeCMeTyBarbhe KOU Ce U3BPIIMYBaaT I0-
J100po BO 00JIAK OTKOJIKY BO TPaJIMIIMOHAJIHA OKOJIMHA Ha CTpPaHa Ha
KOPUCHUKOT?!

e Jlasum 1ocTojaT HEKOM PErnOHU KaJie MITO Ce TIOCTUTHYBA CylepInHeap-
HO 3a0p3yBaibe BO 00JIaK?



o Kou 6e30e1HOCHN TIPEIM3BUIIN TTOCTOJAT 34 JEJOBHUTE NHMOPMAIUCKI
CUCTEMU JOKOJIKY MUT'PHpaaT BO 00JaK?!

e Kou cimoeBn BO 00J1aKOT MMaaT IIOr0JIEMa BayKHOCT OTKOJIKY TPaIUIIH-
OHAJIHUTE OKOJIMHU 38 KOHTPOJIHUTE IeJIn 3a 0e30eIHOCT

e Koe pemenne 3a 06/1ak €O OTBOPEH KOJI € HAjCOOJABETHO 3a Pa3BO] U
OJIpYKyBamhe Ha CHCTEM 3a YIIPaByBambe cO MHMOOPMAINCKA CUTYPHOCT?!

Omncer Ha JucepTalrujara

Oriceror Ha oBaa JiucepTalija € OlpeJIe/lyBarkbe Ha BINjaHNeTO Ha PA3InIHI-
Te coeBH Bo obstakor laaS, PaaS u SaaS Bp3 nmepdopmancure n 6e36emHOCTA
Ha Kelll MHTeH3UBHUTE ajroputvu u Beb cepsucu. OBaa CcTy/uja ce KOHIIEH-
Tpupa Ha n360p Ha Hajaobpara pacupeaesada Ha pecypcuTe U HajcooIBeTHATA
mwiardopma 3a Ja ce gobujar Hajaoopu mepdopMaHCH 3a UCTa IIeHa.

OBaa mucepraryja ro Moje/npa BANjaHUETO Ha WHMPACTPYKTypara BO
00J1akoT BP3 NepOopMaHCUTE Ha PA3JIMIHUTE TUIIOBH, OPOj W TOJIeMUHA Ha
BJIE3HN TOPAKU KOU ja omTeperyBaar mcrara. Vcro Taka medunnpa m KBaH-
TUTATUBHU WHIXKATOPH 3a OIpee/lyBaibe Ha PUSUKOT O/ MUTPUPaihe Ha cep-
BHCHTE BO O0JIaK 3a pasjindHa IoJIEeMUHA Ha IOpaKUTe W pas3jimdeH O6poj Ha
KOHKYPEHTHU ITOPaKH.

Metomn

3a ma ce obpaboraT Ipalramara 3a HCTpaxKyBambe o obyiacTa Ha mepdop-
MAHCHUTE [TOCTABEHH Ce HEKOJIKY Pa3/IMIHi WH(PPACTPYKTYPU CO TPH Pa3Ind-
HI T1aTOPMU: TPaIUIHOHAIHA (JIOMaKWH ), BUPTyeTHa (TOCTHH) 1 00JIaK CO
oTBOpPeH Koj. Vcro Taka, pazaudau miardopMi 1 HOPACTPYKTYPH Ce NCKO-
pucrenn Ha KoMmeprmjaaauor obak Windows Azure.

Kako TecTHEU mOJaTOIM ce M3pabOTEHN pa3/InIHU BeO CEPBUCU KOU C€ I10-
cTaBeHU BO O0OJIaK M Ha TpaJMIMOHAJHA IL1aT(OopMa, KaKO U HEKOJIKY pa3-
mnaan pedpepentrn (benchmark) armkaryy 3a cCeKBEHIMjATHA U TapaJIeTHA
NMILJIEMHETAIja Ha TPEeCMETKOBHO, MEMOPHUCKO W Kelll WHTEH3UBHUOT aJIro-
pUTaM 3a MHOXKEHhe MaTPHUIIH.

HajupBun e u3Bpiena JerajHa TeOpeTCKa aHaIN3a 3a Ja Ce Olpeiesar
HOMUHAJIHUTE ITepdopMaHCH BO TpaJIMIIMOHAHA OKoJIuHA. [loToa ce peau-
3UpaHu OrpoMeH OpOj Ha eKCIIEPUMEHTH 32 Pa3JIMYHU BJIE3HU IIapaMeTpu U
PA3JINIHO ONTepeTyBabe 3a Jia ce m3Mepar MepdOpPMAaHCATe Ha aJITOPUTMU-



te. Ha kpaj e peayimsupana anajinsza W Kjaacudukaiuja Ha TEOPETCKUTE U
eKCIIEpUMEHTATHUTE Pe3yJITaTH.

3a ncTpaxKyBameTo oJi obsiacTa Ha 0e30eHOCT M3BPIIEH € IIperJiejl Ha
rJIaBHUTE Mel'yHapOIHU U MHAYCTPUCKU CTaHIApIu IITO ja obpaboryBaar Oe-
30e/IHOCTa, KAKO U aHAJIN3a Ha HUBHATA MIPUMEH/IMBOCT Kaj IPECMETYBambhe BO
obstak. 3paboTeHu ce HEKOJIKY eBaIyaruu 3a 06e30€/IHOCT Kaj ITPECMETYBabe
BO 00J1aK KOPUCTE]JKU ja KakKO OCHOBa cepujata Ha ctangapau N1CO 27000.

Coap:knHa Ha AUcCepTanunjaTa

Osmaa nuceprarmja ce cocrou ox 6 genosu: 1) OcHOBHI KOHIIENTH 3a 11epdop-
MaHCHUTe, MHOYKEHhe MATPHIN ¥ IpecMeTyBame Bo obsak, 2) [lomobpysama
Ha aJITOPUTAMOT 33 MHOXKeHe MaTpuliy, 3) TeopeTckn u mpakTHIeH JJ0Ka3 3a
cynepJHeapHo 3a6p3yBakbe Ha MyJITHIIPOIecop U rpadudku Kapru, 4) Ana-
Jn3a Ha epOpPMaHCUTE Ha Kelll MHTEH3UBEH aJITOPUTAM Kaj ITPECMETYBabe
BO 00J1aK, 5) Anannsa Ha nepdopmancuTe Ha Beb CEPBUCHTE Kaj TIPeCMeTyBa-
e Bo 0bs1ak u 6) Be3beqHocHN peu3BUIT U eBaIyalun Kaj IPeCMeTyBambe
BO 00JIaK.

Bo Jlen I ce npukakann OCHOBHUTE KOHIENTH U AePUHHUIUN 38 TOTPeOu-
Te Ha oBaa jucepTaiuja. 10j ce cocrou o et riasu. [1aBa 1 ru onumrysa
OCHOBHHTE KOHIIEIITH U apXUTeKTypaTa Ha 00JIaKOT, MOJIEJIMTE 38 II0CTaBY-
Bame 1 HuBoaTa Ha ycayrn. OCHOBHUTE MOMME 3a MepGOPMAHCH W OI'DAHU-
qyBamara ce jedbunupanu n enrabopupanu Bo ['masa 2. [loceben ocBpT Ha
MEMOpHCKaTa XHuepapxuja 1 BOBELYBAHETO Ha KeIll MeMOpHjaTa BO MOJIEPHH-
Te MYJITAIIPOIECOpPU € JajeH Bo [UraBa 3 OHMEjKM IPUCTAIIOT JO MEMOpPHja
€ TeCHO T'PJIO Ha CUTE IIpecMeTyBamba U Biujae Ha nepdopmancure. [raBa 4
I'l TIPE3EHTUPA OCHOBHUTE CEKBEHIIMjAJTHU U MapaJIeTHU UMILIEMEHTAIIIN Ha
AJITOPUTAMOT 38 T'YCTO MHOXKEHhe Ha MaTPHIM Ha MYJITUIIPOIECOD U rpadud-
KN KapTh KakKO IPECMETKOBHO, MEMOPHUCKO U KeIl MHTEH3WBEH AJTOPUTAM.
Ha kpaj, I'taBa 5 Bpiu kpatok mpersiesr Ha BeO cepBucute, hakTopuTe 3a
HUBHUTE 11epOPMAHCH W HEKOJIKY ITPEIU3BUIIN.

Henot II Bo siBe ry1aBu 1o aHaM3Upa U IIpejiiara mojo0pyBamba Ha aJiro-
PUTAMOT 38 MHOXKEIbE€ Ha MATPHUIU U IPE3ECHTUPA TCOPETCKA aHAJIN3a U €K-
criepuMeHTaJIeH JIOKa3 3a MaJI0T Ha 1mepdopMaHCUTe KOj Ce T0jaByBa MOPaJIiH
yrorpeba Ha CeT aCOIMjaTUBEH KeIll 3a Kelll UHTeH3UBHU ajiroputMu. [iaBa 6
JiecbuHUTa TTPOCEYEH BKYTIEH OpOj Ha IMUKJIYCU 110 UHCTPYKINja U aHAJIU3UPa
KOja IOJINTHKA 3& 3aMeHa BO KeIll € HAjOIITUMAJ/IHA 38 aJrOPUTAMOT 33 MHO-
kembe Marpui. Bo taBa 7 ro mpesentupame cumynaropor MMKemCum
KOj TM IIPeABU/IyBa 1epdopMaHCHTe HA aJrOPUTAMOT 38 MHOXKEHE MATPUIIH
Ha OJIPEJICH IIOCTOCUKH MJIN HEIIOCTOEUKH ITOBEKEIIPOIEeCOPCKH cucTeM. [maBa



8 mpeseHTHpa JBe Bep3un Ha HOB xubpujen 2/1/1]1 aqropuram 3a MHOKEHE
MaTPHII CO JEKOMIIO3UIIHja KOj IIITO T'O TO00pyBa OCHOBHUOT aJITOPUTAM 32
MHOXKere Marpuim co 2/1 nekommnosunuja. ['taBa 9 ro ananusupa u MoJe/ -
pa majoT Ha mepdOopMaHCATE 3a OApeIeHa FoJeMUHa Ha BIE3HUTE ITOAATOIN
opajiu ceT acolujaTuBeH Keml. VcTo Taka Tv mpe3eHTHpa U TOJIEMUTE TIa-
J0BU 3abejieyKaHu TIPU eKCIePUMEHTHTE 3a 3a0pP3yBabeTo MPH apaJjeTHO
U3BPIIYBake U Op3uHATA IIPU CEKBEHINjaJIHO U ITapaJIeTHO U3BPIILYBAE.

Henot III ce cocron oj1 jiBe riiaBu u 1o 00paboTyBa JOOUEHOTO CYIIEpP.IH-
HeapHO 3a0p3yBaibe Kaj MHOKere maTpunn. [raBa 10 ru mpe3eHTHpa TEOo-
PETCKUTE aHaJU3U CO EKCIePUMEHTAJIEH J0Ka3 3a Toa 30IITO, KAKO U KOra
MOXKe Jla ce jiobue cylnepJimHeapHo 3a0p3yBarbe IPU MHOXKEHhe MaTPHUI Ha
mysarurporiecop. Bo 'masa 11 ananusupame Kako Jia ce J1odue cynepanneap-
HO 3a0p3yBatbe npu MHOKere Marpuriu Ha HBUIWA (NVIDIA) rpaduakn
KapTUIKH CO KOH(MDUTYPUPAUKHI KEIll U T'H IIPUKaKyBaMe pe3yJITATUTe OJl eK-
CIEPUMEHTHUTE 33 Op3MHATA U 3a0P3YBALETO BO 3aBUCHOCT O] T00APYBAHETO
3a Kemr Memopuja u 6poj ma CM-u (SMs).

Caemunor den IV e namener 3a nepdopMaHcuTe Ha, aJICOPUTAMOT 38 MHO-
JKebe Ha TYCTH MaTPHUIU BO Pa3/IMIHU OKOJIMHU BO objak. Ce cocTom o1 5
riaBu. ['1aBa 12 ja mobuwsa xumoresara JAeKa JOTMOJHUTEHUOT CJI0] O BUPTY-
eju3alujaTa IPUIOHECYBa 3a MO0 ePpPOPMAHCH, T.€. MPE3EHTUpA JIeKa
[IOCTOU PErnOH 3a OJIPeJIeHA TOJEeMUHA Ha BJIC3HUTE IOJATOIM 338 MHOXKE-
Ibe MATPUIM KaJle IITO IporpamaTta padoTH MoOp30 BO BUPTYEJTHA OKOJIH-
Ha, U IIPU CEeKBEHIMjaTHa U NPU IapaJjeadHa nMmiieMentanuja. [taBure 13 u
14 nmpukazkyBaaT KakKoO pa3jUdHATE CJI0eBU Ha cepBucu PaaS m SaaS Biuja-
ar Ha 1epdOpMaHCUTE HA AJTOPUTAMOT 32 MHOXKEHE MaTPUIIA COOJIBETHO.
MetycebHOTO BiIMjaHWe Ha CTaHAPUTE BO OOJIAKOT BP3 HepdOpMaHCUTE Ha
AJITOPUTAMOT 38 MHOXKEIbe MaTpHI| € Tpe3eHTupano Bo [asa 15. Konedno,
[IOCTOCHHETO Ha, CyIePJINHeaPHO 3a0P3yBarbe MPH HapaJsie/IHO U3BPIITYBAhE Ha
aJITOPUTAMOT 3a MHOYKEH-e€ MAaTPUIH € JajgeHo Bo [aBa 16.

Jlenor V ru nokpuBa pasziukuTe BO IepGOPMAHCHATE 38 pa3IudHu BeO
CEPBUCHU KOTa Ce IMOCTABEHU BO TPAJIMIIMOHAIHA OKOJIMHA U BO 0DJIaK 3a OITe-
peryBama Ha CepBEPOT €O pas3audHu Bie3Hn napamerpu. Ce cocton oi Tpu
riaBu. [UraBa 17 ru npuKaxkKyBa pe3yJITATUTE OJ €KCIEPUMEHTUTE 3a HaJI0T
Ha 1mepdopMaHCUuTe Kora BeO CEpBUCHTE Ce ITOCTaBeH! BO 00JIaK 3a pas3/InTIHO
onreperyBame Ha cepBepor. Ciemaure jBe riasu 18 u 19 npemiaraar jBe
cTpaTeruu 3a MOJ00pyBambe Ha repdopMaHcuTe Ha BeO CEPBUCHTE KOTA Ce
[IOCTAaBEHU BO ODJIAK.

[Tenegauor e VI ru nokpusa 6e30€THOCHUTE TIPEJIM3BUIN U Kaj IIpec-
MeTyBambe BO 00J1aK U BPIINKA HEKOJIKY eBaJIyaluu Ha 0e30eHOCTa BO YeTUPH
rinaBu. Bo I'maBa 20 ro mpesentupame majoT Ha HepdOpMaHCUTE TOPaJIH
UMILIEMEeHTaIlija Ha cTaHIapan 3a 0e30eIHOoCT Ha BeO cepBUCUTE 34 J1a ja, I10-
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JnobpumMe HuBHATa 0e30eIHOCT BO HUBHATA HOBA OKOJIMHA - BO objakoT. [lra-
Ba 21 BpIM IperJie/; Ha OCHOBHUTE Mel'yHAPOJHWM U WHIYCTPUCKU CTAHIAPIN
Kou ja omdakaar nHOpMAIMCKaTa CAIYPHOCT M ja aHAJM3MpaMe HUBHATA
IPUMEHJIUBOCT CO MPEIU3BULIATE 38 0€30€IHOCT Kaj IIPecMeTyBatbe BO 00IaK.
['nmaBa 22 ru ajpecupa pusuiiute oji 6€30€ITHOCHUTE IIPEIU3BUIIA BO 00IaKOT
€O TIPUCTAIl OJT BUCOKO HUBO OasMpaH Ha PUSHIM 3a J1a 'O IMOJ00PH KOHTHHY-
UTEeTOT Ha OM3HUCOT Ha KJIMEHTOT JOKOJIKY TM MUTPUPaA CBOUTE ITOIATOIH BO
obnak. ['mapa 23 mpemyrara HOBH MeTOMOJIOTMN 3a Ge30eIHOCHA eBasyallnja
JIOKOJIKY CEPBHUCHTE Ha KOPHCHUKOT Ce IOCTABEHU BO HEIOBHUTE IIPOCTOPUUTE
WK BO ODJIaK MJIM BO Pa3/IMYIHU CJI0€BU Ha cepBucH laaS, PaaS mimm SaaS co
NCO 27001:2005 KkoHTpOJIHUTE TIeJITM KAKO OCHOBA 3a eBaJiyanjara. [raBa 24
I'u Ipe3eHTupa 6e30eTHOCHUTE eBaIyallny 3a PEIeHneTo 3a 00JIaK CO OTBO-
pen kog OnernCrek (OpenStack) u Tpu JApyru HajpaclpocTpaHeTu perieHnja
3a 00JIaK CO OTBOPEH KO,

I'naBaM pe3yJjTaTn

Mmuory pesyararu oJi uCTpakKyBarmara 3a OBaa JIOKTOPCKa JucepTaluja bea
objaBeHU BO pelieH3upanu KoHdepeHnn n Kypuaiau. Hajsaxkuure pesyii-
TaTu ce BO obyiactuTe Ha nepdopmancu u 6e36eH0ocT. cTo Taka mocrojar
MHOTY JICTAJIHM aHAJM3W, KPUTUKU Ha O0jaBEHU CTATUU, TEOPETCKHU aHAJIH-
3W Ha Pa3JINYHU AJITOPUTMH BO HACOKA HA Xap/IBepcKaTa NHPPACTPYKTypa 1
m1aTdopMa, TPAKTUIHU €KCIIEPUMEHTH W €BAJTYAIUH.

Cute J1ajieHn XUIIOTE3U Ce JIOKAYKAHU UJIU [TOOMEHU U TEOPETCKH U eKCIIe-
puMenTaHo. MHOrY HeodeKyBaHU pe3y/iTaTu Oea pasrjie/aHu U aHaIu3UPa-
HU 3a BpeMe Ha eKCIIEPUMEHTUTE U CUTE Ce JeTAJHO 00jacHeTH U e1adopupaHu
€O J1J1a00KM aHAJIN3N.

[naBuuTe pesynraru ce eaboOpUpaH BO CJIEJHUTE CEKITNU.

OnruMaJjiHa MOJNUTHUKA 3a 3aMeHa BO Kelll 3a AJIropuTamMoT
3a MHOXKeIbe MaTpuin

Bunejkn aaropuramMor 3a MHOZKEHHE€ MATPUITHU € KEIT MHTEH3UBEH, TIOJIMTUKATA
3a 3aMeHa BO KEIIOT € CJIeTHUOT BayKeH IapaMeTrap Koj Biaujae Ha mepdop-
MaHCHTE IO ITPOU3JIETYBAETO Ha TPOOIEMOT CO KAITalUTeTOT Ha KeIloT. bu-
JiejKku OpojoT Ha onepaluy He 3aBUCH OJT IOJIUTHKATA 38 3aMeHa BO KEIIOT, Hue
JlebuHIpaMe U IpejijlaraMe MeTO0JIOTHja 33 OlPEeJIe/IyBabe Ha TPOCETHUOT
00pj HA MEMOPUCKH ITUKJIYCH TI0 MHCTPYKIIAja KOW T'H U3BE/LyBa aJIrOPUTAMOT,
3aToa IITO UMa HAjroJIeMO BJUjaHue BP3 1eppOpPMAHCUTE.



Pesynarature on excriepuMmeHTHTE KoM ce objaBeHH 011 aBropuTe Bo [1]
KaKO JIeJT 0] HCTParXKyBarmbeTo 3a OBaa JOKTOPCKA JICepTallija MOKaXKyBaaT
ONTUMAJIHA TIOJIUTUKA 3a 3aMeHa BO KeIl 3a CEeKBeHIHjaJHa U IapaJie/THH
UMILIEMEHTAIUN Ha aJrOPUTAMOT 38 MHOXKEIbEe Ha I'YCTH MaTPHUIIN.

Hwue yrBpamBMe neka u aBere nmoaunTuku 3a 3amena Bo ke, LRU u FIFO,
00e306emyBaaT candHa Op3WHA U MpocedeH OpOj Ha IMUKJIYCH 110 MHCTPYKITHja
CPIr(N) 3a cekBeHIMjaIHO U TTapaJieJHO u3BpinyBame. Cenax, pesyararure
nokazkyBaat Jeka LRU mommTukara 3a 3amena Bo Kelr 06e30e1yBa 1mogo0po
C'PIy(N) 3a ceKBEHIMjaTHO U3BPIILYBabe Kaj KeIll MEMOPUja JIe/IUIIPAHA, TI0
jaapo. [apasennoro usBpiyBarme 06e30e1yBa Haj106po C'PIr(N) kaj npo-
mecopu co crojgenena Memopuja u LRU nosmruka na 3amena, ogHocao LRU
mpousBe/yBa morojemo 3abpsysabe o1 FIFO u e mocooserna orkonky FIFO
MOJIUTHKA 32 3aMeHa Ha KeIl 3a aJrOPUTAMOT 38 MHOXKEHe I'YCTH MaTPHIH.

Bucoko koundurypiaus cumynarop MMKemCunm

Kako siest o1 nctpazkyBarmbeTo 3a 0Baa JIOKTOPCKa JIUCEPTaIlja aBTOPOT 00ja-
BU BO [29, 24| HOBH MeToj0/TOrMM U IOI0OPYBaba HA Xap/IBEPCKUTE KypPCeBU
KOPUCTE]KY BU3YEJHU CUMYJIATOPH, BE2KOU CO ITOCTEIEHO 3roJIeMyBarhe Ha Te-
JKUHATA U BOBEJlyBarbe Ha PabOTehe Ha Xap/BEPCKU KOMIIOHEHTH CO IITO Ce
Jobuja 3HaYajHU 110J00pyBamka BO paciipejiesidbara Ha OIEHUTE W 3T0JIeMyBa-
e HA MHTEPECOT Ha CTY/IEHTUTE Ha KOMIjJyTePCKU HAYKU 38 apXUTeKTypaTa
Ha Xap/BEPOT.

Kaxko nonaramonraa pabora, apropure passuja u objaBuja BO |2]| BUCOKO
koudurypsms cumyiaarop - MMKemCum (MMCacheSim). 'maBuara mnpu-
nobuska o1, MMKemCum e 1mrto 0Bo3MOXKyBa CHUMYJIaldja HA Pa3IHIHUTE
[IPOTIECOPCKN apXUTEKTYPH U Jia OIPeJIen Koja e Hajro0paTa BHATpEITHATA
apXUTEKTypa Ha KeIoT BO IPOIECOPOT 3a OIpe/iesieHa CeKBEHINjaTHa, VI
napaJsejgHa UMIUIeMeHTanja Ha gajeH aiaropuram. Co Herosa yrorpeda ce
0JIECHYBa U TOJ00PYBa YUEILeTO U IPEJIABAILETO Ha KOMIIjJYTEPCKUTE apXU-
TEKTYPHU U IIpecMeTyBambeTo co Bucoku repdopmancu. MMKemCum oBozmo-
JKyBa JIa ce KOH(PUTYPHUPA:

o XwuepapxujaTa Mel'y HIBOaTa Ha KeIlll MEMOPHUja, JAJIH Jia OUJIaT CIo/ie-
JIEHU TN JIeTATINPAHM;

e lluky3uBHOCTA MTOMely Pa3/IMIHUTE HUBOA HA KEIlll MEMOPH)a;

e [ojleMuHaTa Ha Kell MeMOpHjaTa, ACOIUjATUBHOCTA, T'OJEMUHATA HA
KeIl OJIOKOT; 1

e Iloymrukara ma 3aMeHa, CO MO2KHOCT 3a Pa3/IMYHU IIOJIMTUKHN 3a 3aMEHa
3a pa3/IM9YHM HUBOaA BO KEIIOT.



IlogpoO6pyBame Ha aJITOPUTMOT 32 MHOXKEIhe MaTPUIN

Anroputamor co 2/1 jgeKoMIIO3uIMja HA MATPUIA KOU MOXKAT Ja Ce CMeC-
taT Bo JI1 KemoT Ha MPOIECOPOT I'M HAMAJYBa IIPOMAIIYBambaTa BO KENIOT
OuejKu onepanunTe Ke MpUCTaIryBaaT JI0 MOJaToIu cMecTeHn camo Bo JI1 ke-
mot. Cemnak, Kako IMTO e1adopupaBMe BO OBaa JucepTaliija, roJeMuHaTa Ha
KeIlloT He € eIMHCTBEHNOT BaKeH IapaMeTap KOj Biujae Ha mepdOopMaHCHTe.

Kaxko jies1 0J1 MCTpazkyBambeTo 3a 0Baa JiucepTalja npejioxkusme Bo 9]
HoB xubpuen 2/1/1/1 agropuram co JEKOMIIO3UIMja KOj TO HAMAJIYBa OPOjoT
Ha OTIEPAIMH U IPUCTAIIU JIO MEMOPHU]ja BO OJTHOC HA OPUTMHAJHUOT AJITOPUTAM
co 2/1 nexkomriozunuja objaBeH HeoJ[aAMHA BO JIUTEpATyparTa KaKo ONTUMUA3a-
nuja Ha KemoT. Veata e 1a ce KOPUCTAT MPaBOATOJTHI HAMECTO KBaIpATHU
OJIOK MATPUIM CO IeJT HaMaJIyBalbe Ha OlepaIliuTe.

Kopucrejku Teopucka anainza 3a Ja 'l HCKOPUCTUME IIPEJHOCTUTE HA
JIDyTUTEe TapaMeTPU Ha KEIIOT KOU MOXKAT Jia BJIMjaaT BP3 mepdOpMaHCHUTe,
npejyiarame Mojudunupan xubpuyuen 2/1/1J1 aaropuram co JIeKOMIIO3UIH]a,
KOj Jypu ¥ T0 1omobpysa ocHoruor xubpuien 2/1/1/1 asropuram co je-
KOMITO3UITHja. YIITe ToBeKe, MOIUMUIIMPAHUOT AJITOPUTAM € TTOOTIOPEH Ha
MaJiaTa acolnjaTUBHOCT Ha KEIIOT Kaj mporecopute o1 Mapka AM/I oTkoKy
OPUTHUHAJTHUOT ajroputam co 2/1 nekommnosuryja. Excriepumenture ru goKa-
JKyBaaT TEOPETCKUTE aHAJIU3U, T.€. U JIBATA HAIIH IIPE/IIOYKEHN aJITOPUTMU T'U
HaMUHYBaaT epdOpMaHCUTEe Ha OPUTHHAJIHUOT ajiroputaMm co 2/1 jekom-
nosunuja 3a rojgemu Marpunu Ha AMJT] @enom (AMD Phenom) mporecop.

Ananmsa Ha nepdopmMaHcuTe Kaj MYJITUIIPOIECOP CO CET
acoIjaTUBEeH KeIr

[Tayr na nepdopmancuTe 3a ojipesieHa rojieMUHa Ha BJIE3HHUTE I1apaMETPH ce
KOMEHTHUPAHU HU3 JIuTepaTrypata 6e3 jgeraano objacnysarme. Hue ru anamsu-
paBMe U MOJIeJTUPaBMe TaJI0BUTe Ha 1MepGOPMAHCHTE 32 OJIPe/IeHa TOJIEMUHA
Ha BJIE3HUTE APAMETPH 38 CEKBEHITUjAJIHO U TTAPAJICTHO U3BPIITYBAILE Ha, KEIIl
MHTEH3UBEH aJITOPUTAM W PE3YJITATUTE OJ OBa MCTPayKyBarbe ' 0OjaBUBMeE
Bo |11, 6, 13].

Bps ocnoBa na TeoperckaTa aHaJn3a U €KCIIEPUMEHTAIHO UCTPAXKYBAIbE
3aKJIy9IUBMeE JIeKa N aCOIMjaTUBHUOT KEIl MOYKE CEPHO3HO Jia BJIUjae BP3 Mep-
dopmancute. ['n anaju3upaBMe U TEOPETCKH ' HAJIOBME TOUKUTE KaJIe MITO
aCcOoIMjaTUBHOCTA IPEIM3BUKYBA MaJ1 Ha 11epOPMAHCHUTE U ITPEJJIOZKUBME OP-
raHu3aliija Ha aJrOPUTAMOT 38 MHOYKEH-€ MaTPUIIHA CO IITO Ou ce ojdertalsie
CUTyallun Ka/ie IIITO MallupabeTO Ha 7. CeT aCOHI/IjaTI/IBHI/IOT Kelll Ke KOpHucCTu
caMo MaJI JIeJI OJT KEIIOT HAMECTO IEeIMOT KallaluTeT Ha, KeloT. Pean3snpano-
TO eKCIIePUMEHTAJIHO MCTPaXKyBarbe T'M IMOTBP/IN PE3yJITATUTE MOKAYKYBajKu
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peaJlHn Caydan 3a Iaj] Ha nepdopMaHCuTe U MPU CeKBEHINjATHO U TP Ta-
PAJIESTHO M3BPIITYBAIbE.

[IpesenTupan e TeOPETCKH JOKA3 3a MI0jaByBabe Ha eKCTPEMU Ha BPEMETO
HA U3BPIIYBabE 38 OJIPEJICH CJIy4aj Kora ce KOPUCTU acolUjaTUBEH Kelll 3a
Kell MTHTEH3UBHU aJI'OPUTMHU KaKO IITO € aJI'OPUTAMOT 3a MHO2KCHE MaTPUIIN.
[ostemu magoBU Ha niepdopMaHcuTe ce J00MEHN U aHAJU3UPAHU 3a Op3uHa-
Ta TIPHU CEKBEHIMjaTHO U3BpINyBame. [lagoT Ha Op3uHaTa € 10 M3pas3eH 3a
[IOTOJIEMU MATPUIU OTKOJIKY 38 MTOMAJIN BO KPUTHIHUTE TOUKH.

Tonem mag Ha iepdopMancuTe ce JTOONEHN U aHAJIU3UPAHU U 33 Op3WHa-
Ta ¥ 3a 3a0p3yBaIbeTo NpU MapaJieITHO U3BpInyBaibe. [lapasenno u3spirysa-
b€ Ha JITOPUTAMOT PE3Y/ITHpPa CO IaJ] Ha Op3uHATa MOTOJIEeM O]l CeKBEHIIN-
jaaHoTo m3BpInyBame. [layor Ha Gp3uHaTa U 3a0P3YBAHETO TIPU MTAPAJIETHO
U3BPIIYBabe € He3HAUNTEIeH 38 KPUTUIHATA TOJIEMUHA Ha MATPUIH Of Lo
PErMOHOT Ha KeIl JeJIMIUPAH 10 jaJapo. 3HaYajHU [aJI0OBU Ha Ha Op3MHATA
1 3a0p3yBambeTO IPU IapaJjie/ITHO M3BPIIyBambe ce 3a0esexkanu Bo Lg u Ly
permonuTe, ocobeHo INpHU U3BPIIyBaibe 3a IOBeKe jajipa. Tue ce m3paseHu
3a €KCIIePUMEHTHUTEe PN U3BpIyBame Ha P = 4 mporecopu Kajie Op3uHaTa
V' (4) e nomasa oj 6psunara V(2). 3a N = 512 6psunara V' (4) e candna Kako
6psunara V(1) Bo pasriefanuTe TOUKH O JajieHara obsact. [lamoBure Ha
Op3uHaTa 3a €KCIepUMEHTUTE U3BpIIeHn Ha P = 2 mporecopu ce uCTo Taka
uspasutu. Bpaunara V' (2) e camana wim aypu nmomasta ox 6psunara V(1) Bo
JIDYTUTE TOYKU O] JajieHaTa 00JIacT.

Hue zakinyuuBme jeka majoBute Ha mnepdOpMaHCUTE ce M0jaByBaaT I0-
paJin 3rojieMeH Opoj Ha NeHepUpPAHU [TPOMAITYBarha HA KEIIOT O] IOCIETHOTO
HUBO.

CynepJynHeapHoO 3a0p3yBaibe IIPU MHOXKEIhe MaTPUIN

N nokpaj I'ycradconoBnoT 3aKoH jIeKa MAKCUMAaJIHOTO CKAJIUPAHO 3a0p3yBa-
e e p u orpannuyBamero Ha [llu (Shi) jeka cynepimneapHo 3a0p3yBarbe
€ MOYKHO CaMoO 3a aJrOPUTMH 0e3 Nnocmojara cmpyxmypa, Hue 100uBMe Cy-
nepJInHeapeH PEernoH 3a MapaJie/THO U3BPITYBabe U peaju3upaBMe JITadoKa 1
OTICEKHA aHAIN3a. 3a MOTPednTe Ha NCTParKyBaHeTO 3a OBaa JINCEPTAIja I
o6jaBUBMe TeOpETCKaTa aHAJIN3a U eKCIIePUMeHTaIHI pe3yararu Bo (14, 8, 3.

CymnepauneapHo 3a0p3yBamke HA MYJITUIIPOIECOP

Ucro Taka mpobasme Jia ojuMe HaJ| rpanuiuTe crenudurmpanu 8o ['yerad-
COHOBHOT 3aKOH U TOa HE caMo Ja HajjeMe MpUMepH 3a CylepJINHeapHO
3a0p3yBame 3a MHOXKEIbe MATPUIU, TYKY U Jla U3BPIIUME TEOPETCKa aHa-
JIn3a KaKo Jla To JoOmeMe BO peajleH CHCTeM cO crozesieHa Memopwuja. [lo-
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KaykyBaMe 1 06e30e/lyBaMe JTIOKa3W 3a IMOCTOEHETO BO PeasieH MYJITHUIIPOIIe-
COPCKHU CHCTeM KOj KopucTu Kerl Memopuja. CymepsmHeapHO 3a0p3yBarbe e
MOXKHO BO CJIydad KaJe IITO IPHU CeKBEHINjaTHOTO U3BPINYBambhe Ce HHULINPA
[OBEKe MPOMAIIYyBambha BO KEIIOT OTKOJIKY IIPH ITapaJie/IHOTO U3BPIIYBaibe.
OBa ce caydyBa Ha TPUMEDP, BO MYJITHIIPOIIECOD CO CIIOJE/IeHa MEMOPHja CO
JIeTUIUPAHU KEeIOBH TI0 Tporiecop (jaapo).

[IpesenTrpaBMe TeOpeTCKa MOTKPeIa 3a MMOCTOeHe Ha, CyepInHeapHo 3a0-
p3yBambe U BOBEJIOBME METOJIOJIOrHja KaKo, Kora W Kaje Ja ce mpobume. Vcro
Taka JeduHUpaBMe U METOJO0JIOIHja 3a TeCTHpamhe U peaju3upaBMe OpojHu
€KCIIEPUMEHTH 3a Jia 00e30emMue J0Ka3 3a CylepJIMHeapHO 3a0p3yBarbe H
HEOYEKYBAHUTE BUCOKU MEP(MOPMAHCH.

ExcrepumeHTHTE HCTO TaKa T'H MOTBP/Mja TEOPETCKUTE PE3YITaTh Bo [8].
JlobuennTte pe3yaTaT cO BUCOKH 1TepOPMAHCH U CyllepJImHeapHo 3a0p3yBa-
b€ Ce JIEMOHCTPUPAHM Ha IIPUMEP OJI aJlOPUTAMOT 3& MHOXKEHh€ I'YCTH MaT-
punu. MO}KHO € BO paMKUTE€ Ha OAPEJCH PaHI' Ha I'OJIEMHHa Ha MaTpPpUIIUTE,
JyPHU U KOTa CE MU3BPIILyBa BO BUPTYCJIHA OKOJNHATA.

CynepJisimHeapHo 3a0p3yBambe Kaj rpadudKn KapTUIKA

Bo [3] Hue ru mpeseHTHpaBMe TeopeTcKaTa aHAJIN3a U eKCIIEPUMEHTATHUTE
pe3yJITaTH 3a JOOMEHOTO CylepnHeapHo 3a0p3yBaibe Ha IrpadUIKi KapTHd-
KU, KOU UCTO Taka ce KapakTepusmpanu kako CUMJI. Nmmiementupasme
AJITCOPUTAM CO ITOCTOjaHA CTPYKTYpa KOj e(bUKacHO IO UCKOPUCTYBA, CIIO/Ie/Ie-
HaTa KeIl MEMOPHUja U TM M30erHyBa IIPOMAaIIlyBarbaTa BO KEIIOT IITO € MOYKHO
oBeEKe.

ExcnepumenTure ja moTBp/amja TeopeTCKaTa aHaIN3a U CylepIHHeapHU-
Te PErvuoHU O] BJIE3HUTE MapaMeTpPH 3a MHOMKEHeTO MaTpuiid Ha rpadud-
KU KapTUUKU, KaJe MITO HOPMAJIU3UPAHUTE ePMOPMAHCH 110 ITPOIECUPAIKI
€JIEMEHT 3a TapaJieTHO U3BPIINYBalbe ce TOJ00pU O] OHKME TTPU CEKBEHITU]jaTHO
U3BPIITYBarbe.

[Tonaramy mpe3eHTHpaBMe U JI0Ka3 Oa3MpaH Ha €KCHEPUMEHTUTE 3a I10-
CTOEHE Ha CyllepInHeapHo 3abp3yBarbe 3a nporecopu co CUM/JIT apxurekTy-
pa co Jeauiupan Kerr, T.e. rpacdudkn Kaptuuku. Cenak, J00MBMe CyIepJ/iu-
HeapHoO 3a0p3yBarbe CaMo BO CYIIEPJIMHEAPHUOT PErnoH KaJle IITo rmobapyBa-
BaTa 3a KeIl MeMOpHja MOXKaT Ja ce cMecTaT BO JI2 Kemor 3a mapaJesHo
U3BpITyBarbe, a ce TeHeprpaaT IMPoMallyBamba BO JI2 KemoT mpu ceKBeHIIn-
jAJIHO M3BPIIIyBalbe.
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Biaunjanme nHa BupTyeam3aljata Bp3 nmepdopMaHCUTE Ha
KeIll UHTEH3UBHUTE AJITOPUTMU

Oipenena mporpama 6u TpebaJsIo ga ce U3BPIMU MOOABHO BO BUPTYEJIHA, OKOJIU-
Ha BO 00JIAK CIIOPEJIEHO CO TPAUIMOHAJIEH CEPBEP MOPAJIN JOMOTHUTETHUOT
c0j 3a Bupryesnusanuja. Cemnak, ¥ NMOKpaj oBaa XUIIOTE3a, €KCIEePUMEHTAJI-
HUTE pe3y/ITaTu MOTBP/lyBaaTr jJeKa mepdOopMaHCUTe BO BUPTYE/IHA CPEJIMHA
ce ToI00puU OJ1 TPaIUINOHAIHATA 38 JIUCTPUOyUpaHa MEeMOPHja OTKOJIKY BO
crojiesieHa MeMoprja KaJie MITO MMa ToJIeM 1)1 Ha mepdopMaHcuTe.

Peasmsupasme jetasinu ekcriepuMenTr objaBern Bo 4] 3a morpebure Ha
HCTPaXKyBaETO OJ] 0Baa JIMCepPTaIja. 3aKIyIuBMe TOJIEMU HEIIPABUJIHOCTU
BO 1epopMaHCUTE 3a Kelll UHTEH3UBHU aJrOPUTMHU BO BUPTYEJIHA CPEJIMHA.
HOCTOI/I PErnoH 3a OJpe€JceHa I'OJIEMUHA Ha MAaTPUIUTE IIPU HUBHO MHOXKEIHE
KaJIe IITO IIporpaMara paboTH MoOP30 BO BUPTYEJHA CPEIUHA.

Bupryenmsannjara uma peancu nctu nepdopmancu o 98% kako Tpasm-
[IOHAJIHATA, CPEJINHA IPU CEKBEHIINjaJHO U3BPIIYBabe HA aJTOPUTAMOT 3a
MHOXKerbe Marputtu. [Ipu napanenusanuja ce jpobusaat yiire 1mojgodopu 6p3u-
uu o1, peuncu 15% 3a onpejien 6poj Ha nporecopu (jajgpa) Bo Ly u Ly peru-
ouuTe (MECTpPUbyUpaHu KeIoBU 10 jaJIpo).

Cenak, Bupryesnsaiyjara ja ryou 6utkara Bo L, persoHoT (crojesneHa
MeMOpHja) IPHU TI0jaByBarbe Ha rojieM Opoj CKaIll IPOMAIlyBaibha BO KEIOT.
Hejsunnre nepdopmancu ce 3a 33.42% mostonu o/ TpaJuIMOHAIHATA, CPE N~
Ha BO OBOj PErMOH.

Banjaamero na PaaS Bp3 nepdopmaHcuTe Ha Kelll MHTEeH-
3UBHU AJITOPUTMU

WsepryBajku mcta mporpaMa BO pa3jndHA PAOOTHU OKOJIMHHU 00e30e/1yBa
pazaunaan epdopmancu. CripoTuBHO Ha XHUIoTe3aTa Jieka JInHyke H6as3upa-
HuTe paboTHU OKOJIMHU 00e30e/yBaaT 1mojgodpu mepdopMaHCc, Pe3yATaTUuTe
oJ1 eKcriepuMeHTHTe 06jaBeHn Bo |7| mokaxkysaar jgeka Windows Gasupanure
pabotau okostmaE BO Windows Azure obakor paborar mooopo ox JIunyke,
0CODEHO KOTa TOJIEMUHATA, HA BJIE3HUTE TOJATOIM MOXKE JIa C€ CMECTH BO KeIll
U He ce TeHepHupaaT rojeM Opoj Ha MPOMAIyBamba BO KEIIOT.

Wsmepennre 6p3unn 3a nctuot ajropuram Ha Windows ce morojiemu ot-
KOJIKYy Ha JIMHyKC mocTUrHyBajKu 10 2.5 maTu mojo0opu mnepdopMaHCu OCO-
6eno Bo pernonute Li-L3. OmgHecyBamero BO Ly PETHOHOT € CHOPEINBO, HO
cenak Windows rrargopmara MOoCTUTHYBa 10I00pH 11epopMaHCH.
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Biaujanmero na IaaS Bp3 nmepdopmaHcuTe Ha Kelll MHTEH-
3UBHU aJTOPUTMU

[lenaTa 3a M3HajMyBame Ha PECYpPCH MMa JIMHEAPHA 3aBUCHOCT OJT MTOTPOIIIe-
HUTE PecypcH, HO He CEKOralll CUTe IMOHYJIEHW PEecypCH Ha WHCTAHIIUTE Off
BUPTYEJIHUTE MAIlMHU ce Hajuorojanu 3a kjuenture. Vcrara konmumna na
pecypcu MOHYJIEHHU O] CTpaHa Ha OOJIAKOT MOXKE Jla Ce M3HAJMYBaaT U Ja Ce
KOPUCTAT Pa3/IMdIHO 3a Ja ce 3abp3aap mpecMeTyBarmaTa. FjeH HAaIuH e Ja
ce KOPUCTAT TEXHUKU 3a HapaJjen3aliija Ha WHCTAHIN CO MOBeKe Pecypeu.
Jpyruor HaunH e Ja ce paszesnu paborara moMely HEKOJIKY WHCTAHITU O]
BUPTYEJIHUTE MAIUHUA CO MOMAJIKY pecypcu. Kako Jie o/ mCTpazKyBamero
3a oBaa jucepranuja Bo [21| ce anammsmpa Koj € HAjIOOPUOT HAYKMH JIa Ce
CKaJMpaaT pecypcuTe 3a ja ce 3adP3yBaaT MpecMeTyBamaTa 1 jia ce J00ujaT
Haj1006pu nepopMaHCcH 3a UCTaTa CyMa Ha Hapy IMOTPEOHU 38 N3HAjMYBAIbE
Ha Te pecypcn Bo Windows Azure obs1akor.

Ce nobuja ovueKkyBaHU PE3yJITATH OJ €eKCIEPUMEHTUTE 33 CEKBEHIUjaTHO
u3BpiyBame, ogaHocHo Extra Large BupTyesinata MarimHa MOCTUTHYBa MaK-
cumaJina 6psuna 1npes Large, Medium u Small Bo Ly pernonor. Cenax, Small
BUPTYyeJIHATA MaIllMHA ITIOCTUTHYBa cjandHa Op3una Kako Extra Large Bupty-
eqnHaTa MamuHa u tre Bojar npen Large m Medium Bupryennara marmHa
BO L4 PEruoHoOT.

[Ipu mapaJsiesiHO U3BpIIyBambe ce J100uja ModyIHU pe3ysiraTu. Ajropura-
MOT 3a MHOXKEHe Ha T'YCTU MATPUIM IMOCTUTHYBA MaKCHMaJjHa Op3uHa 1Ipu
napaJieTHO u3BpInyBambe Ha 8 X Small nacraniu, mpex 4 x Medium, 2 x Large,
n 1 x Extra Large Bo Ly u L3 peruonuTe u peducu MeauoT Hab/bYyBaH Ly
pernon. OBa 3Ha4n JieKa Hajo0pu 1epOpPMAHCH MOXKe Jia Ce IIOCTUTHAT aKO
AJITCOPUTAMOT 3a MHOYXKEHe Ha I'yCTH MATPHUIU Ce TPaHy/Iupa Ha 8 JeJI0BU U
ceKoj Jies1 Tpeba ja ce M3BPIIN HA 8 KOHKYDPEHTHH IIPOIECU CO €J/IHA HUIITKA
Bo Small Windows Azure Bupryenna mammna. Vcrata cpeiuna mocTuruysa
MaKCUMAaJTHO 3a0p3yBambe BO Ly peruonotr. Bo L3 u Ly pernoHOT MaKCUMaJTHO
3a0p3yBalbe ce MOCTUTHYBA aKO aJrOPUTAMOT 38 MHOYKEHhe Ha I'YCTU MAaTPUIN
e rpaHy/upan Ha 4 JeJI0BU U ceKoj Jies1 Tpeba Jia ce u3BpInu Ha 4 KOHKYPEHTH!
nporecu co ase aumkyu B0 Medium Windows Azure BupryesHa MalldHa.

Bumjanuero Ha moBekectanapcTBoro (multitenancy) Bp3
nepdgopMaHCcUTe Ha Kelll MHTeH3UBHU aJIrOPUTMU

[Topau paxTOT IMITO MOJIEPHUTE TTOBEKE jaIPEHU MYJITUIIPOIIECOPH UCTO TaKa
r'o CIIOJIe/IyBaaT IOCJIEHOTO HUBO Kell Mel'y CUTe jajipa Ha eJIeH 9ull, IeJITa

€ Jla ce OBO3MOYXKHU OINTHMAJIHA AJOKalllja Ha PeCypcH, MpPeKy u30ernyBarbe
Ha IIpPOMAIllyBarba Ha KEIIoT KOJKY IIITO € MOXKHO IOBeKe, OUjejKu Toa Ke
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JTOBeJIe J10 3rojileMyBarbe Ha nepdopmancnTe. Pearm3npannre eKcriepuMeHTH
objaBenu Bo [5| 3a moTpebuTe Ha HCTPAKYBAHETO OJT OBAa JUCEPTAIlja MOKa-
JKyBaaT JIeKa 1 aJloKallijara Ha CUTe CHHIJI-CTaHAD U MYJITH-CTaHap BO 00JIaK
00e36emyBaaT 1moao0pu 1mepopMaHCH OTKOJIKY BO IIPOCTOPUUATE HA KJAUECHTOT
3a oJIpejieH obeM Ha paboTa.

WzBpirennTe eKCepuMeHTH apecupaar HeKOJIKY BUPTYETHU MAIUHA BO
obJ1aK KOpUCTejRU pasimdeH 6poj Ha mporiecopu (TIOJ] MPeTIocTaBKa JIeKa
cure jajgpa ce kopucrar). Cekoj eKCIepUMEHT KOPUCTH UCTU PECYPCH, HO
pPa3/IMIHO I'PyNHUpaHd HU3 BUPTYEJHHTE MAIIWHHU. Pe3yiararure MoxKaT Ja
OMJIAT CyMUPAHN KaKO:

e EkcnepumenTture moTBp/nja J1eKa ocTon pernoH ( Ly pernon) KaJe mro
00JIAKOT TIOCTUTHYBa TTO00pH 11ephOpPMaHCH OTKOJIKY TPaIUIIUOHATHA-
Ta W BUPTYyeJHATa CPEeJIMHA, U 3a Iapaje/lHO U 3a CEKBEHIIMjaJHO W3-
BPIITyBambe, 1

e ExcriepumenTuTe MOTBP/IMja JIeKa IIPEeCMETyBalbe BO 00/1aK 00e30e/1yBa
1o/106pu 1repopMaHCc BO MYJITH-BUPTYETHA OKOJUHA, HAMECTO JI0J1e-
JIyBarbe Ha CUTE PECYPCH HA CAMO €JIHa BUPTYEJHA MAITUHA.

Hajmobpa ayokanuja Ha pecypcu 3a TpaJUIMOHAIHA CPEJINHA 3 KeIll WH-
TEH3WBHH aJITOPUTMU € KOPHUCTehe Ha MOBeKe MpOoIecH o e/iHa HuIKa. 1lo-
BeKe BUPTYE/JHM MAIIUHUA CO €JHa HUIIKA € HajaIo0pa aJloKallija Ha PecypcH
3a BO obJrak. CriopeayBajku ' OKOJIMHUTE, IIPECMETYBAmhEeTO BO 00JIaK JaBa
Haj1006pu repopMaHcH.

CynepJjmHeapHO 3a0p3yBambe BO 00JIaK

Pesynrarure o6jaBern oi aBropute Bo [20] KaKo €1 011 NCTPazxKyBameTo 3a
OBaa JINCePTAINja MOKAXKyBaaT JIeKa 00JIAKOT UCTO TaKa MOKe Jia Ce TIOCTUTHE
cylepJInHeapHO 3a0p3yBatbe P U3BPIILYBalbe Ha Kelll THTEH3UBHU AJITOPUT-
MM KOT'a C€ KOPUCTHU IPECMETYBamhe CO BUCOKHU IepGOPMAHCU BO BUPTYEJTHU
MAIIHHU JIOJIeJIEHH CO TIoBeKe 0/ eJieH Tporiecop (jaapo). 3abp3yBarbe Mod-
HyBa Jia ce 3rojieMyBa 3a onne matpuiin A u B Kou nHe ce BKJommyBaar Bo JI12
KeIloT OJ1 MOCJIETHOTO HUBO 3a CEKBEHIIMjAJIHO U3BPIIyBarbe, T.e. MOJOBUHA
o L2 kemor, HO BO MCTO Bpeme ce BKJIOIyBaaT BO meaunoT JI2 kern Koj e
JIOCTATIEH 3a MapaJieITHO U3BPIITyBalbe CO JIBe WU YeTUPU HUIITKU Ha JBE WU
JeTHPH jaJpa COOJABETHO. 3abp3yBameTo ce 3rojemyBa 10 N = 628 yTBpie-
HO TEOPETCKHU 3a TPAJAUIMOHAIHA CPe/IIHA KOTa MOYHYBaaT Jla ce TeHepUpPaaT
npoMmarnryBama Bo JI2 kemoT. McTo Taka mocTojaT M TOYKHM Ha CBPTYBaibe
Ha 3a0p3yBaIbeTO 3a BUPTYEIHA CPEJIMHA U ODJIAaK MOTroJIeMa O] TEOPETCKAa-
Ta BPeJIHOCT OMjejku BUpTyeu3alnjaTa 0be3beayBa 1m0100pu mepdopMaHCH
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3a TapaJie/IHO U3BPIIYBakhe OTKOJIKY CEKBEHIHjaTHO BO CIIOJ/IE/IEHA MEMOPHja
Kako ITo objaByBuBMe BO [4].

Bupryenna cpeguna u 06/1aK IMOCTUTHYBaaT MOJ00pO 3a0p3yBambe 3a Jie-
JUIIPAH KeIll ¥ Haj1o0pu mepdopMaHCcH ce TOCTUTHYBaaT Bo o0j1akK. 1o peru-
OHOT L9, KaJjie ce TeHepupaaT ImpoMaliryBamba Bo JI2 Keror, TpainiimoHaHaTa
CpeJinHa IO U3BPIIYBa MO00p0 aJropuTaMoT BO cropeaba co obakoT. Bup-
TyeJIHaTa Cpe/IHa ITIOCTUTHYBa HajJIONIO 3a0p3yBaibe KOTa aJlroPpUTaMoT bapa
MHOT'Y IIPUCTAIT KOH CIIOJIe/IeHATa IJIaBHA MEMOPH]a.

ExcriepumenTruTe mokarkyBaaT pas3jUdHU olcer Ha 3abp3yBamero. Haj-
IMIUPOKUOT OIICET Ha CyNepJIMHeapHO 3a0p3yBarbe ce 00U 3a TPaIUIIOHATHA
CpelinHa, J0/IeKa HAajTEHOK 3a BHUpTyeaHara cpeaumHa. OOJaKOT W BUPTYe-
HaTa CPEJIMHA UMaaT TOIMMUPOK OIICEer Ha, CYIepIMHEApHO 3a0p3yBarbe 3a Ia-
paJieJTHO U3BPIINYBalbe CO JIBa HAMECTO YeTHPHU HUIIKKA OUJIejKU MTOCTIETHOTO
HUBO KeIIl € JICJIUITIPAHO 110 jaJpo IITO € CjIydaj KaJe IITO BUPTYeIu3alija
00e36emyBa 1101006pu 11epOPMAHCH OTKOJIKY CIIOJe/IeHa MEMOPHIja, KaKO IITO
objaBume Bo [4] 3a moTpebure Ha HCTpaXKyBameTo 3a oBaa Jucepranuja. Or-
CeroT e CKpaTeH JI0 3 TaTh OJf JiecHaTa CTpaHa (3a TOJeMH BDEIHOCTH Ha
N) Bo criopejiba co JieBnoT peruot (momasu spegaoctu 3a N). Omceror Bo
TpaJIMITMOHATHA, cpeJinHa ce HaMaJTyBa 3a 80 o1 jieBata ctpana n 120 oj1 jec-
HaTa cTpaHa Ha oricer. Bo BupTyeHaTa cpejinHa ce cKkpartyBa 3a b6 u 184, a
BO obs1akoT 88 u 144 ox yeBaTa u JecHaTa cTpaHa cooiaserHo. CymepnHeap-
HUOT PETrMOH € HajMHOT'y CKpaTeH BO BUPTYEJIHATA, CPEJINHA, JI0/IeKA HAJMAJIKY
BO TPa/IUIMOHAIHA CPEJINHA.

JIpyr BakeH pe3y/Tar € JIOOMBAmETO Ha CYIepJIMHeapHO 3a0p3yBaibe BO
BUPTYeJIHA OKOJHHA CO TpH pasjundau xunepsusopu: Microsoft Hyper-V,

KVM u VMware ESX.

Ilepdopmancu Ha BeO cepBucu Bo 00JIaK

MNako HajmoBMe PermoHu KaJjie ITo 00JaKOT € IMoA00pa CpeauHa 3a Kelll HH-
TEH3UBHA AJITOPUTMU, 1A JIYPU U CO CylepInHeapHO 3a0p3yBatbe Mpu mapa-
JIEJTHO U3BPIyBakbe, TOA He € CIydaj 3a BeO CepBUCHUTE TOCTABEHN BO ODJIaK.
JIomoTHUTE THHOT €JI0] TIOPaJ BUpTYyeu3alujara Bo 00JIAKOT I'M HaMAJIyBa
nepdopmancute Ha BeO cepBucute. Cepuja Ha €KCIEPUMEHTH Ce peaiu3upa-
Hu 1 objaBenu Bo [28] 3a MOTpeOKUTE HA UCTPAKYBAHETO 38 0BAA JUCEPTAIL]a
3a Ja ce aHaJM3upaar nepdopMaHcuTe HA BeO CEPBUCUTE U Jla CE CIOPEeIn
HUBOTO Ha Jlerpajialja ako Bed CePBUCUTE Ce MUTPUPAAT OJ MPOCTOPUUTE
Kaj KJIMEeHTOT BO 00JIaK CO KOPUCTEHme Ha NCTUTE XapIBEPCKU PECYPCH.
Pesynrarure on ekcriepuMeHTHTE TOKayKyBaaT Jieka HepdopMaHcuTe Iu-
PEKTHO 3aBHCAT O] FOJIeMUHATa Ha BJIe3HATa IIopaka 0COOEHO 3a BeO CepBUC
KOj 1mobapyBa rojieMu IIpecMeTyBarmba U KOJUIEeCTBO MeMopuja, 6e3 oryej Ha
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mwiatgopmara. OBa He e HATIACeHO 3a BeD CEPBUC KOj MOOApyBa CaMO MeMO-
puja.

Ucro taka JedpunnpaBMe KBAHTUTATUBHUA WHIMKATOPH 3a Jia C€ yTBP/IU
PUBUKOT 0J1 MUTPAIja Ha CEPBUCUTE BO OOJIAKOT 3a pa3/ndHa IojJIeMUHA Ha
mopaku u 6poj Ha KOHKYPEHTHH MMOPaKd. 3aK/JIy9IOKOT € JieKa mnepdopMaHCu-
Te ce Hamasenn Ha 71.10 % oz TpaaunmonasHaTa OKOIMHA 34 BeO CCPBUCHATE
mro nobapysaar Memopuja u 73.86 % 3a BeO cepBucuTe Kou mobapysaar
roJIEMH IIPECMETYBarba W KOJIMYECTBO MEMOpPHja aKO MUTPHUpaaT BO ODOJIaK.
Ob6s1akoT HajMaJIKy ' HAMaJIyBa epdopMaHCuTe 3a IOroJIeMu Iopaku 0e3
oryie]; Ha OPOJjOT HA KOHKYPEHTHH TOpaKu 3a BeO cepBUC MITO modapyBa Me-
Mopuja. MetyToa, HajMaJio HaMaJyBambe Ha mepdopMaHcuTe 3a BeO CEpBUC
KOj TI00apyBa roJIeMH TTPECMeTyBamba 1 KOJINIEeCTBO MEMOPHUja IPU MUTPHUPa-
e BO OOJIaK MMa 3a NomaJsl Opoj Ha KOHKYPEHTHU TOpPaKW U 3a MOT0JIEMU
[IOPaKH.

Crparermuja co nmocpeJiHUK 3a mogoOpyBame Ha nepdopMaHCcUTE Ha
BeO cepBucCHUTE BO 0DOJIaK

OBa pellreHne mMTO IMHAMUYIKH CE CIIPABYBa CO €KCTPEMHH IIPECMETKOBHHU OII-
TOBapyBaba 3a Beb CepPBUCHUTE MOCTaBeHH BO 00JIak e TpejjioxkeH Bo (23] 3a
oTpedbuTe Ha UCTPaAXKyBaIbETO 38 OBaa Jiucepralnja. Toa BoBeyBa HOB CJI0]
- IMIOCPEJIHUK TTOMel'Y KJIMEHTUTE U CEPBEPOT KOj MITO JUHAMUIKN Ke MOKPEHe
JIOIIOJTHUTETHU BUPTYEIHA MAIIHHU 110 Oapatbe IITOM OIITEePETYBamheTo Ke Io
JIOCTUTHE MUHUMAJIHOTO HUBO Ha mepdopMaHCcH IITo € J1edUHIPAHO U Ke o
[IPOCJIe/lyBa TIOPAKUTe HU3 BUPTYEJTHUTE Maruwau. JlomomHnTeiHITe BUPTY-
eJIHA MAIlIUHA Ke ce UCKJIydaT KOTa OITOBAPEHOCTA Ha CEPBUCHUTE Ke ¢e BpaTH
Ha HOMHWHAJIHATA BPEJIHOCT.

W nokpaj JlaTeHTHOCTa Ha €JIHOCTaBHU BeO CEPBUCH, EKCIIEPUMEHTHUTE I10-
KazKyBaarT JIeKa IOCPEIHUKOT ' MOA00pyBa nepdOpMaHCUTe Ha IPECMETKOB-
HO MHTeH3UBHE BeO cepBucH (KaJie rojieM JIes 0J BpeMeTO Ha U3BPIILyBarbe ce
TPOIIH Ha TPeCMeTyBamba,).

Tpancdhopmanmja Ha mopaku 3a 1mogoopu nepdopmMaHcu Bo 00J1aK

Nako cTrparernjata co IMOCPEHUK Ce CIIPaByBa CO eKCTPEMH KOU Ce TI0jaByBa-
aT KaKo pe3yJITaT Ha 3roJIeMeHHOT OpOj Ha KOHKYPEHTHH Oapama, Toa He ce
CIIpaByBa JI0OPO CO €KCTPEMU CO 3T0JIEMyBalhe Ha OITOBAPYBAETO IOPA/IN
OI'POMHA, TOJIEMUHA, Ha, TIOPaKHUTE.

[IpemnoxkuBMe JIpyra cTpareruja HapedeHa CTpaTeruja co TpaHcdopma-
uja Ha nopakuTe Bo [22] 3a moTpebuTe Ha NCTPAXKYBAHETO 33 0BAA JUCEPTa-
mja. ['m ynorpebusme zakiydonure ox [10] u ox oBaa jucepranuja jeka
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Microsoft Windows 06e36e1yBa momgobpu nepgopmancu o Linux Ubuntu 3a
rojiemn topaku, u Linux Ubuntu OS 06e36exyBa momobpu mepdopMaHcu o
Microsoft Windows 3a rojiem 6poj Ha KOHKYPEHTHH IIOPAKW U 3a MaJii IIopa-
K.

AKoO BpeMeTo 3a OJIrOBOpP Ce 3roJjieMyBa HaJl IIPAroT, TOTAI TOCPETHUKOT
Ke TH IOJe/ I BJIE3HUTE MapaMeTpU BO MOMaJi Hapduma Kou JIunykc orme-
PATUBHUOT CHUCTEM MOXKe Jia TH IPOIecHpa MoOP30 OTKOJKY IejaTa Mopaka.
AKoO eKcTpeMoT € yIITe IoroJieM, TOTAIll IOCPEIHUKOT Ke HOIUrHe OO/ IHI-
TeJTHU MHCTaHIU nHcTaaupanu co Windows Server onepaTuBeH CUCTEM U Ke
I'l IIPEeHAcCOYyBa KJINEHTCKUTE Dapatba Mel'y aBara BeO CepBUCH, IejIaTa mopa-
ka Ha Windows Server omepaTuBeH CuCTeM U MOPAKUTE TOAEJIEHN BO TIOMAJIN
napuniba Ha JIMHYyKC cepBep Oasupan OlepaTUBEH CUCTEM.

Ilepdopmancu Ha 6e36eaHOCHITE MEPKHU BO ODJIaK

[IpemecTyBameTo Ha MOJATOIHUTE U AIIMKAIIUATE HAJIBOP O] 0e30eTHUOT I1e-
puMeTap Ha KOMIIAHIjaTa HAMETHYBa NMILIEMEHTUPAIbe Ha CTaHIap/u 3a Oe-
30€/THOCT 3a Jia ce IOCTUI'HEe COOJBETHO HUBO Ha Kpaj-J0-Kpaj 0e30e HOoCT
co MHMOPMAITUCKUTE CUCTEMHU BO IMPOCTOPUNATE Ha KOPUCHUKOT. Bujiejku Bebd
CEePBUCHUTE C€ HAjYeCTO KOPUCTEHA TeXHUKA, HUE T'M aHaju3upaBme 1mepdop-
MaHCHTE Ha BOBEJlyBakbe Ha HajuIecTUTEe CTaHIapau 3a 0e30egHOCT Ha BeD
cepeuc XML Signature u XML Encryption o6jaBern Bo [25, 27, 26| 3a mot-
pebuTe Ha UCTPAXKYBAIHETO 3a OBaa, JIUCEPTAITH]a.

Pesynrarure nmokazkyBaar jeKa 3roJeMyBajKH ja rojieMuHaTa Ha OPaKU-
Te u OPOjoT HAa KOHKYPEHTHH ITOPAKH I'M HAMAaJIyBaaT IepdpoMaHCuTe Ha Bed
ceppucuTe. Pazymmanu miardopMu ce UCTO Taka aHaM3Upanu. Linux onepa-
TUBHUOT CHCTEM Ce CIIPaByBa MOI00PO €O OPOjOT Ha KOHKYPEHTHHU TOPAKH a
Windows obpaTHo, T.e. TOj ce cupaByBa OJ00PO CO MOI0JIEMHU TTOPAKH.

['m anaju3upaBMe U MaKCHUMAJHHOT IIPOTOK CO HMILIEMEHTAIldja caMo
na XML Signature u mmmiementanuja u wa XML Signature u ma XML
Encryption. I'm ciopenuBme jBere mmardopmu u ornpejenBMe Jeka Linux
nmMa 1o100ap 1mporok o Windows 3a maj 6poj Ha 1mopaku co u 0e3 UMILIe-
MeHTarmja Ha 0e30emgHocT. Co mMILIeMeHTarja Ha 6e30eaHOCT Linux mcro
Taka 00e30e/yBa 110100pu repdopMaHcu 3a rojiemMu nopaku. Windows mma
110/100pu IeppopMaHCcu 3a MOPaKU CO CPeiHa TOJIEMUHA.

Ilopob6pyBama Ha cTaHgapauTe 3a 6€30eJHOCT BO 00J/1aK

HarnpasusMme nperjies; Ha TJIaBHATE Mel'YHAPOIHU U MHJLyCTPUCKU CTAHIADIN
HaMeHeTH 3a 6e36eHoCT Ha MHMOPMAIUATE U ja aHAJIu3UpaBMe HUBHATA CO-
obpasHocT co 6e30eIHOCHUTE IIpeIn3BUIld BO 00/1ak. McTo Taka HalpaBuBMe
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U TperJiel Ha HAIIOPUTE HAIPaBEHN KOH CTaHIapam3aluja Ha 0e30e HOCT BO
obak. Pesynararure ce objasenu Bo [16, 15, 17, 19| 3a norpebure Ha ucTpa-
JKYBabeTO 3& OBaa JIMCEPTAIH]a.

NCO 27000 cepujara (27001:2005, 27002:2005, and 27005:2011) ox cran-
napau ce JedUHIPAHN KAKO TeHePAJHU U I'H TOKPUBAAT HEe CAMO TEXHUIKITE
pellennja Ha TeXHUIKU UIeHTH(OUKYBAHITE OIMACHOCTH U CJIaDOCTH, TYKY T'l
3eMaaT BO MPEJIBUJL 1 OTIEPAIHOHNTE, OPTaHU3AIMCKUTE U MEHAIIMEHT CJ1a00C-
THTE UCTO Taka. [lopajyn HUBHATA OMIITOCT, KAKO U MHOTYTE OTBOPEHH ITPE /I~
3BHIM 3a 6e30egHO0CT BO obstak, MICO 27001:2005 He e 1eJ0CHO MPUMEHJIUB
3a cucTeM 3a MHMOpMAaICcKa 0e30eIHOCT BO 0OJaK. 3aToa HEE IIpejjiara-
Me HOBa KOHTPOJIHA 1es1 Bo Oapamara Ha MCO 27001:2005, ynpasysare co
BUPMYEAUAUUIAMA, CO JTBE KOHTPOJIHM KON Ke TIOKPUBAAT SUPMYCAU3AUUIA T
YNPasysare Ha UPMYENHUTNE MAUUHU.

Co npucralr 6ba3upaH Ha PU3UIN OJ BUCOKO HUBO 'l aJipecupaBMe PU3H-
nuTe o 06e30eIHOCHUTE MPEIU3BUIIA BO OOJAKOT €O IeJ Ja IO HOI00puMe
KOHTUHYUTETOT Ha OM3HMCOT Ha KOMIIQHM]aTa JOKOJKY I'Mi MUI'PHpA CBOUTE
cepBucH BO 0ODJIaK.

He majaoBme HEuemeH TPy KOj I'M MOKPHBA ACIIEKTUTE HAa KOHTUHYHUTE-
TOT Ha OM3HUCOT BO JleTaju 3a O0JAaK M He MPeJIU3BUKA Jla T'M aJpecrupame
HEJIOCTATOIIMTE Ha KOHTUHYUTETOT Ha OU3HUCOT 3a KJIMEHTOT Ha 00JIAKOT:
IPUBATHOCT Ha IOAATONM M HUBHA 3aIITUTA, YCOIJIACEHOCT CO 3aKOHCKaTa
peryjaTuBa U CTaHapauTe, r'yOemeTo Ha yIIpaByBabe, JIOKAIja Ha TOIaTO-
IIITE, XeTEPOreHOCT, CJIOKEHOCT M MHTEPONEPabUIHOCT, OKOJIMHA CO ITOBEKe
cTaHapy, U OllopaByBame 1o KaracTpoda - ycorsiacenoct co RPO u RTO.

BogemgoBme 1pe/1y103u Ko 1o MUHUMHU3UPAAT BAXjaHIETO Ha KOHTUHYUTET
Ha OM3HMCOT M BEPOjATHOCTA 3a CJIYydyBarbe MHIMJIEHT 3a CEKOj HEIOCTATOK.
OBme raBHU PU3UIKA MOXKE Jla C€ OIEHAT COOJBETHO W Jia ce ybJraxkar J10
npnudaT/JnBO HUBO CO MPUMeHa Ha IPENopakuTe OJi OBHe MPEeJJIO3U CIIOPe]]
MaTpHUIlaTa 33 HUBOTO Ha PU3UK KaKo (PYHKIIM]a OJ1 BJIMjaHUETO BP3 OU3HUCOT
1 BEPOjaTHOCT 3a CJIydyBaibe Ha MHITUIEHT.

['m ajgpecupaBme npuIOOMBKHUTE OJ1 00JAKOT KOM TI'O IOJ00pyBaaT KOH-
THHYUTETOT Ha OM3HUCOT: eIMMUHUDAe IPEKNHH, 110100p0 yIIpaByBambe CO
6e30eIHOCT Ha MpexKa 1 MH(MOPMAIUUTE, OIIOPABYBAHE 110 KaTacTpoda co yIi-
paByBame Ma pe3epBHa KOIlnja Ha MoBeke MecTa. Toa ncTo Taka ro n3dbernyBa
WA eJTUMAHIPa HAapYIIyBaibe Ha pabOTEeHmEeTO, ¢e 3roJieMyBa, JJOCTAITHOCTa Ha
ycayraTa U Tu HamasayBa DoS Hamaaure.
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HoBu meTomosiorun 3a eBajryanmja Ha 6e€30eIHOCT Ha cTpa-
Ha HAa KOPUMCHHUKOT cIIpeMa obJiakK

Kaxko nen o oBaa muceprarnuja gedunupasme u objasueme Bo (17, 16] nse
METOJOJIOTHN 3a MPOIeHKa Ha 6e30eHOCTa Ha CTpaHa Kaj KOPUCHUKOT WJIN
BO 00JIAK U pa3/IMIHUTE CJI0eBH 3a yeayru Bo obsakor. 1CO 27001:2005 kou-
TPOJIHUTE TIEJTH C€ 36MEHU KaKO OCHOBA 32 OIEHYBAHETO.

[IpBara merososioruja ru KBantuduinupa dapamara va NCO 27001:2005
rpynupaHu BO KOHTPOJIHU TIEJIA, CIIOPeyBajKN I'M cTpaHaTa Ha KOPUCHUKOT
u obsiakor. EBanyarnujara n ananuzara na LUCO 27001:2005 cramgapaor pe-
3yJITHPa BO IpeHecyBambe Ha Bianjanunero oj kKopucHukor KoH LICII. Vcros-
pPeMEeHO KOPUCHUKOT MOpa Jia 06e30e/iu rojieM HaIop 3a Jia ' UMILIEMEHTHUPA
cuTe KOHTPOJIHU T/ CO HaMaJjieHa BayKHOCT BO SLA 10roBopoT co HEroBHOT
IICII.

Bropara meromosioruja ru kBantuduimpa bapamara zHa MCO 27001:2005
IPyHUPaHd BO KOHTPOJIHM IIeJIM 3a CTpaHaTa Ha KOPUCHUKOT U Pa3IHIHUTE
CJI0EBU Ha yCayru Bo objakor. EBasynpaBme jeKa pu MUrparmja Bo obJiak,
12 on 39 KOHTpPOJIHU TIeJIN ce 3a YIIpaByBalbe W HE 3aBUCAT JIAJIU CEPBUCHTE
ce Ha CTpaHa Ha KOPUCHUKOT WM BO oOsak. PakTopoT Ha BaXKHOCT HE Ce
MeHyBa BO IIPOCEK 3a KOHTPOJIHUTE IIe/I1, ce HaMasyBa Ha 18, a ce 3rojieMyBa
Ha camo jBe. Cropes Toa, MUTPUPAjKA BO 00JIaK, KOPUCHUIIATE ja IPEHeCY-
BaaT BaxkHOCTa Ha Oe3bemHocra Ha cBojor IICII m ouekyBaar jieKa HUBHHUTE
[IOJIATOIN ¥ aIIMKaIul Ke Ommar 6e30eann. 3aToa, mopaan HOBUTE Oe30eI-
HOCHU TIPEJIN3BUINA KOU T'U IPOJYIIPa 00JIAKOT, KOPUCHUITUTE MOpaaT Jjia IO
peeBalynpaaTr CBOJOT IJIAH 38 KOHTHHYUTET Ha OM3HUCOT.

HoBu meronosiorum 3a eBaJjiyaiuja Ha 0e30eIHOCT 3a pe-
mIeHnja 3a 00JIaK CO OTBOPEH KOJI,

Cwure KJIyuHr KOMEPIUjaTHu 100aByBadn Ha 00J/IaK IIOCETyBAAT CEPTUMUKATH
3a 6e30eIHOCT Kako Komnanuja. Jlomo/iHuTe/THo cute Te HyJ1aT HEKOU YCIYTH
3a 6e30eiHOCT Ha cBOMTE KopucHUIM [16]. Pemenujara co oTBOpeH KO Hy1aT
MaJ1 Opoj Ha ycayru 3a 06e30eJHOCT KOH CBOUTE KOPHCHHIIM WU BO OIIIIT
cJIydaj He HyJIaT.

Hury 6e36e1H0cHa TPOIIEHKA HUTY KOMITAPATHBHA aHa/M3a Ha Oe30eHOC-
Ta Ha O0JIAK HE ce W3BPIIEHH J0cera BO JjmTeparyparta. Hue mnpemoxusme
JIBe METOJIOJIOTUN 3a eBaJlyalnja Ha 0e30eIHOCTa Ha peIeHrjaTa cO OTBOPEH
Ko/ o6jaBenn Bo |18, 12| Kako Jies1 0/ HCTpazKyBameTo 3a 0Baa JUCepTalija.

['m anamsupaBMme paborute OKOIy Oe30emHOCTa Koja ONEeHCTeK peneHn-
eTo 3a 00JIaK CO OTBOPEH KOJI U ocTaHaTuTe 6€30e/IHOCHN aJaTKH MOYKAT Jia
ce mHTerpupaar 3a Ja ce oJoopu Heropara 0e30emgHOCT. EBasyammjata Ha
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6e30e/1HOCTa Oellie peasim3upana aHAJIU3UPAJKU TH COOJIBETHUTE KOHTPOJIHH
nenn gedunuparn o MCO 27001:2005 u criopeayBajKu r'm cO OCTaHATHUTE
peleHnja 3a 00JIaK CO OTBOPEH KO/I.

Pesynrarure o1 nHamata mporienka rnmokaxkysaar jgeka Eykammmnryc u Cloud-
Stack nmaar nHTErpupaHO MAKCHMAJIHO HUBO Ha 6e30e1H0CT 1pe; OpenNebula.
OpenStack nvma naTErpUpano HajMaaKy 6€30€IHOCT BO CIIOpEI0a CO APYTUTE
perrennja.

OmmT 3aK/IydoK OJ eBaJyaldjara e JeKa CUTe pelleHuja 3a o0bJiaK co
OTBOPEH KOJI ce I'PUzKaT JI0 HeKoe HUBO Ha 0Oe30emHocT. Pesyiararure oj eBa-
nyanmjaTa mnokaxka jgeka CloudStack e majmobap m360p o cuTe perreHuja
3a 00JIaK €O OTBOPEH KOJI 3a Ja Cé MUTPUPAAT CEPBUCUTE U MMa WHTErpPU-
paHO MaKCUMaJHO HUBO Ha 0e30e/IHOCT BO CBojaTa apxXuTekTypa. Toa e BO
corytacHocT co cute MCO 27001:2005 11 KOHTpOJHU TIeJIM KOW 3aBHCAT O]
pertennero 3a obsak. EykamunTyc u OpenNebula, ucro taka, jocruraaa ja-
JeKy Bo 6e30emgHocTa. OpenStack e Hajmomoro pereHne Ja ce MUTPHpaaT
CEepBUCHTE O] acCIeKT Ha 0e30eHOCT.

Nako pemennjara 3a 06J1ak cO OTBOPEH KOJI BHUMaBaaT Ha 0e30e/IHOCTA,
KOMITaHUjaTa Ce yIITe UMa U JPYru 28 TeXHUIKN Oaparba, OPraHu3aliCKa U
MeHalIMeHT Oapamba Kou Tpeba Ja ce ycoryjacar co craHgapior. Vcro raxa,
NCO 27001:2005 necdunupa ommrtu 6aparma, T.e. OATOBOPHOCT HA MEHAIIMEH-
TOT U BOCIIOCTABYBAaIbe, YIIPABYBaibe, IPeryie/] i 1mMoj00pyBame Ha CHCTEM 3a
yIpaByBaibe cO NHMOPMAIUCKA CUT'YPHOCT.

ITpumenaMBOCT Ha pe3yJaTaTUTE

[Tokpaj orpoMHIOT OPOj Ha BazKHU PE3yJITATH KOU I'M CIIOMEHaBMe IIPETX0/IHO,
Bpeid Ja ce CIOMEHEe W HUBHATA TPUMEHJINBOCT.

XIIII momobpyBama

Peammzanujata na MojepHu mporecopu ce 6a3upa Ha TOBeKe jajpeHa apxu-
TEKTypa CO 3roJIeMyBambe Ha OPOjOT Ha jaJipa IO MPOIECOP IITO e BCYITHOCT
OPTraHU3UpPaHU KaKO MYJITHIIPOIIECOD CO CIIOJIeJIEHa MeMOPHja CO 3aeHUYKH
JI2 ket u pucrpubyupanu L1 kemr. 3aroa, oBue pe3ysiraTtu Ke mMaaT BJIU-
jaHure Bp3 WIHUHATA HA Pa3BOj Ha COMDTBEP U EKCILIOATAIMjA Ha HapaJsiesiest
xapBep.

Pesynrarure u MmeTooiorujata MoxKaT Jia ce KOPUCTAT BO IIPECMETKHU Ha
MaCOBHHU IOJIATOIM CO TOJIeMa paTa Ha IIpoMallyBamba BO KeroT. [lonerbara
Ha I0JATOIUTE BO IOMAJM Iapydiba CO ONTHUMaJHa I'OJeMUHa IIPecMeTaHU
€O HalllaTa MeTOJI0JIOTHja I'M HaMaJlyBa IIpoMalllyBambaTa BO KellTo IIPH Ia-
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paJIeJITHO U3BPIITyBame BO CHCTEM CO JIeJIMIIMpaH Keml 1o jaapo. Mako Hue
I'Ul 1I0€/IHOCTaBUBMeE HAIIUTE IIPECMeTKH, HalllaTa METOJ/I0JIOTnja MOXKE Ja ce
KOPHUCTH BO JIDYI'M CJMYHHA IPECMETKU CO BHCOKH IepOPMAHCH.

Kako 3akiy4oK, MaTeMaTUYKNATE PeJIallui IIoKaxkaa MOXKHOCT 3a CyIep-
JITHEAPHO 3a0p3yBatbe U rojieM OPOoj eKCIIepUMEHTAHI HCTPaXKyBamba ' [0 T-
Bp/IMja pe3yITaTuTe NOKaKyBajKH peajlHd CcjIydand Ha HeOdeKyBaHO 3roJie-
MeHU 1epdOpMaHCH BO MYJITHIIPOIIECOPCKU WM MyJITHjaApeHn (HIu JBere)
CHCTEeMH, CO JIeUIUPAH Kell 0 jaJIpo U Ha TOj HaYMH IpejiaraMe yrorpeba
Ha TaKBUTE CHCTEMU BO IIapaJjleJIHO IIPOIECUPAbE.

N360p Ha miardopma 3a objak

[naBHmMOT MpuUI0HEC Ha OBaa Jucepraluja ce Oa3upa BP3 eKCIIePUMEHTAIHN
JIOKa3W U Ipernopaku 3a kopucreme Ha Windows mirardopmara mpu KOPUC-
tetbe Ha Windows Azure objak 3a Kelll MHTEH3UBHU IMIPOOJIEMHU, W IIOKPAj]
XUIoTe3aTa jgeka JIMHyKC olepaTuBHUOT CUCTEM MMa 110100pu rmepdopMaHcu
ox Windows. Co apyru 360poBH, XUIIEPBU30PUTE UMAaT OIPOMHO BJINjaHNe
Ha BKYIHHATE epdOpMaHCH, a IMIOHEKOTAIll JIyPA U I' 1000pyBaar mepdop-
MaHCHTE.

BupryeamsanujaTra Bo objak MoXke aypH Jia TM mogoopn
nepdopmaHCcUTE

Hue orkpuBme neka nmepdopmaHcuTe BO BUPTYeEIHA CPEJIMHA € T0J00pa OT-
KOJIKY TPa/IMIMOHAJIHATA CPEJIMHA 38 JIUCTPUOyUpana MeMopuja (e unnpan
KeIII 110 jajpo). 3a CliojiesieHa MeMOPHja OCTOM OIPOMEH 1131 BO riepdopMaH-
cuTe BO BUpTyesHaTa cpefuHa (L4 pernon). 3aroa, Hue mpejjiaraMe mpore-
COPH €O JICUIUPAH KeIll 10 jaJIpo IPU I'PaJIehe Ha ODJIAIUTE.

N3BprryBame Ha XIII anmukaium Bo obiak

Hue ja nedpunupapme HajgoOpara ajioKalldja Ha pecypcHu Mely BHUPTYEJTHUTE
MalllIHU BO 00JIAKOT 3a Jla ¢e MOCTUIHAT MakcuMaJsnu nepdgopmancu. Hajmoo-
paTa aJioKallja Ha Pecypcu 3a TPaUInoHAHA CPE/INHA 38 KEeIll UHTEeH3UBHU
AJITOPUTMU € KOPHUCTEIe Ha IOBEKe MPOIeCH co ejHa Hulika. [loBeke BupTy-
eJIHU MAIllMHU CO ejlHa HUIIKa € Hajjo0pa aJioKallija Ha Pecypcu Bo obJIaK.
Hajnobpu repdpopmancu moxkaT jia ce 1001jaT ako ajJropuTaMoT 3a MHO-
JKeIbe MATPUIU ce TPAHy/Iupa Ha 8 JIEJIOBU U CEKOj JIe Jla ce W3BPIIU Ha
8 KOHKYPeHTHHU IIPoIecu co 1o enna Humka one Bo Small Windows Azure
BUpTyeaHa MaminHa. Vcrara okosmHa J100MBa Hajm00po 3abp3yBambe BO Lo
pernonot. Bo L3 u L, pernonuTe MakKCUMAaJHO 3a0p3yBaibe Ce IMOCTUTIHYBa
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aKO aJITOPUTAMOT 32 MHOYKEHhe MAaTPUIM ce TPaHyJInpa Ha 4 JeJIOBU U CEKOj
Jlesl g ce M3BpIN Ha 4 KOHKYPEHTHU IIPOIECH CEKOj CO 1O JIBe HUIIKH BO
Medium Windows Azure BupTye/HU MAaIIWHUA.

EBanyamnuja Ha 6e306egHOCT BO 00J/1aK

Jledurupasme 4 MeTOIOJIOTUN 3a eBajlyaliija Ha 0e30eIHOCTa aKO KOMITaH!-
jaTa T MUTpUpA CEPBUCUTE O/ CBOUTE IIPOCTOPUN BO 00JIAK, TOTOA BO KOj CJI0]
0J1 CEpBUCH BO 00JIaK, KOe pelleHne 3a 00JIaK CO OTBOPEH KOJI M MUTDaIlHja
0JT eJTHO Ha JPYTO peleHne 3a 00JaK CO OTBOPEH KOJI.

Ckorje, Cawxo Pucmos
Asryct 2012
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Preface

The PhD research was realized at the Ss. Cyril and Methodius University, Faculty of
Information Sciences and Computer Engineering in Skopje, Macedonia. The moti-
vation was based on my M.Sc. thesis research titled ” Analysis of Web Service Secu-
rity and its Impact on Web Server Performance” with goal to continue in the world
of performance penalties and security challenges in cloud computing. The research
was extended into in-depth and comprehensive analysis of multiprocessor architec-
tures and their exploitation in high performance computing and cloud computing
environment.

A critical point for this intensive research of almost 9 months was learning the
PhD Course ”Data Structures and High Performance Computing” where one of the
teachers was my supervisor professor Marjan Gusev. Continuing the research in
the field of HPC, we have achieved a superlinear speedup for matrix multiplication
algorithm executions on a shared memory multiprocessor. From this crucial moment
I changed several gears forward and was working together with active involvement
of my supervisor in the next period.

Background

Some time ago it was difficult to find the information that we need. More efforts
were performed to transfer the information rather than their computation. Internet
and improved data communications enabled more information available online and
thus increase the computing resources requirements.

Usage of parallelization or high performance computing increased enormous
when the powerful computing resources begin to compute in reasonable time. Con-
sistent weather forecast for the next few days can be performed in a day. First com-
puter program on IBM Deep Blue supercomputer defeated the chess world cham-
pion Kasparov in a match organized by tournament regulations [66]. Many software
application predict the stock exchange rates.All these requirements must be accu-
rately and precisely executed in proper time.

vii
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There are several mechanisms to speedup the execution. For example, improving
particular algorithm to reduce the computation and program steps on the same com-
puter system; or executing the same algorithm with the same number of operations
for less time on faster computers. Introducing different versions of parallelism and
high performance computing are todays’ modern mechanisms for faster program
execution.

There are two different approaches in HPC: 1) grid computing and 2) super-
computers. Both approaches use massive number of multiprocessors orchestrated
differently. While grid computing organizes the multiprocessors distributed and
loosely coupled, i.e. as cluster of clusters, the multiprocessors in supercomputer
are "tightly” coupled, i.e. close to each other.

However, both HPC solutions, the grid computing and supercomputers are mainly
available for universities and scientific organizations, rather than for business and
companies. Their runtime environment is unique and the problems should be re-
designed according to the specifications.

Introducing the cloud computing paradigm made the resources more available
and more closely to the consumers. It also offers scalable, flexible and infinite avail-
able computing resources as grid and supercomputers. It offers even more features.
The customers can rent an arbitrary number of virtual machines each with arbitrary
resources as they need with different platforms. Even more, the customers can cre-
ate their own virtual machines where their application work perfectly and upload in
the cloud for execution.

New security challenges arise when working with huge amount of data and mi-
grating in the cloud, beside the existing ones. Since the applications and data are
moving outside of the customer security perimeter, the most important part is to en-
sure certain information security. Several open issues exist like regulatory violation,
trust and data privacy. Most common cloud service providers (CSPs) are mostly fo-
cused on customer security and almost all have security certificates or compliances
for their public cloud infrastructure [126]. Even more, they offer security features
to their customers to assess whether their services hosted in the CSP cloud are com-
pliant to particular security standard.

Problem Description and Objectives

The goal of this thesis is to conduct a comprehensive analysis of performance and se-
curity in cloud computing. To achieve this objective the thesis follows four research
areas: 1) Basic cloud computing and HPC performance concepts, 2) Performance
analysis of cache intensive algorithms and web services on-premise, 3) Performance
analysis when hosted on-premise and in the cloud with different cloud service layers
and different web service security standards, and finally 4) High-level cloud com-
puting security challenges and evaluations, risk assessment and business continuity
for business information systems.
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The purpose of first research area for basic cloud computing and HPC perfor-
mance concepts is to introduce the concept of cloud computing, performance and
used algorithms and their implementations in this thesis. Once the basic concepts
are finished, the purpose of the next two research areas is to analyze the amount
of performance penalties that cloud and security provide. The purpose of the final
area is to present several methodologies for security evaluation of different cloud
computing service layers and open source cloud solutions.

The main research questions of this thesis are:

e [s the additional cloud virtualization layer providing performance discrepancy
and drawbacks?

e What are the penalties when different services and application migrate from on-
premise to the cloud?
Are there any computing problems that run better in the cloud than on-premise?
Is there a region where a superlinear speedup can be achieved in the Cloud?
What are the security challenges for business information systems if they migrate
in the cloud?

e Which cloud service layer provides better importance for security control objec-
tives than on-premise?

e What open source cloud solution is the most appropriate to develop and maintain
information security management system?

Scope

The thesis scope is to determine the impact of different cloud service layers IaaS,
PaaS and SaaS to the performance and security of cache intensive algorithms and
web services. This study concentrates on selecting the best resource allocation and
the most appropriate platform to achieve the best performance for the same cost.

This thesis models the impact of the cloud infrastructure to the performance for
different types, number and size of input messages that load the cloud infrastructure.
It also defines quantitative performance indicators to determine the risk of migrat-
ing the services in the cloud for various message size and number of concurrent
messages.

Methods

To address the research questions from the performance area, several different in-
frastructures are deployed with three different platforms: Traditional on-premise
(host), Virtual (guest) and Open source cloud platforms. Also, different platforms
and infrastructures are used in Windows Azure Cloud.

As test data, different web services are deployed in the cloud and on-premise,
as well as several different benchmark application for sequential and parallel im-
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plementations of compute, memory and cache intensive dense matrix multiplication
algorithm.

Detailed theoretical analysis is performed in order to analyze the on-premise
performance. Next, huge number of experiments are realized for different problem
size and different load to measure the algorithm performance. Detailed analysis and
classification of the theory and the results of the experiments are realized.

We overview main international and industry standards towards security and an-
alyze their conformity to cloud computing. Several security evaluations are per-
formed using ISO 27000 series of standards as a baseline.

Content of the Thesis

This thesis consists of six parts: 1) Basic concepts of performance, matrix multi-
plication and cloud computing, 2) Matrix multiplication algorithm improvements,
3) Theoretical and practical proof of superlinear speedup in CPUs and GPUs, 4) Per-
formance analysis of cache intensive algorithm in cloud computing, 5) Web service
performance analysis in cloud computing, and 6) Cloud computing security chal-
lenges and evaluation.

Part I presents the basic concepts and definitions for the purpose of this thesis.
It consists of five chapters. Chapter 1 describes the basic concepts and architecture
of cloud computing, its deployment models and service layers. Basic performance
fundamentals and limits are defined and elaborated in Chapter 2. The memory hi-
erarchy and introducing cache memory in modern multiprocessors is described in
Chapter 3 since memory access is the bottleneck of all computations and impacts
to the performance. Chapter 4 presents basic sequential and several parallel imple-
mentations of dense matrix multiplication algorithm on CPU and GPU as compute,
data and cache intensive algorithm. Finally, Chapter 5 briefly overviews the web
services, their performance factors and several challenges.

Part IT in four chapters analyzes and proposes matrix multiplication algorithm im-
provements and presents the theoretical analysis and experimental proof for perfor-
mance drawbacks that appear when using set associative cache for cache intensive
algorithm. Chapter 6 defines the Average Total Cycles Per Instruction and analyze
which replacement policy is most appropriate for matrix multiplication algorithm. In
Chapter 7 we present the MMCacheSim simulator which predicts matrix multipli-
cation performance on particular existing or non-existing multiprocessor. Chapter 8
presents two versions of new hybrid 2D/1D partitioning that improves 2D blocking
matrix multiplication algorithm. Chapter 9 analyzes and models the performance
drawbacks for particular problem size due to set associative cache. It also presents
huge performance drawbacks that are observed experimentally for speedup in par-
allel execution and speed in sequential and parallel execution.

Part III consists of two chapters and deals with superlinear speedup in matrix
multiplication. Chapter 10 presents the theoretical analysis with experimental proof
about why, how and when superlinear speedup can be achieved in multiprocessor. In
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Chapter 11 we analyze how to achieve superlinear speedup for matrix multiplication
on NVIDIA GPU and show the results of the experiment for speed and speedup vs
cache requirements and number of SMs.

The next Part IV is devoted for the performance of dense matrix multiplication
algorithm in the different cloud environments. It consists of five chapters. Chap-
ter 12 denies the hypothesis that additional virtualization layer provides worse per-
formance, i.e. it presents that there is a region with particular problem size for ma-
trix multiplication where the program runs faster in virtual environment, both for
sequential and parallel implementation. Chapters 13 and 14 present how different
PaaS and SaaS cloud service layers impact to the matrix multiplication algorithm
performance correspondingly. Cloud multitenant environment impact to the matrix
multiplication algorithm performance is presented in Chapter 15. Finally the exis-
tence of superlinear speedup for parallel execution of matrix multiplication algo-
rithm is given in Chapter 16.

Part V covers the performance discrepancy of different web services when hosted
on-premise and in the cloud for different input parameters server load. It also
presents the performance drawbacks due to security implementation to web ser-
vices. It consists of three chapters. Chapter 17 presents the results of the experiments
for performance drawbacks when web services are hosted in the cloud for varying
the server load. The next two chapters 18 and 19 propose two strategies for better
web service performance in the cloud.

Finally, Part VI covers the cloud computing security challenges and performs
several security evaluations in four chapters. In Chapter 20 we present the perfor-
mance drawbacks due to security standards implementation to web services in order
to improve their security in the new cloud environment. Chapter 21 overviews the
main international and industrial standards targeting information security and an-
alyzes their conformity with cloud computing security challenges. Chapter 22 ad-
dresses the risks of the security challenges in the cloud with high-level risk-based
approach this chapter in order to improve the client company business continuity if
migrates its services into cloud. Chapter 23 proposes new methodologies for secu-
rity evaluation of the security on-premise or in the cloud and cloud service layers
with ISO 27001:2005 control objectives as a baseline for the evaluation. Chapter 24
presents the cloud security challenges evaluation of OpenStack open source cloud
solution and three other open source clouds.

Main Results

A lot of results were published within this PhD thesis research on reviewed confer-
ences and journals. The most important results are in the areas of performance and
security. There are also plenty of state-of-the-art overviews, literature reviews, the-
oretical analyses of different algorithms towards hardware infrastructure and plat-
form, practical experiments and evaluations.
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All given hypotheses are proved or denied both theoretically and experimentally.
Many unexpected results were observed and analyzed during the experiments and
all of them are explained with comprehensive elaboration and in-depth analysis.

The main results are elaborated in the following sections.

Optimal Replacement Policy for Matrix Multiplication Algorithm

Since matrix multiplication algorithm is cache intensive, cache replacement policy
is the next important parameter that impacts its performance after arising cache ca-
pacity problem. As the number of operations does not depend on cache replacement
policy, we define and propose a methodology to determine the average memory
cycles per instruction that the algorithm performs, since it mostly affects the perfor-
mance. The results of the experiments published by the authors in [9] for the purpose
of this thesis research show the optimal cache replacement policy for sequential and
parallel dense matrix multiplication algorithm implementations.

We determined that both cache replacement policies, LRU and FIFO, provide
similar speed and average cycles per instruction CPIr(N) for sequential and par-
allel execution. However, the results show that LRU replacement policy provides
better CPIr(N) for sequential execution in dedicated per core cache memory. Par-
allel execution provides the best CPIr(N) in shared memory LRU CPU, i.e. LRU
produces greater speedup than FIFO and is more appropriate rather than FIFO cache
replacement policy for dense matrix multiplication algorithm.

Highly Configurable MM CacheSim Simulator

For the purpose of this thesis research the autors published in [145, 134] a new teach-
ing methodologies and hardware courses improvements using visual simulators, in-
crementally weighted exercises, and finally working on real hardware controllers
achieved significant improvements in grade distribution and computer science stu-
dent interest in hardware.

As a further work, the authors develop and published in [11] Highly Configurable
MMCacheSim Simulator. The main contribution of MMCacheSim is to allow sim-
ulation of various CPU architectures and to find out which possible internal CPU
cache architecture is the most appropriate for particular sequential or parallel algo-
rithm execution. The simulator makes the computer architecture and HPC teaching
and learning process most appropriate. MMCacheSim allows to be configured:

The hierarchy among cache levels, to be shared between cores or dedicated;
The inclusivity between different cache levels;

The size of the cache memory, the associativity, cache line sizes; and
Replacement policy, with ability to have different cache replacement policies per
different cache levels.
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Matrix Multiplication Algorithm Improvements

2D block decomposition of matrices that can be placed in L1 CPU cache decreases
the cache misses since the operations will access data only stored in L1 cache. How-
ever, as we elaborate in this thesis, cache size is not the only one important cache
parameter that impacts to the performance.

As part of this thesis research we propose in [53] a new hybrid 2D/1D partitioning
that reduces the number of operations and memory accesses than the original 2D
blocking algorithm reported recently in the literature as cache optimization. The idea
is to use rectangles instead of squared blocks in order to minimize the operations.

Using theoretical analysis to exploit the advantages of other cache parameters
that can impact the algorithm performance we propose modified hybrid 2D/1D par-
titioning algorithm that even improved the basic 2D / 1D hybrid algorithm. Even
more, the modified algorithm is prone to small cache set associativity on AMD
CPU caches rather than the original 2D blocking algorithm. The experiments prove
also the theoretical analysis, i.e. both our proposed algorithms outperform the 2D
blocking algorithm for huge matrices on AMD Phenom CPU.

Performance Analysis of Multiprocessor with Set Associative Cache

Performance drawbacks in particular problem sizes are commented in literature
without detailed explanation. We analyzed and modeled the performance drawbacks
for particular problem sizes for sequential and parallel execution of cache intensive
algorithm and within this research we have published the results in [120, 50, 123].

Based on theoretical analysis and experimental research we have concluded how
n-way associative cache can seriously affect performance. We have analyzed and
found theoretically the points where the associativity causes performance drawbacks
and suggest organization of the matrix multiplication algorithm avoiding situations
where mapping onto n-way set associative cache will use only a small part of the
cache instead of whole cache capacity. The performed experimental research ap-
proved the results showing real cases of performance drawbacks in both sequential
and parallel executions.

A theoretical proof of execution time peaks is presented for a case when set
associative cache for cache intensive algorithms is used for execution of the matrix
multiplication algorithm. Huge performance drawbacks are observed and analyzed
for speed in sequential execution. The speed drawback is more expressive for greater
matrix size than smaller in the critical points.

Huge performance drawbacks are also observed and analyzed both for speed and
speedup in parallel execution. Parallel algorithm executions result with speed draw-
backs more than sequential. Parallel speed and speedup drawbacks are inconsider-
able for critical matrix sizes in L2 region dedicated per core. Significant speed and
speedup drawbacks are found in L3 and L4 regions, especially for parallel execution
on more cores. They are expressive for the experiments executing on P = 4 proces-
sors where the speed V (4) is smaller than the speed V (2). For N =512 speed V (4) is
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similar as speed V(1) in the observed points of the particular area. The speed draw-
backs for the experiments executing on P = 2 processors are also expressive. Speed
V(2) is similar or even smaller than speed V (1) in other points of the particular area.

We conclude that performance drawbacks appear due to increased number of
generated cache misses in last level cache.

Superlinear Speedup in Matrix Multiplication

Despite the Gustafson’s Law that maximum scaled speedup is p and Shi’s limitation
that superlinear speedup is only possible for Non Structure Persistent algorithms, we
found superlinear region for parallel execution and realized deep and comprehensive
analysis. For the purpose of this thesis research we published the theoretical analysis
and experimental results in [124, 52, 33].

Superlinear Speedup on Multiprocessor

We tried to go beyond the limits specified in Gustafson’s law not just finding exam-
ples of superlinear speedup for matrix multiplication but also to provide theoretical
analysis how to achieve it in a real shared memory system. We show and provide a
proof of its existence in a real multiprocessor system that uses caches. The super-
linear speedup is possible in cases where sequential execution initiates more cache
misses than for parallel execution. This happens for example, in a shared memory
multiprocessor with dedicated caches.

We have presented the theoretical background of superlinear speedup existence
and also introduced a methodology how to achieve it, when and where it can be
achieved. We have also defined a testing methodology and realized a series of ex-
periments to provide evidence of superlinear speedup and unexpected high perfor-
mance.

The experiments also confirmed our theoretical results in [52]. The achieved high
performance results and superlinear speedup is demonstrated on the example of
dense matrix multiplication algorithm. It is possible within a range of values of
matrix sizes, even if the environment is virtualized.

Superlinear Speedup on GPU

In [33] we present the theoretical analysis and experimental results of achieved su-
perlinear speedup for GPU devices, which are also categorized as SIMD. We im-
plement a structure persistent algorithm which efficiently exploits the shared cache
memory and avoids cache misses as much as possible.

The experiments have confirmed the theoretical analysis about existence of su-
perlinear regions of the problem size for matrix multiplication using GPU devices,
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where the normalized performance per processing element for parallel execution is
better than in sequential execution.

Based on the experiments, we have presented further proof that there is existence
of superlinear speedup for SIMD architecture processors with dedicated caches,
more particular GPU devices. However, we have only obtained superlinear speedup
in the superlinear region where the cache memory requirements of the problem fit
in L2 for parallel execution and generate L2 cache misses for sequential execution.

Virtualization Impact on Cache Intensive Algorithm Performance

The program should be executed slower in cloud virtual environment compared to
traditional server due to additional virtualization layer. Despite this hypothesis, the
experimental results prove that virtualization performance is even better than tradi-
tional for distributed memory, rather than shared where there is a huge performance
drawback.

We performed detailed experiments published in [48] for the purpose of this the-
sis research. We concluded a huge performance discrepancy for cache intensive al-
gorithm in virtualized environment. There is a region with particular problem size
for matrix multiplication where the program runs faster in virtual environment.

Virtualization provides almost equal performance of 98% as traditional for se-
quential execution on matrix multiplication algorithm. Using parallelization it pro-
vides even greater speed of almost 15% for particular number of processing ele-
ments in L1 and L2 regions (distributed per core).

However, the virtualization loses the battle in L4 region when a lot of costly cache
misses appear. Its performance is 33.42% worse than traditional in this region.

PaaS Impact on Cache Intensive Algorithm Performance

Executing the same program in different runtime environments provides different
performance. Opposite to the hypothesis that Linux based runtime environment pro-
vides better performance, the results of the experiments published in [51] show that
Windows based runtime environment in Windows Azure Cloud runs better than
Linux, especially for problem size that can be placed in cache and will not generate
a lot of cache misses.

The measured speeds for the same algorithm on Windows are greater than on
Linux achieving up to 2.5 times better performance especially in L1-L3 regions.
The behavior in L4 region is comparable, but still Windows platform achieves better
performance.
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IaaS Impact on Cache Intensive Algorithm Performance

The price for renting the resources has linear dependency on consumed resources,
but not always all offered resources of virtual machine instances are most suitable
for the customers. The same amount of resources offered by the cloud can be rented
and utilized differently to speedup the computation. One way is to use techniques
for parallelization on instances with more resources. Other way is to spread the job
among several instances of virtual machine with less resources. As part of this thesis
research in [131] we analyze which is the best way to scale the resources to speedup
the calculations and obtain best performance for the same amount of money needed
to rent those resources in Windows Azure cloud.

The results of the experiments are as expected for sequential execution, i.e. Extra
Large VM achieves maximum speed in front of Large, Medium and Small in L2
region. However, Small VM achieves similar speed as Extra Large VM and they
lead in front of Large and Medium VMs in L4 region.

Parallel execution provides more strange results. Dense matrix multiplication al-
gorithm achieves maximum speed when executed parallel on 8 x Small instances, in
front of 4 x Medium, 2 x Large, and 1 x Extra Large in L2 and L3 regions, and al-
most all observed L4 region. This means that the best performance can be achieved
if dense matrix multiplication algorithm is granulated on 8 chunks and each chunk
to be executed on 8 concurrent processes with one thread in Small Windows Azure
VM. The same environment achieves maximum speedup in L2 region. In L3 and
L4 region maximum speedup is achieved if dense matrix multiplication algorithm
is granulated on 4 chunks and each chunk to be executed on 4 concurrent processes
with two threads in Medium Windows Azure VM.

Multitenancy Impact on Cache Intensive Algorithm Performance

Since modern multi-core multiprocessors also share the last level cache among all
cores on one chip, the goal is to enable an optimal resource allocation by avoiding
cache misses as much as possible, since this will lead to performance increase. The
realized experiments published in [49] for the purpose of this thesis research show
that both single-tenant and multi-tenant resource allocation in the cloud provide
better performance than on-premise for certain workload.

The performed experiments address several virtual machine instances in a cloud
system using different number of CPUs (assuming all cores are utilized). Each ex-
periment uses the same resources but orchestrated differently. The results can be
summarized as:

e The experiments prove that there is a region (L2 region) where cloud environ-
ment achieves better performance than traditional and virtual environment, both
for parallel and sequential process execution, and

e The experiments prove that cloud computing provides better performance in a
multi-VM environment, rather than allocating all the resources to only one VM.
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The best resource allocation for traditional environment for cache intensive al-
gorithms is the usage of multiple processes with single threads. Multiple VMs with
single threads is the best resource allocation for cloud environment. Comparing the
environments, cloud computing provides the best performance.

Superlinear Speedup in Cloud Virtual Environment

The results published by the authors in [130] as part of this thesis research show
that cloud environment can also achieve superlinear speedup for execution of cache
intensive algorithms when high performance computing is used in virtual machines
allocated with more than one processor (core). The speedup begins to increase for
those matrices A and B that do not fit in available last level L2 cache for sequential
execution, i.e. half of L2 total cache, but in the same time fit in the whole L2 cache
which is available for parallel execution with two or four threads on two or four
cores, correspondingly. The speedup increases until N = 628 determined theoreti-
cally for traditional environment when L2 cache misses begin to appear. There are
also a speedup turnover points for virtual and cloud environment greater than theo-
retical value since virtualization provides better performance for parallel execution
rather than sequential in shared memory as we published in [48].

Virtual and cloud environments achieve better speedup for dedicated cache and
the best performance is achieved by the cloud environment. After the L2 region,
where the L2 cache misses are generated, the traditional environment performs bet-
ter in comparison to the cloud environment. Virtual environment achieves the worst
speedup when the algorithm requires a lot of accesses to shared main memory.

The experiments show different speedup range. The widest superlinear speedup
range is present at traditional environment, while the thinest is found at the virtual
one. Cloud and virtual environments have wider superlinear speedup range for par-
allel execution with two rather than four threads because the last level cache is ded-
icated per core which is the case where virtualization provides better performance
than shared memory as we published in [48] for the purpose of this thesis research.
The range is shortened up to 3 times from the right side (for great values of N) com-
pared to the left region (smaller values of N). The range in traditional environment
shortens 80 from the left side and 120 from the right side of the range. In virtual
environment it shortens 56 and 184, and in cloud environment 88 and 144 for left
and right side correspondingly. Virtual environment’s superlinear range is the most
shortened while the superlinear speedup region in traditional environment shortens
the least.

Another important result was obtaining superlinear speedup in virtualized envi-
ronment with three different hypervisors: Microsoft Hyper-V, KVM and VMware
ESX.
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Web Service Performance in the Cloud

Although we found regions where cloud is better environment for cache intensive
algorithms, even with superlinear speedup for parallel execution, it is not the case
for web services hosted in the cloud. Additional layer that virtualization adds in
the cloud decreases the performance of the web services. Series of experiments are
realized and published in [138] for the purpose of this thesis research to analyze
the web services performance and compare what is the level of degradation if the
web services are migrating from on-premises to cloud using the same hardware
resources.

The results of the experiments show that the performance directly depends on
input message size especially for both memory demand and compute intensive web
service regardless of the platform. This is not emphasized for memory only demand
web service.

We also defined quantitative performance indicators to determine the risk of mi-
grating the services in the cloud for various message size and number of concurrent
messages. The conclusion is that the performance is decreased to 71.10% of on-
premise for memory demand and to 73.86% for both memory demand and compute
intensive web service if it is migrated on the cloud. The cloud provides the small-
est penalties for greater message sizes regardless of number of concurrent messages
for memory demand web service. However, the smallest penalties for both memory
demand and compute intensive web service migrated in the cloud are provided for
smaller number of concurrent messages and for greater message sizes.

A Middleware Strategy to Improve Cloud WS Performance

This solution that handles the compute peak loads dynamically for web services
hosted in cloud is proposed in [133] for the purpose of this thesis research. It in-
troduces a middleware layer between clients and server which will instantiate ad-
ditional VMs dynamically on demand as service load reaches defined minimum
performance level and will forward the messages across VMs. The additional VMs
will be shut down when service load returns to defined nominal value.

Despite the latency for simple web services, the experiments prove that the mid-
dleware improves the performance of compute intensive web services (where huge
part of the response time is spent for service calculations).

Message Transformation for Better Cloud WS Performance

Although a middleware strategy handles peaks that appear due to increased number
of concurrent requests, it does not handles well peaks with increased load due to
huge message size.

We proposed another strategy called message transformation strategy in [132]
for the purpose of this thesis research. We used the conclusion from [119] that Mi-
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crosoft Windows OS provides better performance than Linux Ubuntu OS for huge
messages, and Linux Ubuntu OS provides better performance than Microsoft Win-
dows OS for huge number of concurrent messages and for small messages.

If the response time increases beyond the threshold, then the middleware strategy
will split the input parameters into smaller chunks that Linux OS can process faster
rather than the whole message. If the peak is even bigger, then the middleware will
start additional instance installed with Windows Server based OS and forwards the
client requests among two endpoint web services, the whole messages to Windows
Server based OS and the messages divided into smaller chunks on Linux Server
based OS.

Performance of Security Measures in the Cloud

Moving the data and applications outside the company security perimeter enforces
implementing security standards to achieve proper end-to-end security level with
on-premise information systems. Since web services are the most used technique,
we analyzed the performance of introducing most common web service security
standards XML Signature and XML Encryption and published the results in [135,
137, 136] as part of this thesis research.

The results show that increasing message size and number of concurrent mes-
sages degrade the web service performance. Platform environment is also analyzed.
Linux OS handles better the number of concurrent messages and Windows the op-
posite, i.e. it handles better greater messages.

We analyzed the maximum throughput via web services implementing XML Sig-
nature and both XML Signature and XML Encryption. We compared both platform
and determine that Linux OS provides better throughput than Windows OS for small
number of messages with and without security implementation. When implement-
ing security Linux also provides better performance for huge messages. Windows
provide better performance for middle sized messages.

Cloud Security Standardization Improvements

We overview the main international and industrial standards targeting information
security and analyzes their conformity with cloud computing security challenges.
We also overview the efforts done towards cloud security standardization. The re-
sults are published in [126, 125, 127, 129] as part of this thesis research.

ISO 27000 series (27001:2005, 27002:2005, and 27005:2011) of standards are
defined as generic and they cover not only the technical solutions to technically
identified threats and vulnerabilities, but take into account the operational, organiza-
tional and management vulnerability, as well. Due to its generality, as well as many
open cloud security challenges, ISO 27001:2005 is not fully conformal with cloud
information security system. Therefore, we propose a new control objective in ISO
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27001:2005 requirements, virtualization management, with two controls covering
virtualization and virtual machines control.

With high-level risk-based approach we addressed the risks of the security chal-
lenges in the cloud in order to improve the client company business continuity if
migrates its services into cloud.

No paper so far has presented business continuity aspects in detail of cloud com-
puting and it challenged us to address the cloud computing model security detri-
ments that depreciate the cloud customer business continuity: data privacy and pro-
tection, regulatory and standards compliance, loss of control, data location, het-
erogeneity, complexity, and interoperability, multi-tenant environment, and disaster
recovery - RPO and RTO compliance and effectiveness.

We introduced proposals which minimize the impact to business continuity and
the probability of incident scenario for each detriment. These main risks can be
assessed appropriately and mitigated to the acceptable level by applying recom-
mendations in these proposals according to matrix for risk level as a function of the
business impact and probability of incident scenario.

We address cloud computing model security beneficial that improves the business
continuity: eliminating downtime, better network and information security manage-
ment, disaster recovery with both backup management and geographic redundancy.
It also avoids or eliminates disruption of operations, increases service availability
and decreases DoS attacks.

New Methodologies for On-premise vs Cloud Security Evaluation

As a part of this thesis we defined and published in [127, 126] two methodologies
for security evaluation of the security on-premise or in the cloud and cloud service
layers. ISO 27001:2005 control objectives are taken as a baseline for the evaluation.

The first methodology quantifies the ISO 27001:2005 requirements grouped in
control objectives, comparing on-premise and cloud environments. The evaluation
and analysis of ISO 27001:2005 standard result in the importance transfer from
cloud customer to CSP. Simultaneously cloud customer must provide a huge effort
to implement all control objectives with decreased importance in SLA with its CSP.

The second methodology quantifies the ISO 27001:2005 requirements that are
grouped in control objectives, for on-premise and different cloud service layers. We
evaluate that moving into cloud, 12 of 39 control objectives are for management, and
are not affected if the services are on-premise or in cloud. Importance factor doesn’t
change on average seven Control Objectives, depreciates on 18, and increases on
only two of them. Thus, moving into cloud, cloud customers (SMEs) transfer the
importance of the security to its CSP, and expect that their data and applications are
to be secured. Therefore, due to emergent security challenges that cloud computing
produces, cloud customers must re-evaluate their BCPs.
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New Methodologies for Open Source Cloud Security Evaluation

All key commercial cloud providers possess some security certificate as a company.
Additionally all of them offer some security services to their customers [126]. Open
source solutions provide a small number of security services to the clients or gener-
ally do not provide any.

Neither security assessment nor comparative security analysis of the cloud were
not performed in the literature so far. We proposed two new methodologies for Open
Source Cloud Security Evaluation and published in [128, 122] as a part of this thesis
research.

We have analyzed the security issues that OpenStack cloud software possess and
what other security tools can be integrated to improve its overall security. The evalu-
ation of the security was realized by assessing the relevant control objectives defined
by ISO 27001:2005 and comparing it to the other open source cloud computing so-
lutions.

The results of our assessment show that Eucalyptus and CloudStack have inte-
grated the maximum security level in front of OpenNebula. OpenStack has inte-
grated the least security compared to others solutions.

General conclusion of the evaluation is that all open source clouds take care
about some level of security. The results of the evaluations show that CloudStack is
the best choice of all open source clouds to migrate the services and integrated the
maximum security level in its architecture. It conforms with all ISO 27001:2005 11
control objectives that depends of the cloud solution. Eucalyptus and OpenNebula
has also reached far in security. OpenStack is worst solution to migrate the services
in the manner of security.

Although open source clouds heed the security, the company still have other 28
technical requirements, organizational and management requirements that should
be conformed. Also, ISO 27001:2005 defines general requirements, i.e.management
responsibility and establishing, managing, reviewing and improving the information
security management system.

Applicability of the Results

Besides the huge number of important results that we mentioned previously, it is
worth to mention their applicability.

HPC Improvements
The realization of modern processors is based on a multicore architecture with in-

creasing number of cores per processor which is actually organized as a shared
memory multiprocessor with shared L2 cache and distributed L1 cache. Therefore
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these results will have impact on future software development and exploitation of
parallel hardware.

The results and methodology can be used in the massive data computations with
high cache miss ratio. Dividing data into smaller chunks with optimal size calculated
with our methodology, reduces cache misses in parallel execution in the dedicated
cache per core system. Although we simplified our calculations, our methodology
can be used in other similar high performance numeric computations.

As a conclusion mathematical relations showed a possibility of superlinear
speedup and extensive experimental research approved the results showing real
cases of increased unexpected performance in a multiprocessor or multicore sys-
tem (or both), with dedicated cache per core and thus propose using such systems
in parallel computing.

Cloud Platform Selection

The main contribution of this thesis is based on experimental proof and recommen-
dation to use the Windows platform while using Azure cloud for cache intensive
problems, despite the hypothesis that Linux Operating System has better perfor-
mance than Windows. That is, hypervisors have a huge impact to the overall perfor-
mance, sometimes they even improve the performance.

Cloud Virtualization Can Even Improves Performance

We found that virtualization performance is better than traditional for distributed
memory (dedicated caches per core). For shared memory there is a huge perfor-
mance drawback in virtual environment (L4 region). Therefore, we propose CPUs
with dedicated cache per core when building the clouds.

HPC Application Execution in Cloud

We defined the best resource allocation among virtual machines in the cloud to
achieve maximum performance. The best resource allocation for traditional environ-
ment for cache intensive algorithms is the usage of multiple processes with single
threads. Multiple VMs with single threads is the best resource allocation for cloud
environment.

The best performance can be achieved if matrix multiplication algorithm is gran-
ulated on 8 chunks and each chunk to be executed on 8 concurrent processes with
one thread in Small Windows Azure VMs. The same environment achieves maxi-
mum speedup in L2 region. In L3 and L4 region maximum speedup is achieved if
multiplication algorithm is granulated on 4 chunks and each chunk to be executed
on 4 concurrent processes with two threads in Medium Windows Azure VMs.
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Cloud Security Evaluation

We defined 4 methodologies for security evaluation if the company migrates from
on-premise in the cloud, then what cloud service layer, which open source cloud
solution and migrating from one to another open source cloud solution.

Skopje, Sasko Ristov
August 2012
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Chapter 1
Cloud Computing

Abstract Cloud computing is a new concept of resource allocation and utilization.
It offers scalable, flexible and on-demand resources to host the companies applica-
tions and data. The on-demand concepts rent whenever you need and pay when you
rent offer the customers to invest the money into their business rather to invest in
advance for underutilized ICT equipment. For service providers it reduces CAPEX,
such as better resource utilization due to virtualization and multi-tenancy, hardware
and licenses costs, and reduces OPEX, such as human resources and equipment
maintenance. For customers it offers massive scalability, elasticity, and self provi-
sioning of user resources.

1.1 Global Concepts

1.1.1 What is Cloud Computing

Cloud computing is the fifth generation of computing after Mainframe, Personal
Computer, Client-Server Computing, and Web [116]. It is a model that enables con-
venient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or cloud provider
interaction [98]. It enhances collaboration, agility, scaling, and availability, and pro-
vides the potential for cost reduction through optimized and efficient computing
[29].

From customer perspective, cloud computing means unlimited on-demand, flex-
ible and scaled computing and storage resources. The customers do not know where
the data and application are hosted and if they are distributed or shared. From
CSP perspective, it is a multi-tenant shared environment with a usage-based billing
model.
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1.1.2 Virtualization

Virtualization is a technique that offers creation of more dynamic, flexible and scal-
able datacenters. Figure 1.1 presents the architecture differences of traditional and
virtual environment.

ORy% §

Fig. 1.1 Traditional (left) [156] and Virtual (right) environment comparison [157]

It is impossible to build a modern enterprise without virtualization. Cost reduc-
tion for power consumption and cooling, easy administration, licenses regulation,
backup, migration, and security isolation are benefits and reasons why virtualiza-
tion techniques usage rapidly grows.

Virtualization is the baseline for cloud computing IaaS and PaaS service layers
[48]. Using virtualization the cloud resources are shared among multiple tenants
in one or more instances of virtual machines according to their needs. Therefore
isolating tenants in separated and secured platform environment is vital. However,
the tenants still share the hardware resources and this makes an impact to the overall
performances.

Despite all the advantages, current virtualization solutions do not produce per-
formance isolation among virtual machines (VMs). The introduction of a new layer
produces overall performance discrepancy of the application in a guest operating
systems. Running the same virtual machine on the same hardware at different times
among the other active VMs will not achieve the same performance [85].

Many different virtualization techniques exist, such as operating system virtu-
alization, platform virtualization, storage virtualization, network virtualization, and
application virtualization explained in details in [13].
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1.2 Cloud Deployment Models and Service Layers

Different companies posses different data types and application and they want from
the service providers to offer the services appropriate as their need. It is cheaper to
migrate the data and application in the cloud reducing IT administration and costs
for IT equipment and service management. However, not all the data and application
can be outsourced to the CSPs.

Three main cloud deployments exist:

e Public Cloud - The resources are dynamically shared to the customers by third
party CSP. The same services are offered to the customers (tenants). The re-
sources are hosted in one or many data centers and the customers do not know
where their data and application are hosted;

e Private Cloud - The resources are used only by the company that builds the
cloud. All the costs, management and administration remain within the company.
However, the private cloud offer increased security level than the public cloud
since the applications and data are not moving outside of the customer security
perimeter; and

e Hybrid cloud - Uses the benefits of the other two deployments. The company can
outsource its public data and non-core applications to the public cloud and build
its own private cloud to host its confidential data and core applications according
to its information security policy. The companies can use multiple public clouds
or hybrid clouds to increase the service availability. There are several multiple
cloud management strategies described in [64].

The main goal of the cloud is to offer Everything-as-a-Service (XaaS). This sec-
tion shows the three main cloud service layers [aaS, PaaS and SaaS, as well as others
XaasS that can be found in the literature.

1.2.1 Main Cloud Service Layers

Cloud services are delivered in three main cloud service layers:

o Infrastructure-as-a-Service (I1aaS) - CSPs provide the entire hardware infrastruc-
ture for the customers to host their data and run the applications. The customer is
provided with processing, storage, networks and other computing resources, and
he is able to deploy and run arbitrary software [84]. IaaS offers scalable resources
in near real-time if the customer applications performance decrease or the storage
place becomes insufficient. The resources are charged in pay-as-you-go model;

e Platform-as-a-Service (PaaS) - The customer is provided with programming lan-
guages and tools, so as to be able to create and use various applications [84].
PaaS gives the illusion of infinite resources to the customers since they can scale
the resources without requiring additional actions on its site; and
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o Software-as-a-Service (SaaS) - the customer uses CSPs’ applications running on
a cloud infrastructure. It represents the cloud computing from the end-users point
of view, used in everyday work [84].

Figure 1.2 compares the differences among three service layers of cloud com-
puting versus traditional on-premises computing through deducing which resources
or services are executed by the customer and CSP. The resources and services in
responsibility of the CSP are shown in green boxes, while those in responsibility of
the cloud customer are shown in red.

On premises laaS Paas SaaS

Appllcations. Applications A pplicatiars Applications

Data Duits Data
Runtims Runtima Runiime
Middleware Middleware Micldleware
o g
Virtualization Wirtualization Wirtualization
Servers Bervers Servers.
Storage Storage Storage

Netaarking Networking Metaarking

Fig. 1.2 Comparison between On-premises computing, laaS, PaaS and SaaS [84]

Figure 1.2 shows that SaaS solution may be used from anywhere and at any time,
provided a client (web browser) and Internet connection. These features make SaaS
software most attractive for Small and Medium Enterprise (SMEs), and require no
additional expensive and complex resources and hardware on customer’s part. The
responsibilities for all parts of the IT services hosted on-premises are on the resource
owner, the customer in our case. Going from laaS, through Paas to SaaS service
layers in cloud computing, more and more responsibilities are transferred from the
cloud customer to CSP [126].

1.2.2 Other Cloud Service Layers

Many other Something-as-a-Service items are proposed for different purposes.
Security-as-a-Service (SECaaS) and Data protection and privacy-as-a-Service will
speed up cloud market growth, both for the providers offers and clients, as well
as cloud trustworthiness [126]. Cloud Security Alliance (CSA) offers 10 candidate
domains for SECaaS [28].
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Data Storage-as-a-Service (DaaS) allows cloud customers to store their data on
CSPs’ servers located in remote locations [64]. Communication as a Service (CaaS)
provides reliable, schedulable, configurable, and (if necessary) encrypted commu-
nication [64]. Intrusion Detection System-as-a-Service (IDSaaS) [4] allows cloud
customers to define a virtual private area within the public cloud space for their
applications that can be secured with application-specific policies.

1.3 Which Cloud to Migrate the Services on?

In this section we present the analysis for current most common cloud computing
offers on the market performed for this thesis by the authors in [122]. The main
question at the beginning of cloud computing was if the cloud concept can become
basic ICT choice for the companies. Nowadays the main question is when the cloud
will become basic ICT choice for the companies. A list of 10 critical obstacles and
opportunities for growth of cloud computing is given in [10]. However, not all com-
panies will migrate their services in the public cloud. Some will keep the services
in their own IT resources, such as business critical software, and others will change
the use of IT resources into private clouds [114].

Many CSPs offer various public cloud solutions on the market, such as Amazon’s
AWS [6], Salesforce’s Sales Cloud [139], Google’s App Engine [45] and Cloud
Storage [46], Microsoft Azure [92] and Live [91], VMware’s vCloud [160] etc.
Table 1.1 presents the main cloud platform offers for different cloud service layers.

CSP TaaS PaaS SaaS

Amazon EC2, S3, Simple Queue
Service, SimpleDB

Salesforce Force.com, Heroku, Sales cloud, Service Cloud
Database.com

Microsoft Azure (Windows, SQL, Live, Hotmail, Office Web
.NET) App

Google Google App Engine Gmail, Google Docs

IBM SmartCloud CloudBurst Appliance  Lotus Live, Blueworks Live

Table 1.1 Cloud platform offers for different cloud service layers [126]

Despite the commercial clouds and their services, there are many open source
cloud solutions that allow the customers to develop their own private cloud, espe-
cially TaaS cloud service layer, such as well known OpenStack [106], Eucalyptus
[38], OpenNebula [104], and CloudStack [23]. The authors in [162] devise a set of
criteria to evaluate and compare most common open source [aaS cloud solutions.
Almost all open source cloud solutions provide interfaces to commercial cloud ser-
vices Amazon’s EC2 and S3, and Google’s App Engine.
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1.4 Open Source Cloud Architectures

This section gives an overview and comparison of four most common Open Source
cloud components, architecture and features in more details that was performed by
the authors in [122] for the purpose of this thesis research.

1.4.1 The OpenStack Cloud Architecture

Openstack cloud consists of three main components: Compute, Object Storage, and
Image Service. Compute Infrastructure (Nova) is the core part of the cloud that
manages instances of virtual machines (VMs) and networking. Object Storage is
the subsystem that stores the objects in a massively scalable large capacity system.
It back ups and archives data, stores secondary or tertiary static data, stores data
when predicting storage capacity is difficult, and creates the elasticity and flexibility
of cloud-based storage for customer web applications. Image Service is lookup and
retrieval subsystem for VM images.

OpenStack can be deployed and runs on Linux Ubuntu, CentOS and RedHat.
It supports Kernel-based Virtual Machine (KVM), Xen, UML, Microsoft Hyper-V
and QEMU hypervisors. Nova services can be deployed either on the same physical
server or they can be installed on separate servers.

OpenStack network consists of two networks, public and private as depicted in
Figure 1.3. The IP addresses from the public network are associated with instances
of VMs to be accessed from the public internet. The private network is used for
internal web service communication.

controller compute compute

nova-network | nova-compute | | nova-compute |

Pow wew

nova-scheduler

nova-api

Fig. 1.3 OpenStack networking example [107]
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1.4.2 OpenNebula Cloud Architecture

OpenNebula is an open source cloud software that builds both public and private
clouds. It supports all most common hypervisors and operating systems. The Open-
Nebula architecture is depicted in Fig 1.4. Front-end executes the OpenNebula ser-
vices. Hypervisor-enabled hosts provide the resources that instances of VMs need.
Datastores hold the base images of the VMs. Service Network is used to support
interconnection of the storage servers and OpenNebula control operations. VM Net-
works are physical networks that support VLANSs for the VMs.

Datastores
(SAN/NAS)
Service
Network’ o—O
VM Networks
. OpenNebula
front-end

Fig. 1.4 The OpenNebula Cloud Software Architecture [104]

1.4.3 CloudStack Architecture

CloudStack is an open source cloud software that builds both public and private
clouds. It supports all most common hypervisors and operating systems. The Cloud-
Stack architecture is depicted in Fig 1.5. Management Server is a single point of
configuration that provides web user interface and APIs, manages the assignment
of VM instances to particular hosts, public and private IP addresses to particular
accounts, and the allocation of storage. Cloud infrastructure is organized as Zone
(equivalent to a single datacenter) with one or more Pods (typically one rack) such
that each Pod with one or more clusters.

1.4.4 Eucalyptus Architecture

Eucalyptus is an open source cloud software that builds both public and private
clouds. It supports all most common hypervisors and Linux operating systems.
The Eucalyptus architecture is depicted in Fig 1.6. It consists of six components:
Cloud Controller (CLC), Walrus, Cluster Controller (CC), Storage Controller (SC),
NodeController (NC). Each component is a stand-alone web service. CLC makes
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Management Hypervisor

Server

Machine 1 Machine 2

Fig. 1.5 The CloudStack Cloud Software Architecture [23]

high-level resources scheduling decisions and makes requests to the CCs and is re-
sponsible for exposing and managing the underlying virtualized resources (servers,
network, and storage). Walrus stores and accesses VM images and user data. CC
schedules VM execution on specific nodes and manages the VM instances networks.
SC has a function as Amazon’s EBS [5]. NC controls activities of VM instances and
manages the virtual network endpoint.

Fig. 1.6 The Eucalyptus Cloud Software Architecture [38]

1.5 Summary

This chapter presents the basic concepts of cloud computing. It relies on virtual-
ization technique. The cloud services are grouped into three main service layers:
TaaS, PaaS and SaaS and can be deployed in private, public or hybrid cloud. We
also present the main CSPs and open source cloud solutions for private and hybrid
clouds.



Chapter 2
Performance

Abstract Todays huge computing requirements make a desire for faster program
execution. Many mechanisms exist to speedup the execution. Examples start from
improving algorithm and executing less operations and program steps on the same
computer; and move towards usage of faster computers executing the same num-
ber of operations for less time. Implementation of parallelism and high performance
computing is final modern mechanism for faster program execution. It is neces-
sary to define a way to compare two or more different algorithms, computers or
approaches and determine which is faster.

2.1 Performance Fundamentals

The performance can be defined differently depending on the problem and the envi-
ronment. A faster software program is the one that finishes in less time. Faster bank
cashier is the one that serves more customers in the bank in one working day. In
both cases the time spent is very important.

2.1.1 Basic Definition of Performance

Since smaller execution time is needed for better performance, the performance of
a system A is defined in (2.1) [63].

Performances, = 1/ExecutionTimey 2.1

Therefore, system A has better performance than system B, i.e. Per formances >
Per formancep if ExecutionTimes < ExecutionTimea

11
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2.1.2 Speed

Todays vendors race which computer will execute more operations in second. This
is the most important performance factor, i.e. computer system speed V which is
defined in (2.2) as a ratio between number of operations o and time required 7.

V=o/t 2.2)

The Speed is equal parameter to performance and reciprocal value of execution
time.

In addition, two important parameters determine the CPU performance for a
given software program. The first one is MIPS (Millions of Instructions Per Sec-
ond) defined in (2.3).

InstructionCount
MIPS = 2.3
CPUExecutionTime - 10° 23)
More important parameter is GFLOPS (Giga FLOating point instructions Per

Second) defined in (2.4).

F PInstructionCount
GFLOPS = 24
CPU ExecutionTime - 10° 24)
Todays modern supercomputers produce speed of more than 20.000 TFlops

[141].

2.1.3 Speedup Factor

If some problem can be divided on several smaller chunks then it can be executed
concurrent on several processors. Speedup S(p) that can be achieved is defined in
(2.9) as a ratio of execution time using one processor #; and execution time using p
Processors .

t
Speedup = ~ (2.5)
Ip
The best sequential algorithm should be executed and underlying algorithm for
parallel implementation might be different for maximum speedup.

2.1.4 Efficiency

Most of modern clusters, grids or clouds are heterogeneous environments. There-
fore, neither all processors work with the same speed nor all processing elements
finish the same job in total execution time. E f ficiency E defines the fraction of time
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that the processors are being used. It is formally defined as a ratio of execution time
using one processor #; and the product of execution time using p processors ¢, with
the number of processors p (2.6).

E- s _50) (2.6)

Ip-p p

2.1.5 Cost

The Cost is another parameter for parallel execution. It defines the total time that p
processors are used or utilized for program execution. Relation (2.7) gives a formal
definition of cost as a product of execution time and the number of used processors
p. It also show several derived variants with other parameters.

p_k 2.7)
Sp) E

C(p) =Ilp-p=

2.2 Performance Limits

This section presents the performance limits analysis published by the authors in
[124] for the purpose of this thesis research.

Amdahl has shown that multiprocessor execution performance is not propor-
tional to the number of processors [7]. Gustafson has found a way to show that
there are algorithms which can have almost linear speedup [54].

2.2.1 Speedup Analysis

Both Amdahl’s law [7] and Gustafson’s scaled speedup [54] use a single equation
(2.8) and bring conclusions according to the value of a single parameter s, i.e. the
sequential portion of a parallel algorithm which characterizes the algorithm.

1
s+p/P

The parallel portion of the program is p and can be executed by P processors in
parallel. Normalized time where s+ p = 1 is used in (2.8). Amdahl assumes that the

number of processors P — oo and in (2.9) concludes limited speedup independent of
the number of processors.

Speedup = (2.8)

1

Speedup < — 2.9)
s
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Gustafson walks on the surface of small sequential fractions assuming s — 0 and
in (2.10) concludes scaled speedup bounded by the number of processors P.

Scaled speedup = P+ (1 —P)s' (2.10)
Figure 2.1 from [54] shows both fixed size and fixed time (scaled) speedups.

SPEEDUP SPEEDUP

1024xA 1024x‘ 1014x_1004x _ 993x 983«

| Scaled-Sized |
Model,\Egq. (2)

Fixed-Sized]
Model, Eq. (1)

91x

48x 31x 24x
1x : : 1x : H . -
0 0.01 002 003 0.04 0 0.01 0.02 0.03 0.04
SERIAL FRACTION, s SERIAL FRACTION, s’

Fig. 2.1 Speedup given by Amdahl’s law and by problem scaling [54]

A good understanding of these relations is given in [140] with equivalence of
both approaches along with examples of possible misuse of given formulas.

Sun and Ni in [147] consider uneven workload allocation and communication
overhead to evaluate the speedup. They use W to be the amount of work of an
application, T;(W) the time required to complete W amount of work on i processors,
W; be the amount of work executed with degree of parallelism i and m the maximum
degree of parallelism. Thus, W =Y W;, i = 1,...,m. By Op(W) they express the
communication overhead when P processors are used and derive the speedup as

m
i1 Wi

e
L1775

Sp=

The simplified version without communication overhead of the speedup is

Wi+ G(P)Wp

Sp=
Wi+ AP Wp 1 0p(W)
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where G(P) = Wj /Wp is defined to represent the ratio of work increment. It equals
to Amdahl’s Law for fixed-size speedup and to Gustafson’s scaled speedup for fixed-
time speedup, as special cases of memory bound speedup.

2.2.2 Speedup Limits

In [146] if both A and B are restricted to square matrices with dimension N, then
the computation requirement of matrix multiplication is equal to Wp = 2N> and the
memory requirement is M = 3N2. Therefore the authors compute Wp = (ZTM)3/ 2 and

according to [146] the function G(P) will be G(P) = 4/( %)3, which is less than

P, for P > 1, and is bounded by 3%. Note that due to data replication, the memory
capacity requirement increases faster than the computation requirement does.

The conclusion in [54] is that linear speedup is maximum speedup in a paral-
lel system and presents the domain of computing performance pattern in the log
scaled Figure 2.2. The conclusion is that fixed-size speedup (Amdahl’s law) bounds
speedup to the amount dependent of sequential fraction of the algorithm; the fixed-
time speedup is less than scaled speedup bounded to the linear speedup and the
author specifies the domain of insufficient memory.

Log of
Problem
Size

Insufficient

Log of Number of Processors

Fig. 2.2 Ensemble computing performance pattern [54]

Authors in [39] conclude the impossibility of superlinear speedup, based on im-
plicitly on the assumption there is no savings from diminished loop overhead.
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Shi in [140] refers to a prerequisite to apply Amdahl’s or Gustafson’s formulation
clarifying that the sequential and parallel programs should take the same number of
total calculation steps for the same input and avoid cheating to break the law. Shi
points to O(n?) comparison-based sort algorithm as an example to “break” the law,
since the O(n?) sort algorithm cannot retain its structure when crafting a parallel
algorithm from it. In other words, partitioning such a sequential algorithm can im-
proved its efficiency. Therefore the introduction of structure persistent algorithm is
imperative.

Gustafson has referred to memory limitations in [56] and makes further anal-
ysis. Historical ensemble models hold uniprocessor performance flat as problem
size varies, even beyond physical memory size. However, Gustafson defines tiered
memory as a system which can make performance increase instead of decrease as
problem size per processor shrinks, and workload can shift to routines with higher
speed as the problem is scaled. Superlinear speedup results in such cases and is far
from being an anomaly, it becomes a common place when the performance model
makes realistic assumptions about memory speed and problem scaling.

Gustafson refers to flat memory approximation in [57] comparing it to assump-
tion that the Earth is flat. For many everyday activities, like estimating short dis-
tances, a planar view of the world simplifies life at little cost of accuracy. If we scale
up the problem to distances of thousands of miles or down to a few inches, the flat
Earth assumption gets us into trouble.

A typical curve for fixed size speedup (Amdahl’s Law) is presented in the log
scale Figure 2.3 bounded by the superlinear speedup.

speedup N

N\ measured

number of processors

Fig. 2.3 Typical Speedup Curve [57]

As a final example of a surprising result of fixed time performance evaluation,
the fixed time model creates a new source of superlinear speedup. In this context,
”speed” means operations per second for some type of operation; whatever the mea-
sure, we assume speed varies on each processor as a function of time. You can think
of the speed as a function of the subtask. If there are two subtasks, each growing
with problem size N, and each possible to run in parallel, then Figure 2.4 shows
how the changing speed profile” can increase performance superlinearly [56].
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Fig. 2.4 Fixed Time Superlinear Speedup according to [57]

2.3 Intensive Algorithms

Each processor’s operation consists of several parts: load some data from the mem-
ory, executes the operation upon the data and then store the result in the memory.

2.3.1 Compute and Data Intensive Algorithms

The total execution time (and the performance) mostly depends of what type of
operations (computations) particular algorithm performs and the total ammount of
data. The authors in [42] define two types of intensive algorithms presented as defi-
nitions 2.1 and def:DatalntensiveAlgorithm.

Definition 2.1 (Compute Intensive Algorithm).

The Compute Intensive Algorithm is the algorithm which spends the most of its
time on computations. These algorithms usually perform the computations on small
amount of data and I/O operations. However, increasing the problem size also in-
creases the computation complexity. Parallelization of compute intensive algorithms
achieves almost linear speedup because usually small amount of data is used without
any data dependency.

Definition 2.2 (Data Intensive Algorithm). The Data Intensive Algorithm (or Mem-
ory Demanding) is the algorithm that requires the computations on huge amount of

data and I/O operations. It spends the most of its time on loading and storing the

data into memory. These algorithms usually achieve smaller speedup since usually

there is data dependency and memory access performance bottleneck.

Both Shared memory and Message passing concurrent systems usually have a
part of the program that need to be executed sequentially due to synchronization,
data consistency and coherency.
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2.3.2 Cache Intensive Algorithms

However, dividing parallel processing as either compute-intensive or data-intensive
does not satisfies todays computing demands. Many algorithms exist that have an-
other feature beside compute or data intensive. It is reuse of the same data. We intro-
duce Definition 2.3 that is published in [130] for the purpose of this thesis research,
which formally defines those algorithms as cache intensive algorithm.

Definition 2.3 (Cache intensive algorithm). Cache intensive algorithm with com-
plexity k is the algorithm where the average number of accesses per elementis k > 1.

The notation O(k) is used for k-cache intensive algorithm. For example, the dense
matrix multiplication algorithm is O(N) cache intensive since each element is ac-
cessed N times for different computations. Nevertheless, it is compute intensive
O(N?) and memory demanding O(N?).

2.4 Summary

To compare two algorithms or programs we need to define and measure their per-
formances. This chapter defines the performance factors and its limits in parallel
execution. Besides compute and data intensive, we introduce new additional cache
intensive algorithm for better analysis and faster execution of algorithms.



Chapter 3
Memory Hierarchy

Abstract Memory access is the main bottleneck in all kinds of program execution,
regardless it is compute, data or cache intensive algorithm. Memory access time is
100 to 1000 times slower than executing one basic processor operation [62], such
as addition or multiplication. Introducing memory hierarchy, i.e. on-chip or off-chip
cache memory, increases memory access performance, especially for the algorithms
that repeatedly use the same data. Only intelligent program transformation approach
based on cache size analysis and algorithm organization can efficiently exploit better
performance [120]. Therefore it is important to understand the memory hierarchi-
cal architecture organization and its different parameters that impact to the overall
algorithm performance.

3.1 Memory is the Bottleneck

Basic computer system is built on the Von Neumann concept (or Eckert-Mauchly
as recently recognized) with central processing unit (CPU), main memory and bus.
The problem of matching the speed of the instruction execution with the speed of
fetching and storing the data / instruction degrades the overall performance of the
computer system. Modern multiprocessors use multilayer cache memory system
[63] to balance the gap between CPU and main memory and to speedup data access.

CPU runs a particular program by accessing data from the memory, executing ba-
sic operations addition or multiplication and storing the results in the memory. The
main bottleneck in the process is the data access in memory which is approximately
up to 1000 times slower than floating point operation execution [63]. Introducing
memory hierarchy based on caches in CPU speeds up the execution of programs
that reuse the same data, i.e. cache intensive algorithms.

19
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3.1.1 Multilevel Cache to speedup the Memory

Nowadays, most of modern multiprocessors use three layer cache memory to
speedup main memory access. The cache size grows but the access time and miss
penalty rise going from the lowest L1 to L3 cache, main memory and disk. Fig-
ure 3.1 depicts the memory hierarchy.

Disk
1T
Memory
1T
L3 cache

Capacity
Latency

Fig. 3.1 CPU cache structure [141]

The effect of exploiting last level shared cache affinity is considerable, due its
sharing among multiple threads and high reloading cost [112]. Intel introduces Intel
Smart Cache into their newest CPUs to improve their performance [69].

3.1.2 Cache Regions

The same application behaves discrepant for different problem size [48]. Therefore
we introduce new important application parameter Cache storage requirements CSR
defined in Definition 3.1. It concerns the data re-use and does not refer to cache
misses generating for the first usage. Once the data is stored in the cache they should
be re-used for the whole algorithm execution.

Definition 3.1 (Cache Storage Requirements). Cache Storage Requirements is the
size of the cache memory that algorithm requires to fit the whole data without gen-
erating cache misses for data reuse. It is determined by relation (3.1) as a sum of
products of the total number of data elements N; and the memory element size ME;
for each group i of total groups g of memory elements with different size.

i=g
CSR =) N;-ME; 3.1)

i=1
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Particular Cache storage requirement determines the algorithm behavior when
executed on particular cache. The following definitions 3.2, 3.3 and 3.4 define the
particular cache regions Ly, L, L3 and L4 correspondingly for todays shared mem-
ory multiprocessors with memory hierarchy as depicted in Figure 3.1.

Definition 3.2 (First Level Cache Region (L; Region)). The algorithm works in
cache region L if relation (3.2) is satisfied.

CSR < CacheSize(L1) (3.2)

Definition 3.3 (Medium Level Cache Region (L, and L3 Region)). The algorithm
works in medium level cache regions L, or L, if relation (3.3) or (3.3) is satisfied
correspondingly.

CacheSize(L1) < CSR < CacheSize(L2) (3.3)

CacheSize(L2) < CSR < CacheSize(L3) (3.4)

Definition 3.4 (Last Level Cache Region (Ls Region)). The algorithm works in
cache region Ly if relation (3.5) is satisfied.

CSR > CacheSize(L3) (3.5)

Lets explain the definitions in more details. The region L, is determined as mem-
ory size of the L1 cache and its capability to store complete memory requirements.
It is assumed that in this case no cache miss will be generated in L1 cache since
all relevant data will be stored in the cache. Increasing the problem size N will pro-
duce cache misses, which causes to enter in the L, region which enables storage of
all memory requirements in L2 cache and avoid generation of cache misses on L2
level. The same definitions continue to explain L3 and L4 regions.

3.2 Cache Parameters

Previous Section 3.1 presents that introducing multilevel cache memory speedups
the memory access. This section analyzes in details all the cache parameters that
impacts on the overall performance of the algorithms, particular on cache intensive
algorithms.

3.2.1 Cache Size - Capacity problem

Cache memory speeds up the execution only when the data fit in the cache. Only
in this case faster cache data access will be exploited rather than much slower main
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memory access for the previously accessed data that are already placed in the cache.
When the problem size exceeds a particular cache size then the cache misses start
generating and the performance decreases.

In Definition 3.5 we introduce a new parameter Capacity Problem that impacts
the algorithm performance.

Definition 3.5 (Capacity Problem). Capacity problem arises when the condition
in relation (3.6) is satisfied, i.e. the cache storage requirement exceeds the size of
particular cache level i.

CSR > CacheSize(Li) (3.6)

One can propose why don’t we use cache with bigger size, but that is not an
appropriate solution since that kind of cache will be much slower than the one with
the smaller one.

3.2.2 Cache Line (block)

Cache line speeds up the time locality, i.e. if sometimes a particular memory location
is referenced, then it is likely that near or even the same location will be referenced
again in the near future.

When the processor initiates an access to some data X from the memory this
action will result with transfer of the whole cache line (block) in the cache. This
activity will transfer all memory elements from the block to be loaded and stored
into the same cache line.

Lets denote with cbs the size of cache line in bytes, with ME the size of a memory
element. Then the number of elements / that can fit in a cache line is determined with
relation (3.7).

cbs
I=[37] 3.7)

For example, since todays modern multiprocessor cache line is 64B, if the algo-
rithm uses double precision data (ME = 8Bytes each), then [ = 8 elements can fit
in a cache line and will be loaded from the memory reading particular element of
them.

Cache line is very important for algorithms with arrays or matrices. However, it
is more important how they are stored in the memory. For example, C++ stores the
data row major, but Fortran column major. Reading the matrix column by column
in C++ will be much slower than row by row and opposite for Fortran.
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3.2.3 Cache Replacement Policy

If capacity problem arises and a new data is needed, then some cache line in the
cache will be replaced with the new data from the lower cache level or main mem-
ory. Which cache line will be replaced in this case depends on the Cache Replace-
ment Policy. Thus cache replacing policy also impacts the algorithm performance.
Three basic cache replacement policies are suggested: Random, Least-Recently-
Used (LRU) and First-In-First-Out (FIFO) [63].

Many proposals for cache replacement policies can be found in the literature.
Several improvements are proposed for LRU. LRU Insertion Policy (LIP) places
the incoming line in the LRU position instead of the MRU [115]. The authors in
[35] propose even better replacement policy, i.e. a Score-Based Memory Cache
Replacement Policy. Adaptive Subset Based Replacement Policy for High Perfor-
mance Caching is proposed in [61], i.e. to divide one cache set into multiple subsets
and victims should be always taken from one active subset when cache miss occurs.
Map-based adaptive insertion policy estimates the data reuse possibility on the ba-
sis of data reuse history [72]. The authors in [79] propose Dueling CLOCK cache
replacement policy that has low overhead, captures recency information in mem-
ory accesses and exploits the frequency pattern of memory accesses compared to
LRU. A new replacement algorithm PBR_L1 is proposed for merge sort which is
better than FIFO and LRU [47]. The authors in [87] propose LRU-PEA replace-
ment policy that enables more intelligent replacement decisions due to the fact that
some types of data are less commonly accessed depending on which bank they re-
side in. The authors in [78] propose cache replacement using re-reference interval
prediction to outperform LRU in many real world game, server, and multimedia
applications. However, improving replacing policies requires either additional hard-
ware or modification of existing. PAC-PLRU replacing policy utilizes the prediction
results generated by the existing stride prefetcher and prevents these predicted cache
blocks from being replaced in the near future [171].

3.2.4 Cache Associativity

This section presents a part of the analysis published by the authors in [120] for the
purpose of this thesis research.

Most of modern processors use n-way associative cache where a block can be
placed in a restricted set of places in the cache [62]. There are S sets in the cache
memory and each set is a group of n blocks in the cache. A block is first mapped
onto a set and then the block can be placed anywhere within that set. Equation (3.8)
gives the relation for cache associativity with other cache parameters.

CacheSize =S -n-cbs 3.8)
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The cache associativity is another important performance parameter in addition
to the cache size, especially for particular problem size. In Definition 3.6 we intro-
duce Cache Associativity Problem that arises due to cache associativity.

Definition 3.6 (Cache Associativity Problem). Cache Associativity Problem arises
in storage of matrix columns and inefficient usage of cache where the matrix will
always map onto a small group of same cache sets and initiate a significant number
of cache misses. In this case it looks like the processor is using only a small group
of cache sets instead of complete number of sets in associative memory where max-
imum performance can be achieved. Thus, Capacity problem arises much earlier
than relation (3.6) is satisfied.

The worst case appears in the strongest relation (3.9).

N>n (3.9)

Chapter 9 will present the deeper analysis for dense matrix multiplication algo-
rithm performance gains and drawbacks in n-way associative cache.

3.2.5 Inclusive / Exclusive Cache

Multi level caches has another feature that can differently impact to the performance,
inclusive or exclusive multi level caches.

Inclusive caches are the ones that all data of L1 cache is also placed in L2 cache.
Since this cache loses the L1 cache size area in L2 cache, the L1 cache should be
much smaller than L2. This is the case of Intel CPU. The data in L1 and L2 caches
are disjunct in Exclusive caches. AMD CPU mostly posses exclusive cache.

3.2.6 Intel Advanced Smart Cache

This section briefly presents the main features of Intel Advanced Smart Cache [69].
Since todays CPUs are multi-cores instead of obsolete single-cores, Intel shares the
last level cache between the cores. This sharing stores the data in one place accessi-
ble to all cores. Thus the cores dynamically can use up to 100 percent of available
last level cache and threads dynamically can use the required cache capacity.

For example, if CPU has 4 cores and 12MB shared cache, if three cores are
inactive then the only active core will access to the full 12MB cache.
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3.3 Summary

As memory accesses are more demanding operation than computations, we analyze
the multilevel memory hierarchy in the modern multiprocessors. In this chapter we
define L; to L4 cache regions that directly depend of the size of different cache level.
Cache intensive algorithms behave similar for different problem sizes in the same
cache region. However, we analyze and the other important cache parameters beside
cache size that impact to the algorithm performance: cache line, replacement policy,
cache associativity, inclusive / exclusive cache and smart last level cache.






Chapter 4

Matrix Multiplication Algorithm
Implementations

Abstract Matrix multiplication is the most common representative of many linear
algebra algorithms which performance directly depends of the cache. It is one of
the most utilized tasks in many different numerical computations and is an excellent
algorithm for parallel computing. This chapter presents on-premise sequential and
several parallel implementation that are used as a test algorithm in the experiments
in this Part II, and parts III and IV.

4.1 Dense Matrix Multiplication Algorithm

To simplify, squared matrices with dimension N are used. The result product ma-
trix Cy.y = [cj] for all i,j =0,1,...N — 1 is defined in (4.1) by multiplying
the multiplier matrix Ay.y = [a;;] and the multiplicand matrix By.y = [b;;]| for
i,j=0,1,...N—1.

N—1
Cnn=ANnN'Byn, cij= Z iy - by 4.1)
k=0
Each element ¢;; in (4.1) is calculated as an inner product of row i from matrix A
and column j from matrix B.

4.2 CPU Parallelization Requirements

Parallel architecture and tool for parallel execution of parallel implementation of
some algorithm are required. This section presents possible architectures and tools
that achieve scaled speedup, and even superlinear speedup for dense matrix multi-
plication algorithm.

27



28 4 Matrix Multiplication Algorithm Implementations

4.2.1 CPU Parallel Architectures

Several modern processors use shared L3 cache, besides L1 and L2. In most cases,
L1 and L2 are dedicated per core, and L3 is shared per chip. In the following we
assume that s is number of chips and c¢ is number of cores per chip in a modern
processor.

In this thesis we’ll use all 3 possible CPU shared memory environments shown
in Table 4.1. These environments differ in number of chips and cores per chip, i.e.
values of s and c. In case 1, both s,¢ > 1;incase 2, s=1and c > 1;incase 3, s > 1
and ¢ = 1. The case where s = ¢ = 1 is equal to sequential execution.

Case Acronym Environment

1 Multi Chip - Multiple s processors each with multiple ¢ cores. Each core has its own
Multi Core dedicated L1 and L2 cache, and each chip has its own last level shared L3
cache.
2 Single Chip - Single processor with multiple ¢ cores. Each core has its own dedicated L1
Multi Core  and L2 cache, and the processor poses last level shared L3 cache.
3  Multi Chip - Multiple s processors each with single core (¢ = 1). Each processor (core)
Single Core  has its own dedicated L1 and L2 cache. In this test case L2 is last level cache
since it is in the same time dedicated and shared per core.

Table 4.1 Different Shared Memory Multiprocessors with L3 cache [52]

4.2.2 Runtime Environments for Parallelization

We present four most common runtime environments for parallelization:

o C++/Fortran with OpenMP on Linux Server for CPU. This is the most common
used runtime environment for shared memory multi-processors, such as multi-
core and multi-chip multiprocessors. The program is written in C++ (or Fortran),
and compiled with gcc compiler with option -fopen to use OpenMP [103] API
for parallelization and then executed in Linux operating system. We use in the
most of the cases this runtime environment;

o C++ with MPI on Linux Server for CPU. This is the most common used runtime
environment for distributed memory multiprocessors where the intra-processor
communication latency is very low, such as supercomputers. The program can
be written in C++, and compiled and then executed in Linux operating system.
We don’t use this runtime environment in this thesis since we are working on
shared memory multiprocessors;

o C#with threading on Windows Server for CPU This runtime environment can be
used for distributed memory multiprocessors where the intra-processor commu-
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nication latency is very low, such as supercomputers. The program is written in
C# with NET Framework and compiled and then executed in Windows operat-
ing system. We use this runtime environment for Windows Azure environment;
and

e CUDA programming model [101] for GPU facilitates by tapping into the avail-
able computational resources. CUDA programs are accelerated by data-parallel
computations of millions of threads, which in this context means instance of a
kernel, where krenel is the program running on the GPU device.

4.3 Parallel Implementations on CPU

In the experiment of this thesis 3 different parallel implementations of dense matrix
multiplication on CPU are used in order to have maximum efficiency and lower cost.

4.3.1 1D Partitioning Matrix A in Rows

This section presents the algorithm that the authors used in [48].
Matrix A is partitioned on N rows and each row C; of matrix C is calculated as
defined in (4.2) and depicted in Figure 4.1,

Ci=A;-B (4.2)

where each row matrix A; (fori =0,1,--- ,N — 1) consists of

Ai=[aio ain -+ ain-1] |y

and each row matrix C; (fori =0,1,--- |N — 1) consists of
Ci=[ciocit -~ cino1] | n-
Matrix C Matrix A Matrix B
f)’_
— G = A; B

Fig. 4.1 Parallel Matrix Multiplication [48]
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To exploit maximum performance for parallel execution on P processors rows A;
are grouped in P sets, such that foralli=0,1,--- ,N—1lands=0,1,--- ,P—1 row
A, is placed in Set; if equation (4.3) is satisfied. The algorithm assures that each row
A; will be placed in exactly one set.

s=1imod P 4.3)

Each set Set; is sent to execution on the processor F;.

4.3.2 1D Partitioning Matrix A in Blocks

This section presents the algorithm that the authors used in [52].

The idea for this parallel matrix multiplication in a shared memory multiproces-
sor assumes matrix size N such that P is divisor of N to achieve maximum efficiency
and minimum cost. The basic idea is to partition the matrices A and C into smaller
P sub matrices (block rows) A; and C; respectively, as presented in Figure 4.1.

Let the matrix size N = g - P, where P is the number of processing elements, and
g > 1 is an integer. The basic idea is to partition the matrix A into smaller P sub
matrices (block rows) A;

Ap
Ay
Any =

Ap—1
where each matrix A; (for i =0, 1,...,P— 1) consists of

Agijo - Qgi)(N-1)

e a(q-i‘-ﬁ—l)O a(q~i+1‘)(N—1)

Ag-(i+1)=1)0 - A(g:(i+1)-DN-1)1 g5

Matrix C from (4.1) can be constructed as

Co
Cy
Cyn= :
Cp_1
where
Ci=A;-Byy, i=01,. P—1. (4.4)

In this algorithm each processor computes its own partition C; of Matrix C by
multiplying partition A; with matrix B.
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The P equations defined in (4.4) can be easily parallelized and scaled to P pro-
cessing elements in a shared memory environment as shown in [124]. A program is
developed using C++ and OpenMP that parallelize P equations defined in (4.4) such
as each processing element F; computes its own partition C; of matrix C.

#pragma omp parallel

{

int id=omp_get_thread_num ();

int num=omp_get_-num_threads ();

for (i=id*«N/num;i <(id+1)*N/num;++1)
for(j=0; j<N; ++j)

double sum = 0.0;
for (k=0; k<N; ++k)

{

sum += A[ixN+k] * B[k*N+j];
}
C[i#N+j] = sum;

The algorithm takes the same number of total calculation steps for the same in-
put, both for sequential and parallel, and avoids cheating to break the law. Thus,
the algorithm is Structure Persistent according to [140] and therefore, maximum
speedup should be limited to the number of processors P.

4.3.3 1D Partitioning Matrix B in Blocks

This section presents the algorithm that the authors used in [130].

This implementation is similar as the partitioning described in Section 4.3.2 but
the partitioning is implemented on matrix B. That is, each thread multiplies the
whole matrix Ay.y and column matrix By.y/. Where ¢ denotes the total number of
parallel threads.

4.4 Sequential vs Parallel Complexity and Cache Requirements

Matrix multiplication algorithm is computationally, data and cache intensive and
depends of matrix size N. The next two sections 4.4.1 and 4.4.2 present the part of
the analysis that the authors published in [48] for matrix multiplication algorithm
computational and memory complexity.
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4.4.1 Computational Complexity

The algorithm performs N sums and N3 products, or total 2- N3 operations for
sequential execution on one processing element.

The matrix partitioning algorithm explained previously defines different data and
code for each processing element in parallel execution. Each processing element in
parallel environment executes average 2-N/P-N? operations. In total the algorithm
performs 2 - N* operations for parallel execution, i.e. same as sequential execution
on one processing element.

4.4.2 Memory Complexity

The algorithm needs to store 3 - N> elements. If ME denotes the size of one ma-
trix element in bytes, then total memory requirement is 3 - N> - ME for sequential
execution. Cache memory does not need to store three matrices but only two input
matrices A and B since the write is directly forwarded to main memory. No matter
what cache memory type the processor uses it needs to store 2- N? - ME bytes.

Due to shared memory parallel system, last level memory (L4 or main memory
in this case) needs to store the whole matrices A, B and C, or total 3 -N%2.ME bytes.
Opposite to sequential execution the cache memory requirement directly depends
on cache type and level for parallel execution.

Dedicated cache memory per processing element (core) needs to store the whole
matrix B with capacity of N> - ME bytes and only chunk of matrix A. The amount
of necessary space in dedicated per core cache memory is given in (4.5).

DedicatedCachePerCore = (1+1/P)-N*-ME 4.5)

L3 cache is usually shared per chip if exists. If s denotes the number of chips
the shared multiprocessor consists, then L3 needs to place the whole matrix B with
N?-ME bytes and around N2 /s elements of matrix A, i.e. around 1/s-N?- ME bytes.
The total amount of necessary space in dedicated per chip cache memory is given
in (4.6).

DedicatedCachePerChip = (14 1/s)-N*-ME 4.6)

The test environments in [48] use L1 and L2 dedicated per core caches. Each L2
cache should be able to store DedicatedCachePerCore bytes defined in (4.5). The
multiprocessor uses s = 2 chips with dedicated per chip L3 cache and thus each L3
cache needs to store DedicatedCachePerChip bytes defined in (4.6).
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4.4.3 Cache Requirements

In this section we present the analysis that the authors published in [124] for the
purpose of this thesis research.

Each element ¢;; in matrix C is calculated as inner product of row i from matrix A
and column j from matrix B. The required number of reads from main memory for
each element ¢;; is 2- N, i.e. one row from matrix A and one column from matrix B.
This means that each element g;; and b;; need to be accessed N times. If the elements
are not present in the cache, they need to be loaded from main memory, which is
much expensive operation. Therefore, increasing the matrix size N will occupy the
cache faster, increase the cache miss ratio and thus increase the total execution time.
We must address that matrix C does not need to be loaded into the cache because the
program writes the values ¢;; in the memory and the program stores the elements c;;
only once in the memory.

Let’s analyze the cache occupancy by the given algorithms. A part of the cache is
occupied by the operating system (OS) for its requirements, usually a small portion.
The cache will not generate cache misses if all the matrices A and B are both stored
in the cache.

Note that no space is required for matrix C, since the values are computed and
stored with write no allocation algorithm directly in main memory. If write alloca-
tion is used then a small space will be used in the cache but its dimension is small
in comparison to the need of storage of whole matrices A and B.

Suppose that matrices are stored in L1 cache. If matrix dimension increases then
there is a need for more space and cache misses generation starts provoking perfor-
mance degradation. The analysis continues with storage problems in the next level
of the caches L2, L3 and so on. The same situation with generation of cache misses
happens when L2 (L3) cache will be occupied by both matrices. The performance
degradation is presented in Fugire 4.2.

L1 L2

Vah T

[RATVEE
VoV I,
VAN

Speed

L4

Cache Memory Requirements

Fig. 4.2 Measured average processor speed with real cache [120]
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4.5 Parallelization on GPU

In this section we present the parallel implementation that was proposed by the
authors in [33] for the purpose of this thesis research in order to maximum exploit
the GPU architecture with matrix multiplication algorithm.

4.5.1 NVIDIA GPU Architecture and Runtime Environment

NVIDIA GPUs have evolved into massively parallel, many-core architectures.
These GPUs contain an array of Streaming Multiprocessors (SM), each containing
8 Scalar Processors (SP) for the Tesla architecture [86], 32 SPs for the Fermi archi-
tecture [43], and 192 SPs for the latest Kepler architecture [102]. However, CUDA
in particular is a Single Instruction Multiple Thread (SIMT) programming model
[96], where all threads execute in step the same instruction, but within one SM. On
the other hand, threads in different SMs are executing instructions independently
from each other, thus providing scalability.

The memory hierarchy of NVIDIA Fermi GPU device is presented in Fugire 4.3.
The GPU devices have off-chip memory, so called global memory where average
single fetching of data takes at least 400 cycles.

SM (0) SM (1) SM (N-1)
Private Memory Private Memory Private Memory
32K x 32bit registers 32K x 32bit registers 32K x 32bit registers
LI
Shared Memory L1 cache Shared Memory
48116K8 ‘
T \%/,/v

‘ L2 cache (768KB)

l

‘ Global Memory (up to 6GB)

L1 cache
16/48KB

L1 cache

48/16KB 16/48KB

Shared Memory ‘

Fig. 4.3 Memory hierarchy of NVIDIA Fermi architecture [33]

The first level in the memory hierarchy is the L1 and shared memory, which is
shared by a number of threads organized in thread blocks. It can be accessed almost
as fast as register memory and is called private memory which is exclusive to a
single thread. L2 cache is off-chip memory and can be accessible from all threads
in any SM.
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4.5.2 Parallel Implementation on GPU

For simplification, we multiply square matrices of same sizes N - N. The basic dense
matrix multiplication algorithm is defined by ¢;; = ZQ’;O] a;i - bj where ay, by and
¢;j are correspondingly elements of matrices A, B and C, for all i, j =0,...,N — L.

The idea is to store greater part of B in the L2 cache and share it among all
processes avoiding cache misses as much as possible. Based on the algorithm in
[124], we have developed a parallel algorithm for a GPU device. Since multicore
processors have larger cache memories it is easier to store the whole matrix B. In
GPU the largest cache memory is L2 (736KB) and the matrix B cannot be fitted in
L2 for larger problem sizes. However, we solve this, by partitioning the matrix B
with the number of available processing elements. An example of two processing
elements is presented in Figure 4.4, where the horizontal and the vertical striped
matrices (A and B respectively) are multiplied, and the unstriped matrix which is
divided in four regions is the resulting matrix C, m is the size of the partitioned
submatrix, am_ost is the residual of problem size and the number of processing
elements, bx stands for the ID of the processing element and j;j together with bx
indicate which submatrix has to be processed.
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Fig. 4.4 GPU matrix multiplication algorithm [33]
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The region 1 in matrix C is calculated for each problem size. However, for prob-
lem sizes which is a factor of the number of processing elements, there is no residual
and there is perfect alignment with the number of divided submatrices, thus regions
2, 3 and 4 do not have data to calculate.

4.6 Summary

Dense matrix multiplication algorithm is the best representative algorithm of cache
intensive algorithms. In this chapter we presents the sequential and several parallel
implementations that are used in this thesis research to maximize CPU exploitation.
We analyze the algorithm complexities and cache memory requirements for CPU
and GPU implementations.



Chapter 5
Web Service Fundamentals

Abstract Web services are the most commonly used technology as a standardized
mechanism to describe, locate and communicate with web applications. They are
used for collaboration between loosely bound components. This chapter gives a
brief overview of web services, their performance factors and several challenges.

5.1 Introduction

W3C defines a Web service as a software system designed to support interoperable
machine-to-machine interaction over a network. It has an interface described in a
machine-processable format (specifically WSDL) [163]. Effective and ubiquitous
B2B systems are being built using web services [31]. Additionally, independence
of the underlying development technology enhances web services usage due to the
mitigation to development process time and effort [151]. SOAP and REST are two
main approaches for interfaces between web site and web services. A high-level
comparison of theses approaches is realized in [17]. RESTful web services are more
convenient to be hosted on mobile devices than SOAP [93].

Web services usage increases due to their advantages over other types of dis-
tributed computing architectures and benefits they provide. Microsoft defines sev-
eral key benefits for software developers in [95]. Interoperability and usability are
the most important ones. Standardization of the web services allows a possibility
for developers to reduce learning curve for other web services following the stan-
dards. Easy deployment forces IT managers to transfer their services to web service
technology.
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5.2 Web Service Models

This section presents two different web service client service models as they de-
veloped from the traditional client-server model to todays client-server model in
modern virtualized enterprise data centers.

5.2.1 Traditional Client-Server Concept

The first generation of web services are traditional web services which rely on client
- server concept depicted in Figure 5.1. One or many clients request some service
from one or several web services hosted on the web server. Web service can call
another web service hosted on the same or other web server or can write or retrieve
some data from some database server.

Client 1

Client 2

Client N

Fig. 5.1 Traditional web service client server model [133]

IT managers propose a hardware, system, network and software resources for
web server according to prediction of server average load and risk management of
possible peaks. A vast number of this generation servers are either underutilized
for small loads and over-utilized for peak loads. The former is desired by the cus-
tomers as they want the best service performance. The latter is desired by finance
department as they want to cut all possible costs.

The solution for underutilization does not exist. Maybe the transfer of server’s
hardware resources or change the whole web server with other server will mitigate
the underutilization.
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5.2.2 Client-Server Concept with virtualization

The second generation of web services are virtualized web services which also rely
on client - server concept depicted in Figure 5.2. Virtualization solves some open is-
sues in the traditional client server model. Web service can now easily utilize more
hardware resources (CPU, RAM, HDD) for peak load or release the unnecessary
hardware resources when load decreases. However, there will be still some signifi-
cant service downtime for maintenance, although it will be smaller than traditional
client server concept.

Client 1

Client 2

Virtual Server

Client N

Fig. 5.2 web service client server model hosted in cloud [133]

Cloud computing concept offers on-demand dynamic and elastic resources which
improve web service availability and scalability. Nevertheless, there is a service
downtime for maintenance, although it will be the smallest compared to other tim-
ings for both virtual or traditional client server model.

5.3 Web Service Performance

Web service customers want fast responses for their requests. Therefore web service
performance is vital to preserve and even increase web service technology usage.
There are external and internal parameters that impact the web service performance.
Throughput expressed by the number of concurrent messages in a second, with their
size and type are the most important external parameters that depend on customer
activities. Web server hardware resources are internal parameters that depend on IT
and business managers. Implementing web service security standards outcomes with
message overhead and requires complex cryptographic operations for each message,
thus decreasing the web service performance. The authors in [137] define quantita-
tive indicators to determine risk of introducing web service security standards for
SOAP messages for various message size and number of concurrent messages.
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Web service payload is unpredictable most of the time and in most cases. Adding
more hardware resources can increase overall web service performance if the num-
ber and size of the requests increases. However, the additional hardware will be
underutilized for small payload. The costs will be increased due to additional power
consumption as well.

Research results about web service performance can be found in many papers
in different domains. Web services can be simulated and tested for various perfor-
mance metrics before they are deployed on Internet servers, which give results close
to the real environment [152]. The authors in [148] propose a deserialization mecha-
nism to reuse matching regions from the previously deserialized application objects
from previous messages, and performs deserialization only for a new region that
would not be processed before. Web service performance in wireless environments
and implementing WS-Security are analyzed in [144]. Web server performance pa-
rameters response time and throughput are analyzed via web services with two main
input factors message size and number of messages in [137]. This thesis extends this
research to compare the web service performance with the same input factors in the
cloud.

Web servers are usually underutilized since IT managers plan the strategy for
hardware resources in advance for the period of several years. Servers are overuti-
lized in peaks which can enormously increase web service response time or even
make the services unavailable. Companies can benefit if they migrate their services
in the cloud since it offers flexible, scalable and dynamic resources.

5.4 Web Service Improvements - Load Balancing
We found a nice approach for Load Balancing HTTP and Web Services in [88]

depicted in Figure 5.3.

Call1.4.7,10
——

A

Lim
i

e

S mbrq Call2.5.4

-~

T

A
ServerB

e

Call3.6.9  ServerC
5

i mjim
O\t

A

Fig. 5.3 Load Balancing HTTP and Web Services [88]
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The authors also present Web Services Loadbalancing in the Amazon Cloud Us-
ing Membrane. However, the solution sets up a web services cluster in the Ama-
zon Cloud and the cluster instances always run. Our proposed solution and strategy
works with minimum necessary resources and dynamically utilize new resources in
peak load.

5.5 Moving Web Services in the Cloud

Chapter 1 presents the cloud concept and the advantages compared to other resource
models and concepts. In this section we focus on cloud features to host web services.

5.5.1 The Cloud Challenges

Cloud computing is a paradigm that offers scalable and high quality resources, re-
dundancy, elasticity and multi-tenancy. The concept of cloud computing reduces
customers’ cost. The on-demand concepts “rent whenever you need” and ”pay when
you rent” offers the customers to invest the money into their business rather to invest
in advance for underutilized ICT equipment. However, the overall cost is not always
the key factor in business manager decisions. Cloud computing provides many ben-
efits and detriments to business continuity. A comprehensive analysis for business
information system security in cloud computing is given in [126]. Service unavail-
ability for only several hours or even minutes can be source of costs bigger than
those for IT equipment.

5.5.2 Migration Challenges

Hosting web services in public cloud can be a good solution for SMEs. However,
it provides several open issues: Software Licensing; Security, Privacy and Trust;
Cloud Lock-In worries and Interoperability; Application Scalability Across Mul-
tiple Clouds; Dynamic Pricing of Cloud Services; Dynamic Negotiation and SLA
Management; Regulatory and Legal Issues [16]. It is not an optimal solution for
many-tasks scientific computing [70]. The cloud and virtual environments are also
worse than on-premise environment for cache intensive algorithms when the data
exceeds the cache size [130]. EC2 is slower than a typical mid-range Linux cluster
and a modern HPC system for HPC applications due to interconnection on the EC2
cloud platform which limits performance and causes significant variability [76].
However, the cloud provides better performance in distributed memory per core
[49].
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Implementing security often adds an overhead and outcomes with complex cryp-
tographic operations that always degrades the service overall performance.

Faster web service response time is imperative for both the clients and the
providers. A lot of proposals and solutions exist to speedup the web service re-
sponse time. Algorithm transformation can highly improve the web service perfor-
mance. Installing more hardware resources on web server is another solution. Cloud
computing should facilitate this issue. However, both solutions add additional cost
to service providers. The former costs concern additional software developer man
hours. The latter costs concern additional OPEX (operating costs) for renting more
instances of virtual machines or the instances with more resources and in the most
of the cases additional system administrator man hours.

Our intention is to find a solution that will improve the overall performance of
web services with less additional costs, or even without it if possible. In Chapter 18
we introduce a middleware layer implementation between the clients and the end-
point web service as a strategy to survive compute peak loads in cloud computing.
The experiments prove that although the middleware produces additional latency
to overall response time, this solution provides better web service performance for
compute intensive web services. This solution reduces the costs for additional hard-
ware only during the peaks and also reduces the system administrator man hours
since it automatically starts and shut downs instances with needed resources. Chap-
ter 19 continues the idea introducing message transformation to achieve better per-
formance from particular OS on web server.

5.6 Summary

Web service technology is sine qua non in todays business information systems. We
overview some web service models, their performance factors and several deploy-
ment and migration in the cloud challenges.
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Chapter 6
Matrix Multiplication Algorithm Analysis

Abstract Matrix multiplication performs O(N?3) operations, demands storing O(N?)
elements and accesses O(N) times each element, where N is the matrix size. Since it
is cache intensive algorithm, cache replacement policy is the next important parame-
ter that impacts its performance after arising cache capacity problem. Several cache
replacement policies are proposed to speedup different program executions. This
chapter analyzes and compares two most implemented cache replacement policies
FIFO and LRU. The results of the experiments published by the authors in [9] for the
purpose of this thesis research show the optimal solutions for sequential and parallel
dense matrix multiplication algorithm. As the number of operations does not depend
on cache replacement policy, we define and determine the average memory cycles
per instruction that the algorithm performs, since it mostly affects the performance.

6.1 Algorithm Analysis

In this section we analyze the dense matrix multiplication algorithm execution. For
better presentation and analysis we use CPU clock cycles instead of execution time.
Relation (6.1) derives the total execution clock cycles (TC) as a sum of clock cy-
cles needed for operation execution (CC) and clock cycles needed for accessing the
matrix elements (MC) [63].

TC =CC+MC 6.1)

CC does not depend neither of CPU architecture nor cache size, associativity and
replacement policy, but directly depends of matrix size N. CPU executes N3 sums
and N° multiplications or total 2 - N3 floating points operations. MC is more inter-
esting for analysis. It depends on matrix size N, but also on cache size, associativity
and replacement policy.

More important parameters for analysis are the average values of TC, MC and
CC defined in the next three definitions [9].
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Definition 6.1 (Average Total Cycles Per Instruction). CPI;(N) for particular
matrix size N is defined as a ratio of total number of clock cycles and total number
of instructions given in (6.2).

TC

(6.2)
Definition 6.2 (Average Memory Cycles Per Instruction). CPIy(N) for par-
ticular matrix size N is defined as a ratio of total number of memory cycles and total
number of instructions given in (6.3).

MC

(6.3)
Definition 6.3 (Average Calculation Cycles Per Instruction). CPI(N) for par-
ticular matrix size N is defined as a ratio of total number of calculation cycles CC
and total number of instructions given in (6.4).

cc

6.4)

We measure speed, TC, CC, MC for each matrix size, number of cores in defined
testing environments. We calculate CPI7(N), CPIy(N) and CPIc(N) and analyze
the distribution of CPIy(N) in CPIy(N). All the experiments are realized both for
sequential and parallel execution.

We measure total execution time 7T for each experiment with algorithm de-
scribed in (4.1) and then calculate TC as defined in [63] and calculate CPIr(N)
using (6.2).

To measure MC we developed another algorithm defined in (6.5) and published in
[9]. This algorithm performs the same floating point operations on constant operands
and writes the results in matrix C elements. The difference is that it does not read
from memory or some cache the elements of matrices A and B.

N-1
Cij = Za'b (65)
k=0

Executing this algorithm we measure its execution time CT for each experiment
and then calculate the difference from 7°C and CT. Then we calculate MC as defined
in [63] using CPU speed for particular processor and calculate CPIy (N) using (6.3).

CC and CPI¢(N) are calculated as defined in (6.6) and (6.4).

CC=TC—-MC (6.6)
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6.2 The Testing Environment

Two servers with different CPUs with different cache replacement policies are used:
FIFO and LRU. Both servers are installed with Linux Ubuntu 10.10. C++ with
OpenMP support is used for parallel execution.

FIFO testing hardware infrastructure consists of one Intel(R) Xeon(R) CPU
X5680 @ 3.33GHz and 24GB RAM. It has 6 cores, each with 32 KB 8-way set
associative L1 and 256 KB 8-way set associative L2 cache. All 6 cores share 12
MB 16-way set associative L3 cache. Each experiment is executed using different
matrix size N for different number of cores from 1 to 6. Tests are performed by unit
incremental steps for matrix size and number of cores.

LRU testing hardware infrastructure consists of one CPU Quad-Core AMD Phe-
nom(tm) 9550. It has 4 cores, each with 64 KB 2-way set associative L1 and 512 KB
16-way set associative L2 cache. All 4 cores share 2 MB 32-way set associative L3
cache. Each experiment is executed using different matrix size N on different num-
ber of cores from 1 to 4. Tests are performed by unit incremental steps for matrix
size and number of cores.

6.3 Results of the Experiments

This section presents the results of realized experiments to determine how different
replacement policies impact to dense matrix multiplication cache intensive algo-
rithm.

6.3.1 Results for CPU with FIFO Cache Replacement Policy

Figure 6.1 depicts the results of measured speed. SpeedT (i) denotes the speed in
gigaFLOPS for algorithm execution on i cores where i = 1,2,...,6.

CPIy(N) presents another perspective of the experiment. Figure 6.2 depicts the
results for algorithm execution on 1,2, ...,6 cores for each matrix size 128 < N <
1000. We can conclude that executing the dense matrix multiplication algorithm on
more cores needs more average cycles per core for each matrix size N. Also, the
speed decreases by increasing the matrix size N.

The next experiment analyzes the decomposition of the average total cycles per
instruction on average calculation cycles per instructions and average memory cy-
cles per instruction.

Figure 6.3 depicts the absolute decomposition of CPIy(N) on CPIy(N) and
CPI¢(N) for sequential execution.

The conclusion is that CPI¢(N) is almost constant with average value of 4.93 cy-
cles per instruction. More important is that CPIj (N ) follows CPIy (N), i.e. CPIy(N)
depends directly of average memory cycles per instruction.
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Figure 6.4 depicts the relative value of CPIy(N) to CPIy(N) for sequential exe-
cution.

We can conclude that CPIy;(N) has a trend to equalize with CPIr(N) as N grows,
i.e. for greater matrix size N the total execution time depends directly of average
memory access time, instead of time for computations.

6.3.2 Results for CPU with LRU Cache Replacement Policy

Figure 6.5 depicts the results of measured speed. SpeedT (i) denotes the speed in
gigaFLOPS for algorithm execution on i cores where i = 1,2, ..., 6. We can conclude
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that there is a huge performance drawback after N > 362 which is entrance in the
L4 region, i.e. the region where elements of matrices A and B cannot be placed in
L3 cache and thus producing L3 cache miss.

CPI7(N) presents better the information. Figure 6.6 depicts results for execu-
tions on 1,2,3 and 4 cores for each matrix size 128 < N < 1000. We can see 2
regions, Region 1 for N < 362 and Region 2 for N > 362. The former presents
the L1 and L2 cache regions, i.e. dedicated per core regions where matrices can be
stored completely in L1 and L2 caches correspondingly. In this region sequential
execution provides the worst CPIr(N) compared to parallel execution. The latter
presents L3 and L4 regions, i.e. shared memory regions where matrices can and
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cannot be stored completely in L3 cache correspondingly. In this region sequential
execution provides the best CPIr(N) compared to parallel execution.
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Figure 6.7 depicts the absolute decomposition of CPI7(N) on CPIy(N) and
CPI¢(N) for sequential execution.

CPI-(N) is almost constant to the average value of 7.17 cycles per instruction.
More important is that CPIy; (N) follows CPIy(N), i.e. CPI7(N) depends directly of
average memory cycles per instruction.

Figure 6.8 depicts the relative value of CPIy(N) to CPIr(N).

As depicted, CPIy;(N) has a trend to equalize with CPI7(N) as N grows for
N-(N+1) < 2MB. This is the case when matrix By.y and one row od matrix Aj.y
can be placed in the L3 cache. CPIy;(N) relative remains constant for greater N.
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6.4 LRU and FIFO Cache Replacement Policy Comparison

In this section we compare the results and analyze the difference between perfor-
mance of FIFO and LRU cache replacement policies.
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6.4.1 Speed Comparison

Comapring figures 6.1 and 6.5 we can conclude that both infrastructures have a
region around entrance to L3 region when the speed begins to fall down to a local
maximum. The graphs show that the speed decrease is more emphasized in LRU
rather than FIFO. However, it is because L3 region in LRU begins for N > 362 and
for FIFO CPU for N > 886. Therefore the real comparison should be the regions
N > 362 on LRU CPU with N > 886 on FIFO CPU, which are the beginning of L4
region.

6.4.2 CPIy(N) Comparison

Comparing figures 6.2 and 6.6 we can conclude that both infrastructures have simi-
lar curves for CPIy(N) for particular region. The important conclusion is that FIFO
CPU needs more cycles per core for each matrix size N regardless of cache region
(dedicated or shared). However, the LRU CPU has different features. Sequential ex-
ecution has the best CPI7(N) in dedicated per core L1 and L2 regions and parallel
execution on greater number of cores in shared L3 and L4 regions.

6.4.3 CPIy(N) Decomposition Comparison

Comparing figures 6.3 and 6.7 we can conclude that both infrastructures have sim-
ilar curves for CPIr(N). The graphs show that CPIT(N) is greater in LRU than
FIFO. However, the real comparison should be the regions N > 362 on LRU CPU
with N > 886 on FIFO CPU as explained in the previous subsection. CPI(N) is
almost parallel compared to CPIy(N) for all matrix size N in both infrastructures.
Also, the similar result is the fact that CPI-(N) is almost constant for each matrix
size N for both CPUs.

6.4.4 CPly(N) Comparison

Comparing figures 6.4 and 6.8 we can conclude that CPIy(N) is relative more closer
to CPIy(N) in LRU than FIFO. However, it is because L3 region in LRU begins for
N > 362 and for FIFO CPU for N > 886. Therefore the real comparison should
be the regions N > 362 on LRU CPU with N > 886 on FIFO CPU, which are the
beginning of L4 region and the relative values in LRU CPU are better than FIFO
CPU. LRU CPU has average of 59.77% in the region of N = 362 and FIFO CPU
has average 65.84% in the region of N = 886.
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6.5 Summary

We determined that both cache replacement policies provide similar speed and aver-
age cycles per instruction CPI7(N) for sequential and parallel execution. However,
the results show that LRU replacement policy provides best CPIy(N) for sequen-
tial execution in dedicated per core cache memory. Parallel execution provides the
best CPIy(N) in shared memory LRU CPU, i.e. LRU produces greater speedup than
FIFO and is more appropriate rather than FIFO cache replacement policy for dense
matrix multiplication algorithm.






Chapter 7
Matrix Multiplication Algorithm Simulation

Abstract An optimal architecture to execute certain compute and memory intensive
algorithm is desirable in most applications. This chapter presents the MMCacheSim
simulator published in [11] for the purpose of this thesis research. MMCacheSim
simulator predicts matrix multiplication performance on particular existing or non-
existing multiprocessor. It simulates the execution time and number of cache misses
that matrix multiplication algorithm performs with particular matrix size and ele-
ment size executing on processor with different cache size, line, level associativity,
and replacement policy. Parallel execution of the matrix multiplication algorithm
can be simulated also on dedicated / shared cache memory per core in shared mem-
ory multiprocessor. The experiments prove MMCacheSim’s accuracy especially for
sequential execution.

7.1 Introduction to Simulators

All cache parameters presented in Chapter 3 impact the algorithm overall perfor-
mance and it is difficult to select the cache with optimal parameters for particular
algorithm. Even more, the same algorithm behaves differently for different input
size data. Applications provide better performance when they are executed on flex-
ible cache with reconfigurability [150]. Using a proper simulators to predict the
algorithm performance can save time and wasted money for unnecessary hardware.
They can be used to measure the performance of new proposed schemes [8]. The au-
thors in [20] propose techniques to predict the performance impact using hybrid an-
alytical models. The authors in [172] propose a technique to overcome inter-thread
cache conflict misses on shared cache and develop a highly configurable multi-core
cache contention MCCCSim simulator that reproduces parallel instruction execu-
tion. A predictive model is proposed in [169] to allow fast and accurate estimation
of system performance degradation also due to shared cache contention in parallel
execution. The authors in [37] propose a statistical cache model Statstack that mod-

55



56 7 Matrix Multiplication Algorithm Simulation

els a fully associative cache with LRU replacement policy and compared the results
with the output from a traditional cache simulator.

There are two types of simulation: trace or execution driven simulation. The for-
mer is the case when the simulator analysis a list of pre generated memory addresses
by a program and then uses them to simulate the memory activities. The latter is the
case when the simulator is active while the program is running and intercepts the
accesses to the memory to do the simulation of the cache. Trace driven simulation is
inconvenient because of the large trace files that need to be created and transferred
[77].

Simulation based methods depend on accurate data like complete memory traces
and produce results that are completely correct. Estimation based methods use
heuristics to complete their simulations and finish the task faster, but with lower
accuracy levels.

7.2 Literature Review

This section presents different purpose cache simulators that we found in the lit-
erature. Dinero IV is the cache simulator that simulates a memory hierarchy with
various caches [36]. A DEW strategy [60] speeds up the simulation of multiple
combinations of cache parameters. It simulates only FIFO replacement policy. The
authors in [41] define a fully parameterizable models applicable to n-way associa-
tive caches, but only for LRU replacement policy. Our MMCacheSim simulates both
FIFO and LRU cache replacement policies and all levels of cache hierarchy.

The authors in [77] propose a CMP$im simulator based on the Pin binary instru-
mentation tool. It is a better simulator offering multi core support and data gathering
for all levels of the cache. However, the capturing the results is more complex than
our MMCacheSim. HC-Sim is also based on Pin that generate traces during run-
time and simulates multiple cache configurations in one run [20]. An on-line cache
simulation using a retargetable application specific instruction set simulator is pro-
vided in [118]. CMPSched$im evaluates the interaction of operating system and
chip multiprocessor architectures [94].

Simulators can be also used in the teaching process. Hardware courses in soft-
ware oriented curriculum require a lot of effort, both from instructors and students
[145]. The authors in [134] using visual simulators, incrementally weighted ex-
ercises, and finally working on real hardware controllers achieved significant im-
provements in grade distribution and computer science student interest in hardware.
Visual EQuMIPS64 helps teachers to better present the specific topics of computer
architecture and also help students to better learn [110].

We present our MMCacheSim simulator and analyze if a successful prediction
of cache performance can be achieved by simulating the execution of an algorithm
and measuring the number of misses on different levels of CPU cache. We build a
model that can be easily configured to represent different types of cache architec-
tures with different replacement policies. Series of experiments were performed for
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execution of dense matrix multiplication algorithm on real world implementations
and simulation with same parameters for the CPU cache architecture. We have also
performed simulation of the parallel execution of the same algorithms and compare
with the results of real experiments with the same cache parameters.

7.3 MMCacheSim architecture

The MMCacheSim simulator is implemented as a set of Java classes, each repre-
senting a different CPU cache element:

e Cache Line - Represents a single cache line. It is initialized with the size of the
cache line, the size of the elements saved inside it, and the address of the first
element saved inside. Contains methods for writing new elements in the cache
line and checking if an element is in the cache line;

e Cache Set - Represents a collection of cache lines available for both LRU and
FIFO implementations as cache replacement policies. It is initialized with the
associativity and line size. Contains methods for writing an address inside the
cache and with it replacing the obsolete one according to the chosen replacing
policy, checking whether an address is inside the given set;

e LI, L2, L3 Cache Levels - The actual cache memory, also available as LRU and
FIFO implementations initialized with the size, associativity and the cache line
size. Contains the cache sets, the data about misses and hits made on that partic-
ular level and methods for reading from and writing to the level;

e Processor Core - As areal processor core would have access to the cache. Several
cores may share same cache structures. The simulated model of a core is initial-
ized with instances of cache levels, by giving different cores the same instance of
a cache level we simulate sharing. A cache core has only method to read a data
element. If the element is not found in the cache levels a cache miss is recorded;

The MMCacheSim simulates execution of the simple dense matrix multiplication
algorithm. The simulation does not take into account the time required for arithmetic
operations and memory writes because we are looking for the effect that the cache
produces when the same data is accessed multiple times and the speedup that can
be gained when parallelizing the execution. The input for MMCacheSim is number
of cores, cache levels, shared / dedicated cache per core, cache line, cache size, and
cache replacement policy for each cache as input parameters. It returns the average
clock cycles for cache hit per each cache level and cache miss for last level cache.
It also measures the total clock cycles for accessing the data.
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7.4 Experiment Environment

The experiments are performed on the real multiprocessors with totally different
cache architectures. The first multiprocessor consists of 2 chips Intel(tm) Xeon(tm)
CPU X5680 @ 3.33GHz and 24GB RAM. Each chip has 6 cores, each with 32 KB
8-way set associative L1 data cache dedicated per core and 256 KB 8-way set asso-
ciative L2 cache dedicated per core. All 6 cores share 12 MB 16-way set associative
L3 cache. The second server has one chip AMD Phenom(tm) 9950 Quad-Core Pro-
cessor @ 2.6 GHz and 8 GB RAM. The multiprocessor has 4 cores, each with 64
KB 2-way set associative L1 data cache dedicated per core, and 512 KB 16-way set
associative L2 cache dedicated per core. All 4 cores share 2 MB 32-way set associa-
tive L3 cache. The real machines are installed with Linux Ubuntu 10.10. C++ with
OpenMP for parallelization are used.

The simulation is platform independent since it does not measure algorithm re-
sponse time, but only simulates the number of cache misses and hits on different
levels of simulated CPU cache. We simulate the same 2 multiprocessors as the ex-
periments.

7.5 The Results of the Experiments

The first performed test is to determine the number of CPU cycles needed to access
different levels of the cache in the simulated architectures. The same experimental
tests are executed on both servers. Table 7.1 presents the results. These results of the
practical experiments are used in the simulation.

Parameter Xeon Phenom

L1hit 2.85 6.5

L2hit 14.01 23.63

L3 hit 21.04 37.30
L3 miss 126.04 113.06

Table 7.1 Cache hit and miss cost in cycles [11]

Figure 7.1 depicts the comparison of the simulation of matrix multiplication on
a cache with FIFO replacement policy and cache parameters as Intel(tm) processor.

The horizontal axis represents the matrix size. The vertical axis represents the
average number of memory accesses MA to each element of a matrix calculated as
defined in (7.1). The values for total memory access cycles from the simulator are
calculated using the values from Table 7.1 as defined in [63].

_ TotalMemoryAccessCycles
= 3

MA (7.1)
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Fig. 7.1 Comparison CPU cycles for memory access for MM CacheSim simulation and sequential
execution on Xeon server with FIFO replacement policy [11]

The results show that MMCacheSim gives values close to the experimental ones
and successfully simulates the performance drawbacks due to cache associativity.

The final experiment was to simulate with a new replacement policy Bit-Pseudo-
LRU. Each cache line is associated with a MRU bit (most recently used) in this
cache replacement policy. When the line is read the MRU bit is set to 1. When all
lines in a cache set have their MRU bits set to 1, they are reset to 0. If some cache
line should be replaced then the cache line in a set with the largest index that has a
MRU bit 0 is replaced.

Figure 7.2 depicts that the simulation is much closer to the experimental values.
The simulation is still stepping away as the sizes of the matrices exceed the size
of the cache memory. A possible explanation to the differences are: the authors in
[25] show that the L3 cache at the Opteron processors uses some kind of pseudo-
LRU cache replacement policy. The way of choosing the line inside the set seems
to be different than the proposed Bit-PLRU policy. This is a logical explanation of
the differences between simulated and experimental results, with the assumption
that the cache replacement policy described in [25] is used in Phenom processors
too. However this shows the ability to use the simulator not just to find favorable
configurations for a certain algorithm but to research the configuration of a computer
system when data for it are not available.



60 7 Matrix Multiplication Algorithm Simulation

60
55
50
45
40
a5
30
25
20
15
10

Cycles

128 256 384 512 640

Fig. 7.2 Comparison of CPU cycles used for memory access for sequential execution on Phenom
CPU and simulate with Bit-PLRU replacement policy [11]

7.6 Summary

Our MMCacheSim simulator simulates main FIFO and LRU cache replacement
policies and it is easy to implement other policies. All levels of cache hierarchy
can be simulated. It is platform independent since the cache parameters are input
parameters in the simulator.

MMCacheSim can simulate both sequential and parallel implementation of ma-
trix multiplication algorithm. It can be easily used to simulate any algorithm by
giving a trace of memory accesses. The modularity of the implementation allows
any type of cache hierarchy to be simulated. MMCacheSim allows to change:

The hierarchy between cache levels, to be shared between cores or dedicated;
The inclusivity between different cache levels;

The size of the cache memory, the associativity, cache line sizes; and
Replacement policy, with ability to have different cache replacement policies per
different cache levels.



Chapter 8
Matrix Multiplication Algorithm Improvements

Abstract Multiplication of huge matrices generates more cache misses than smaller
matrices. 2D block decomposition of matrices that can be placed in L1 CPU cache
decreases the cache misses since the operations will access data only stored in L1
cache. However, it also requires additional reads, writes, and operations compared to
1D partitioning, since the blocks are read multiple times. This chapter presents a new
hybrid 2D/1D partitioning to exploit the advantages of both approaches which the
authors proposed in [53]. The idea is first to partition the matrices in 2D blocks and
then to multiply each block with 1D partitioning to achieve minimum cache misses.
We select also a block size to fit in L1 cache as 2D block decomposition, but we
use rectangle instead of squared blocks in order to minimize the operations but also
cache associativity. The experiments show that our proposed algorithm outperforms
the 2D blocking algorithm for huge matrices on AMD Phenom CPU.

8.1 Matrix Multiplication Algorithm Optimizations

Matrix multiplication algorithm is a basic linear algebra operation used in almost
all scientific computations. Different techniques are proposed to speedup the execu-
tion. Another very important issue is the selection of appropriate powerful hardware
environment for efficient execution. Fused multiply-add (FMA) units with in mod-
ern CPU architecture execute both addition and multiplication in one clock cycle.
Since matrix multiplication is compute intensive algorithm with O(N?) complex-
ity increasing the processor speed will speedup the execution. It is also a mem-
ory demanding algorithm with O(N?) complexity. Although memory complexity is
smaller than compute, it impacts more the overall performance due to average mem-
ory cycles per instruction is 50 to 80% from the average total cycles per instruction
[9]. However, the most important is the fact that matrix multiplication algorithm is
cache intensive algorithm with O(N) complexity since each matrix element is ac-
cessed N times for different computations and the memory access per element vary

61
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between several clocks for the lowest L1 cache memory and up to 1000 for main
memory [63].

Introducing multi-chip and multi-core CPUs, and many-core GPU processors to-
gether with different APIs and libraries for parallelization can significantly speedup
the execution since matrix multiplication is excellent algorithm for parallelization
and thus can maximize the efficiency. It can achieve almost linear speedup. How-
ever, there are regions where superlinear speedup can be achieved for multi-chip,
multi-core and GPU implementations as presented in Part III. It is also possible in
multi-GPU implementation on Fermi architecture GPU, due to configurable cache
[113].

Another focus is optimizing the algorithm if the matrices have some features
like symmetric, zero rows or columns, sparse, squared or triangle. The authors in
[34] optimized multiplication of small sized matrices. Superlinear speedup was re-
ported for sparse symmetric matrix vector multiplication in [142]. [80] reports also
superlinear speedup is also found with parallel execution of matrix multiplication
algorithm using MPI and transposing one source matrix. The authors in [12] im-
proved parallel execution based on Strassen’s fast matrix multiplication minimizing
communication.

Optimizing the algorithm according to CPU cache, platform and runtime envi-
ronment is the most appropriate approach. The authors in [164] used padding to the
first element of each submatrix to land on equidistant cache sets and to avoid cache
associativity performance drawbacks [50]. The authors in [63] propose compiler
optimizations with loop interchange and blocking to reduce cache miss rate. The
optimal rectangular partitioning can be significantly outperformed by the optimal
non-rectangular one on real-life heterogeneous HPC platforms [32] .

In this chapter we analyze blocking algorithm for matrix multiplication and pro-
pose a new hybrid 2D/1D blocking method for matrix multiplication that exploits
the maximum of the L1 cache size by reducing the number of compute operations
and cache associativity problems.

8.2 Existing 2D Blocking matrix multiplication algorithm

The 2D blocking matrix multiplication algorithm described in [63] reduces the num-
ber of cache misses. It works on submatrices or blocks of matrices A and B with
same size b instead of the entire matrix A rows and matrix B columns. Figure 10.10
depicts the algorithm. The goal is to maximize the reuse of the data of a block before
they are replaced.

The total number of operations in this algorithm is increased. Additional N/b -
N/b-N-b=N?/b are performed for summing the elements of matrix C. Including
the necessary 2 - N° operations the total number of floating point operations is 2 -
N34 N3/b. The benefit of these additional operations is the decreased number of
memory accesses of N/b-N/b-N-b-2 =2-N>/b in the worst case.
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A B C

o

Fig. 8.1 2D Blocking matrix multiplication algorithm [53]

Maximum efficiency for parallel execution of this algorithm is realized when the
product P - b? is divisor of N2,

8.3 Hybrid 2D/1D Blocking matrix multiplication algorithm

This section describes our new proposed Hybrid 2D/1D Blocking matrix multipli-
cation algorithm, its complexity, performance, and comparison with the other al-
gorithms. Also we analyze how different cache parameters impact the algorithm
performance.

8.3.1 Decrease the Operations and Memory Accesses

The idea is to exploit the benefits of both algorithms described in Section 8.2, i.e.
to use 2D blocking to minimize the memory access, but in the same time minimiz-
ing the additional operations for the elements of matrix C. Figure 8.2 depicts the
algorithm for hybrid blocking matrix blocking matrix multiplication. We propose
rectangles with the same area to be used instead of squares for blocks. Next, dense
matrix multiplication algorithm is implemented for multiplication in each block.

Lets denote with b the squared block size of 2D blocking algorithm and with by
and by the number of rows and columns for block of matrix B correspondingly such
that relations (8.1) and (8.2) are satisfied

by > by 8.1)
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Fig. 8.2 Hybrid matrix multiplication algorithm [53]

by -by = b* (8.2)

Lets denote with TMA the number of total memory accesses. Lemma 8.1 presents
how TMA depends of matrix size N and the block sizes by and by for new Hybrid
2D/1D Blocking matrix multiplication algorithm.

Lemma 8.1. The total number of memory accesses TMA that new Hybrid 2D/I1D
Blocking matrix multiplication algorithm performs if blocks in matrix A consist of
by rows and by columns is defined in relation (8.3).

TMA=— (8.3)
Proof. The algorithm creates N /by - N /by blocks per matrix and accesses each ele-
ment of those blocks N - by times. Thus TMA = N /by -N/bx -N -by -2 =2-N3 /bx.

Theorem 8.1 proves that new Hybrid 2D/1D Blocking matrix multiplication al-
gorithm performs smaller total number of memory accesses TMAg than the basic
2D Blocking matrix multiplication algorithm.

Theorem 8.1. New Hybrid 2D/1D Blocking matrix multiplication algorithm per-
forms smaller total number of memory accesses TMAp than the basic 2D Blocking
matrix multiplication algorithm TMA»p, i.e. relation (8.4) is true.

TMAy < TMAsp (8.4)

Proof. According to Lemma 8.1 TMAy = 2’—; and TMA;p = N;. Using rela-

tion (8.1) in relation (8.2) yields b, > b. Multiplying this relation with h]}\% yields
relation 8.4 that proves the theorem.
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Corollary 8.1. Maximum efficiency for parallel execution on P same multiproces-
sors of this algorithm is realized when the product P - by - by is divisor of N°.
Proof. Let k is integer, such that k > 1 and k = 5. z?)/( 2 by - This yields then the product
P-k= % is also integer. Since N2 is the total number of matrix elements, and
by - by is the number of elements in a block, then the matrix can be divided into P -k
blocks. These blocks can be scattered to P processors and executed in k steps with
maximum efficiency.

8.3.2 The Algorithm and the Cache Parameters

Since matrix multiplication algorithm is cache intensive algorithm, lets analyze the
cache impact to the new algorithm compared to 2D blocking algorithm. The pre-
vious Section 8.3.1 presents that hybrid algorithm executes smaller number of op-
erations and memory accesses than 2D blocking. But is it enough to be a faster
algorithm?

Cache has several parameters that have a huge impact to the overall performance
especially for particular matrix size. Since the block area is the same for both al-
gorithms cache size impact is also the same, i.e. the same cache misses will be
generated only when the block is changed. Therefore cache replacement policy will
not impact also.

What about cache line? Lets denote with / the number of matrix elements that
can be placed in one cache line. Modern CPUs cache line size is 64B, i.e. it can
store [ = 8 matrix elements (double precision) which can be loaded in one operation
from the memory. Our new algorithm defines that by should be greater as much
as possible to reduce the operations and memory accesses, but still (8.2) should be
satisfied. However, to exploit maximum performance the same cache line should be
present in the L1 cache, and thus by < [.

Further on we analyze cache associativity problem that appears in storage of ma-
trix columns and inefficient usage of cache for particular problem size [50]. Matrix
B blocks will map onto a smaller group of cache sets than the same 2D blocking
matrix multiplication algorithm and initiate more cache misses. In this case our al-
gorithm will use a smaller group of cache sets in associative memory.

Todays Intel L1 cache is 8-way set associative and AMD L1 cache is only 2-way
set associative. For particular matrix sizes N it means that Intel CPU will provide
better performance than AMD due to cache set associativity for the same block size
bx - by.
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8.3.3 Modified Hybrid 2D / 1D matrix multiplication algorithm

To avoid cache associativity problem especially for AMD CPU we make another
experiment where by is smaller and by is maximized. Figure 8.3 depicts this algo-
rithm. This algorithm has more operations and memory accesses than others, but
will be prone to cache size associativity, i.e. L1 cache works as fully associative.

iy

A B C

Fig. 8.3 Modified hybrid matrix multiplication algorithm [53]

8.4 The Testing Methodology

This section present used testing methodology for the experiments in order to prove
that our new proposed basic and modified hybrid 2D / 1D algorithms provide better
performance than basic 2D blocking algorithm.

8.4.1 Testing Environment

The experiments are performed on two multiprocessors with different cache archi-
tectures since the hardware can impact to the algorithm performance. The first mul-
tiprocessor consists of 2 chips Intel(tm) Xeon(tm) CPU X5680 @ 3.33GHz and
24GB RAM. Each chip has 6 cores, each with 32 KB 8-way set associative L1 data
cache dedicated per core and 256 KB 8-way set associative L2 cache dedicated per
core. All 6 cores share 12 MB 16-way set associative L3 cache. The second server
has one chip AMD Phenom(tm) 9950 Quad-Core Processor @ 2.6 GHz and 8 GB
RAM. The multiprocessor has 4 cores, each with 64 KB 2-way set associative L1
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data cache dedicated per core, and 512 KB 16-way set associative L2 cache dedi-
cated per core. All 4 cores share 2 MB 32-way set associative L3 cache. The servers
are installed with Linux Ubuntu 10.10. C++ with OpenMP for parallelization are
used without additional optimizations.

8.4.2 Test Data

We execute dense, 2D blocking, hybrid and modified hybrid matrix multiplication
algorithms on each multiprocessor with different matrix sizes to test algorithm be-
havior in different cache regions. For 2D blocking algorithm we choose b = 36 for
Intel CPU and b = 48 for AMD to satisfy that matrices can be stored in the L1 cache.
For our two hybrid algorithm experiments we use b, = 162 and b, = 8 for hybrid
matrix multiplication algorithm and b, = 8 and b, = 162 for modified hybrid matrix
multiplication algorithm for Intel CPU. For AMD CPU b, = 288 and b, = 8, and
by =8 and b, = 288 are used.

8.5 The Results of the Experiments

This section presents the results of the experiments realized to measure the perfor-
mance of the new hybrid 2D/1D matrix multiplication algorithms compared to 2D
blocking.

8.5.1 The Results on Intel CPU

Figure 8.4 depicts the execution time for dense, 2D blocking, hybrid and modified
hybrid matrix multiplication algorithms on Intel CPU. For N < 1296 all matrix mul-
tiplication algorithms run similar. Dense algorithm increases its execution time for
greater matrices more than modified hybrid 8x162. Hybrid 162x8 and blocking 2D
are the best matrix multiplication algorithms.

Figure 8.5 depicts the speed on Intel CPU. Dense performs the best speed for
smaller matrices as expected due to huge L3 size. However, for huge matrices all
other matrix multiplication algorithms perform better speed compensating the in-
creased number of operations with lower average access time per matrix element.
We can conclude that all three other algorithms have constant speed. Our proposed
hybrid matrix multiplication algorithm provides the same speed as 2D blocking, and
the modified hybrid matrix multiplication algorithm is worse.

We can conclude that cache associativity problem does not impact directly on
Intel CPU. However, the results do not confirm our hypothesis that our new 2D/1D
will be better than 2D blocking. After deep analysis we give the following expla-
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Fig. 8.5 The speed for sequential execution on Intel CPU [53]

nation. The L1 cache is occupied also from operating system. Cache misses appear
from the operating system and the whole cache line is replaced.
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8.5.2 The Results on AMD CPU

Figure 8.6 depicts the execution time for the same four algorithms on AMD CPU.
For smaller matrices the execution time is similar for all algorithms, but for greater
matrices both our algorithms outperform the 2D blocking and dense.
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Fig. 8.6 The execution time for sequential execution on AMD CPU [53]

Figure 8.7 depicts the speed for better presentation and analysis. As depicted,
Dense is the leader in front of 2D blocking, hybrid and modified hybrid for small
matrices. However, increasing the matrix size N, the order is opposite: modified
hybrid achieves best performance in front of hybrid, 2D blocking and Dense.

Only our modified hybrid algorithm retains the speed regardless of N. It is prone
to the cache associativity problem. All other algorithms achieve drawbacks in par-
ticular N due to cache associativity problem. We see that our hybrid matrix multipli-
cation algorithm has similar performance as modified hybrid in points where there
aren’t cache associativity performance drawbacks [50].

8.6 Summary

The new hybrid 2D/1D blocking matrix multiplication algorithms provide similar
performance on Intel CPU as the 2D blocking matrix multiplication algorithm, and
better performance on AMD Phenom CPU. Using theoretical analysis of all cache
parameters that can impact the algorithm performance we modify the proposed algo-
rithm and even improved already better performance than 2D blocking matrix mul-
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Fig. 8.7 The speed for sequential execution on AMD CPU [53]

tiplication algorithm. Even more, the modified algorithm is prone to small cache set
associativity on AMD CPU caches. The experiments prove the theoretical analysis.



Chapter 9

Performance Drawbacks Using Set Associative
Cache

Abstract Performance drawbacks are commented in literature without detailed ex-
planation. Analyzing the interaction of different matrix multiplication algorithms
with the memory hierarchy, the authors in [154] present performance drawback for
different problem sizes. More detailed analysis of the effect of the cache and TLB is
done in [58] where the authors discovered execution time peaks for particular ma-
trix sizes and conclude that peaks occur more often for smaller cache. The authors
also conclude that the peaks in CPU execution time are due to increased number
of memory access conflicts. For the purpose of this thesis research the authors in
[120, 50, 123] analyze and model the performance drawbacks for particular prob-
lem sizes for sequential and parallel execution. Given theoretical proof of execution
time peaks when using set associative cache for cache intensive algorithms such as
matrix multiplication is presented in this chapter. Huge performance drawbacks are
observed and analyzed for speed in sequential execution. The authors conclude that
performance drawbacks appear due to increased number of generated cache misses
in last level L3 cache. For parallel execution also huge performance drawbacks are
observed for speedup beside those for speed.

9.1 Storing matrix elements in set associative cache

Most of modern processors use n-way associative cache where a block can be placed
in a restricted set of places in the cache [62]. There are S sets in the cache memory
and each set is a group of n blocks in the cache. A block is first mapped onto a set
and then the block can be placed anywhere within that set.

In this paper we analyze the organization how matrices are stored in the cache.
When the processor initiates an access to the element b;; from the memory this
action will result with transfer of the whole cache line (block) in the cache. This ac-
tivity will transfer all elements by j11,bk, jy2 - .- bx j+1—1 from the block to be loaded
and stored into the same cache line as shown in Figure 9.1.

71
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If cbs is the cache block size in bytes and ME is the matrix element size (usually
8 bytes for double precision real numbers) then / is number of matrix elements that
can fit in a cache line expressed as an integer by (3.7).

If one element is accessed then the other / — 1 elements from the same row will
be used without generation of cache misses. If the element by; is accessed, such
that N — j < [, then N — j elements until the end of the row will be placed in the
cache, together with the first / — (N — j) elements from the next matrix row. This
organization enables efficient usage of matrix row elements and is desired when
the algorithm repeatedly uses matrix rows, for example, the matrix multiplication
algorithm.

However, this is not the case for matrix column elements. When the processor
initiates an access to the element by; it will not load the desired matrix column
elements by j,bi12 j,-. ... Two problems are initiated by this organization. The first
is known as matrix cache storage problem and the second is associated by the usage
of n-way associative cache. The matrix cache storage problem appears due to the
inefficient load of matrix elements that will not be used. In practice whenever a
matrix column element is required then / — 1 elements will be loaded in the same
cache line and possibly will never be used if the cache line is replaced by some other
least recently used.

This chapter analyzes the problem initiated by usage of n-way set associative
cache memory. A set will be fully loaded with n cache lines. Each cache line con-
tains consecutive matrix elements from a particular matrix row. Cache lines that
map on the same set will have a specific address pattern usually expressed as mod-
ulo function.

Denote by d the smallest number such that the elements by ; and by 4 ; map onto
same set as shown in Figure 9.1. In this case d represents the address offset.

Lemma 9.1 defines the number of the blocks m necessary to store N matrix row
elements.

Lemma 9.1. The number m such that N matrix row elements will be stored in m
cache blocks is defined in (9.1).

m=[N/I] =[N-ME/cbs] .1

Proof. Since number [ is the number of matrix elements that can fit in a cache line
expressed as an integer, the number of blocks m necessary to store N matrix row
elements in cache block can be calculated as m = [N/I]. Using relation (3.7) proofs
the relation 9.1 and this lemma.

Next issue is to calculate the number of cache blocks required to store the matrix
column with N elements. We assume big sizes N >> [ so we do not expect that two
matrix column elements will fit in the same cache block. In this case the requirement
is N different cache blocks.
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Fig. 9.1 Storing column matrix B in a n-way set associative cache [120]

9.2 Performance drawbacks in a n-way set associative cache

Matrix multiplication algorithm defined in Section (4.1) has two points of possible
drawbacks. The first drawback appears if a cache block is replaced after a particular
element is accessed so the next access to this element will generate a cache miss.
This drawback impacts the elements of both matrices.

The second type of drawback refers to a situation where after an access to a
particular element there is an access to another element from the same block but in
meantime the block was replaced. This impacts only the elements of matrix B since
the elements of one cache block of matrix A are accessed consecutive. This is not the
case with matrix B. Once the whole matrix B column is accessed the cache blocks
also contain the consecutive columns. Replacing such cache block during the loop
execution will produce [ — 1 cache misses per block. In addition the first drawback
repeats since each matrix element is accessed N times [124].

We are interested in a situation where matrix column elements will be mapped
since there is a requirement to store N elements in at most S different sets. By
analyzing the pattern where the matrix column elements will be stored we will be
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able to find out the cache space available for storage of matrix column and the
frequency of cache misses generation for the elements by ji1,...,bx j41—1.

Theorem 9.1 [120] proves conditions for the case when the address pattern is
such that maps all column elements of the matrix B onto the same group of sets.
This situation will generate a lot of cache misses and it looks like we are using only
a small partition of the cache instead of the whole cache.

Theorem 9.1. Cache performance drawback in the matrix multiplication algorithm
generated due to matrix storage pattern in a n-way associative memory appears if
there exists an integer d such that

_ S-cbs

3d d=
>9, N-ME

N
and d< — 9.2)
n

Proof. The relation shows how the address pattern d relates to the available S sets
and matrix size N. This pattern actually shows that the address pattern is such that
all the column elements will be stored in the same set.

To find the pattern how the addresses map onto cache we have to calculate d. The
matrix row is stored in consecutive memory addresses in row-wise main memory
and according to (9.1) each matrix row will require m cache blocks. We assume
that several matrix rows will be stored in different sets. The maximum possible
occupancy is valid if m-d = S. Therefore the equation (9.2) follows from (9.1) if
cbs is divisor of N.

The number of matrix column elements to be stored is NV and the number of cache
blocks in a set is » meaning that the matrix column elements will be stored in at most
N /n sets, which represents the last part of the relation.

The number d has an interesting property as follows [120].

Corollary 9.1. d in Theorem 9.1 is the number of different sets used to store a matrix
column and indirectly shows the portion of cache used to store the matrix column.
If d = 1 then all the elements of a column are mapped in the same set and if d > 1
then exactly d sets will be used in the mapping process.

Proof. Normally this number is not bigger than the number of sets d < S in the n
way associative cache. The proof can be constructed based on Dirichlet principle to
place objects into different places.

Corollary 9.2. The maximum drawback for Theorem 9.1 appears if d = 1.

Proof. Proof can be constructed upon conclusion of Corollary 9.1 and the smallest
available cache portion to store the matrix column leading to generation of most
cache misses. d = 1 yields m = S which means that the each block of the first row
of matrix B will be store in all S different sets, and based on Dirichlet principle next
element of the column will be placed in the same set as the element from the first
row and the same column.
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Corollary 9.3. Cache performance drawback in the matrix multiplication algorithm
appears due to matrix storage pattern in a n-way associative memory for

CcS

N= aME ©-3)

Proof. The proof can be constructed from the relation that the number of sets is
S=CS/(n-cbs) and by equation for d in (9.2).

Example 9.1 (Opteron processor [165]). Matrix multiplication algorithm executed
on Opteron processor using a CS = 512KB 8-way L2 set associative cache with
cbs = 64B according to Corollary 9.3, will have performance drawback for matrix
sizes
213

)=

The conclusion is that performance drawbacks will appear when N is power of
2. Corollary 9.2 shows the maximum drawback and worst performance for matrix
size N =213,

N=CS/(n-d-ME

Theorem 9.2. Cache performance drawback in the matrix multiplication algorithm
generated due to matrix storage pattern in a n-way associative memory appears if
there exists an integer d such that

S-cbs
n-ME

3d >0, d< 9.4)

Proof. Proof can be constructed from (9.3) of Corollary 9.3 and the last part of the
(9.2) from Theorem 9.1.

Theorem 9.3. Cache performance drawback in the matrix multiplication algorithm
appears for matrix size N such that

S-cbs-n
N —_— 9.5
> VE 9.5)

Proof. Proof can be constructed directly from both relations in equation 9.2 from
Theorem 9.1 S = CS/(n- cbs) and by equation for d in (9.2).

Corollary 9.4. Cache performance drawback in the matrix multiplication algorithm
appears if the size of matrix B is greater than CS.

N%?-ME >CS (9.6)

Proof. The proof can be constructed from the relation 9.5 of Theorem 9.3 and that
the cache size is CS = S cbs - n.

Example 9.2 (Phenom processor [166]). Quad-Core AMD Phenom(tm) Processor
9550 has 4 cores each with its own dedicated 64 KB instruction and 64 KB data L1
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Cache Type
L1 2-way associative 64 KB instruction + 64 KB data cache
L2 16-way set associative 512 KB cache
L3 32-way associative 2 MB cache

Table 9.1 Cache type [120]

Variable Value in L1 Value in L2 Value in L3

cS 64KB 512KB 2MB
n 2 16 32
ME 8B 8B 8B
cbs 64B 64B 64B
[ 8 8 8
S 512 512 1024
N-d 4096 4096 8192

Table 9.2 Cache variables for the experiments [120]

cache, dedicated 512KB L2 cache and share 2MB shared L3 cache. Tables 9.1 and
9.2 present cache behavior and calculated values.

According to Corollary 9.3 the matrix multiplication algorithm executed on this
processor using a 16-way L2 set associative cache with cbs = 64B will have perfor-
mance drawback for matrix sizes:

212
Theorems 9.2 and 9.3 show that the maximum drawbacks and worst performances
for L2 cache are for d = 1,2,4, 8, 16 or matrix sizes N = 4096,2048,1024,512,256.

According to Corollary 9.2 the maximum drawback and worst performance is for
N =212

The hypotheses that are confirmed experimentally in [120] and more detailed in
[50] rely on theoretical results defined by theorems 9.1 to 9.3, i.e.:

e Expressive L1 cache associativity drawbacks appear for matrix sizes N = 4096,
2048, 1024, 512, 256 and 128;

e Expressive L2 cache associativity drawbacks appear for matrix sizes N = 4096,
2048, 1024, 512 and 256;

e Expressive L3 cache associativity drawbacks appear for matrix sizes N = 4096,
2048, 1024, and 512.

Nevertheless, smaller cache associativity drawbacks are possible for smaller N.



9.3 Experiments for Performance Drawbacks in Sequential Execution 77

9.3 Experiments for Performance Drawbacks in Sequential
Execution

The experiments are realized for problems that use matrix sizes where theoretical re-
sults show expectation of main drawbacks, and also in the area around these points,
for example, for the ten points -10, -9, -8, -7, -6, -5, -4, -3, -2, and -1 bellow the
expected drawbacks and for the ten po-ints +1, +2, +3, +4, +5, +6, +7, +8, +9, and
+10 above the expected drawback points. Each experiment executes the sequential
algorithm with and without profiler Valgrind [155] with its tool cachegrind. The ex-
ecution times and speeds for these areas are analyzed. We focus on L1 and L3 (last
level) data cache misses in order to prove their impact on performance drawbacks
appearance. We have not tested the behavior of L2 cache since Valgrind tests mea-
sure only first and last level caches. The X-axis in each figure in this section presents
the matrix size N.

9.3.1 Experiment 1 - range around N = 64

Experiment 1 covers the area of N = 64. Matrix B can be stored completely in L1
cache, but the elements of matrix A replace some of the cache blocks from matrix
B, thus producing cache misses and performance drawback. The drawback is not
visible enough for execution time depicted in Figure 9.2, but it is visible presenting
the speed in Figure 9.3. An important result is that speed has a positive trendline.
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Fig. 9.2 Execution time in the area around N = 64 [120]
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Figures 9.4 and 9.5 depict the L1 and L3 data cache misses for the experiments
in the range around N = 64. There is only a small insufficient L1 cache associativity
drawback in N = 64. L3 associativity drawback does not appear in this area due to
this is L1 region. There are no other local extremes neither for L1 nor for L3 data
cache misses.
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Fig. 9.4 L1 data cache misses in the area around N = 64 [50]
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Fig. 9.5 L3 data cache misses in the area around N = 64 [50]

9.3.2 Experiment 2 - range around N = 128

Experiment 2 covers the area of N = 128. Matrix B cannot be stored completely
in L1 cache and drawbacks appear due to insufficient L1 cache and L1 and L2
cache set associativity. The drawback is visible both for execution time and speed
in figures 9.6 and 9.7 correspondingly. Local extremes are near the main drawback
generated due to L1 cache set associativity. Speed in this region also has a positive
trendline, but lower than Experiment 1.

Figures 9.8 and 9.9 depict the L1 and L3 data cache misses for the experiments in
the range around N = 128. There is an expressive L1 cache associativity drawback
in N = 128. L3 associativity drawback does not appear in this area since this is L
region and L3 works as full associative cache memory. There are local extremes
only for L1 data cache misses.

9.3.3 Experiment 3 - range around N = 256

Experiment 3 covers the area of N = 256. Matrix B cannot be stored completely in
L2 cache and drawbacks are generated due to L1, L2 and L3 cache set associativity.
The drawbacks are visible both for execution time and speed in figures 9.10 and
9.11 correspondingly. Local extremes are near the main drawback generated due to
L1, L2 and L3 cache set associativity. Another important result is that speed in this
region has a negative trend since the transition from L, to L3 region.

Figures 9.12 and 9.13 depict the L1 and L3 data cache misses for the experiments
in the range around N = 256. There is an expressive L1 cache associativity drawback
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in N = 256. Another expressive cache associativity drawback but smaller than main
drawback is found for N = 256. L3 cache associativity drawback is also expressive.
Figure 9.13 depicts the huge growth of L3 cache data misses due to entrance in L3
region. There are local extremes for L1 data cache misses. L3 data cache misses
local extremes are found only in L, region, i.e. for N < 256.
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9.3.4 Experiment 4 - range around N = 512

Experiment 4 covers the area of N = 512. Matrix B cannot be stored completely
neither in L2 nor L3 cache, and thus drawback is mainly due to their size and asso-
ciativity. The drawbacks are visible both for execution time and speed in figures 9.14
and 9.15 correspondingly. Local extremes which are more expressive than previous
experiments exist also near the main drawback. Another important result is that
speed in this region has a negative trend since the transition from L3 to L4 region.
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Figures 9.16 and 9.17 depict the L1 and L3 data cache misses for the experiments
in the range around N = 512. There are expressive L1 and L3 cache associativity
drawbacks in N = 512. Absolute values for drawbacks are similar, but L3 relative
drawback is greater than L1. There are other expressive local extremes only for L1
data cache misses in N = 503,505 and 517.
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9.3.5 Experiment 5 - range around N = 1024

Experiment 5 covers the area of N = 1024. Matrix B cannot be stored completely
in L3 cache and drawbacks appear mostly due to L3 cache size and associativity.
The drawbacks are visible both for execution time and speed in figures 9.18 and
9.19 correspondingly. Local extremes are found near the main drawback. Another
important result is that speed in this region has a positive trend.
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Figures 9.20 and 9.21 depict the L1 and L3 data cache misses for the experiments
in the range around N = 1024. There are expressive L1 and L3 cache associativity
drawbacks in N = 1024. Absolute values for drawbacks are similar, but L3 relative
drawback is greater than L1. There are other expressive local extremes only for L1
data cache misses in N = 1019, 1021 and 1030.
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Fig. 9.17 L3 data cache misses in the area around N = 512 [50]

9.3.6 Experiment 6 - range around N = 2048

Experiment 6 covers the area of N = 2048. Matrix B cannot be stored completely
in L3 cache. and drawbacks appear mostly due to L3 cache size and associativity.
The drawbacks are visible both for execution time and speed in Figure 9.22 and
9.23 correspondingly. Local maximums and minimums are near the main drawback.
Another important result is that speed in this region has a positive trend.
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Figures 9.24 9.25 depict the L1 and L3 data cache misses for the experiments
in the range around N = 2048. The L1 and L3 data cache misses are similar in
point N=2048. There is expressive L3 cache associativity drawback in N = 2048.
Measured L1 cache misses are even smaller in this point than other points in this
area. Local extremes do not appear neither for L1 nor L3 data cache misses.
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Fig. 9.21 L3 data cache misses in the area around N = 1024 [50]

9.4 Experiments for Performance Drawbacks in Parallel
Execution

In this section we present the results of series of experiments performed on the
same processor as previous Section 9.3 comparing algorithm executions with 1, 2
and 4 cores. The focus will be on the areas around the problem size for the main
drawbacks points as depicted in Figure 9.26.
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The experiments are realized for problems that use matrix sizes where theoreti-
cal results show expectation of main drawbacks, and also in the area around these
points, for example, for the three points -12, -8 and -4 bellow the expected draw-
backs and for the three points +4, +8 and +12 above the expected drawback points.
Each experiment executes the sequential algorithm on P = 1 processor (core) and
the parallel algorithm on 2 and 4 processors (cores).

We focus on Speed and Speedup both for sequential and parallel execution.
Speeds V (1), V(2) and V(4) are measured for execution on P = 1,2 and 4 pro-
cessor cores correspondingly. Also speedups S(2) and S(4) are measured for each
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parallel execution with 2 and 4 processor cores correspondingly. Additionally, L1
and L3 (last level) data cache misses are measured with Valgrind [155]. We have
not tested the behavior of L2 cache since Valgrind tests measure only first and last

level caches.

The X-axis presents the matrix size N in each figure.
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Fig. 9.26 Achieved speed with executions on 1 and 4 cores for matrix multiplication [123]

9.4.1 Experiment 1 - range around N = 64

Experiment 1 covers the area of N = 64. Matrix B can be stored completely in L1
cache, but the elements of matrix A replace some of the cache blocks from matrix
B, thus producing cache misses and performance drawback. Table 9.3 presents the
results for execution time (7"), Speed (V') in GFlops, cache misses (LM) and Speedup
().

N T(1) (ms) T(2) (ms) T@) (ms) V(1) V@) V@ LIM L3M S2) S@)

52 0.246909 0.131249 0.0697805 1.1389 2.1426 4.0300 13,390 8,876 1.881 3.538
56 0.304647 0.164517 0.0842474 1.1529 2.1349 4.1691 13,930 9,042 1.852 3.616
60 0.371878 0.193712 0.101199 1.1617 2.2301 4.2688 14,449 9,221 1.920 3.675
64 0.455059 0.238113 0.125037 1.1521 2.2018 4.1931 21,457 9,409 1.911 3.639
68 0.531734 0.274807 0.141363 1.1827 2.2884 4.4486 15,808 9,613 1.935 3.761
72 0.629160 0.330113 0.167234 1.1865 2.2613 4.4638 16,729 9,830 1.906 3.762
76 0.735193 0.375798 0.192274 1.1942 2.3362 4.5662 18,026 10,055 1.956 3.824

Table 9.3 Results of the experiments in the area around N = 64 [123]

Figures 9.27 and 9.28 depict the speed and speedup for the experiments in the
range around N = 64. The speed drawback is more expressive for V(4) and V(2)
rather than sequential speed in point N = 64 as depicted in Figure 9.27. There is very
small speedup drawback for S(2) and S(4) where S(4)s drawback is more expressive
as depicted in Figure 9.28. An important result is that both speed and speedup have
a positive trend.
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9.4.2 Experiment 2 - range around N = 128

Experiment 2 covers the area of N = 128. Matrix B cannot be stored completely in
L1 cache and drawbacks appear due to insufficient L1 cache and L1 and L2 cache
set associativity. Table 9.4 presents the results for execution time ('), Speed (V) in
GFlops, cache misses (LM) and Speedup ().

Figures 9.29 and 9.30 depict the speed and speedup for the experiments in the
range around N = 128.
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N T(1) (ms) T(2) (ms) T(4) (ms) V(1) V(@) V#) LIM L3M S(22) S@4)

116
120
124
128
132
136
140

2.62599
3.14517
3.2632
6.73523
3.91838
4.58864
4.58651

1.33599
1.59416
1.64937
3.37483
1.98356
2.31338
2.32819

0.675012 1.1888 2.3367 4.6248 216,566 13,075 1.966 3.890
0.803838 1.0988 2.1679 4.2994 237,796 13,454 1.973 3.913
0.833448 1.1686 2.3119 4.5753 317,133 13,829 1.978 3.915
1.691500 0.6227 1.2428 2.4796 2,152,896 14,282 1.996 3.982
0.996157 1.1739 2.3190 4.6177 386,298 14,705 1.975 3.933
1.167710 1.0964 2.1747 4.3084 339,248 15,419 1.984 3.930
1.172130 1.1966 2.3572 4.6821 388,402 16,043 1.970 3.913

Table 9.4 Results of the experiments in the area around N = 128 [123]
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Fig. 9.29 Speeds in the area around N = 128 [123]

The speed drawback is expressive for each speed in point N = 128 as depicted
in Figure 9.29. It is bigger than previous experiments and increases when P grows.
Speedup drawback is not found neither for §(2) nor S(4) as depicted in Figure 9.30;
the speedup is even better for N = 128 rather than other points in the area.

An important result is that all speeds have positive trend. There is a positive
Speedup trendline until N = 128 and then it becomes negative. Local maximums and
minimums are near the main drawback generated due to L1 cache set associativity.
The Experiment 1 does not produce local minimums and maximums since the set
associative cache works as fully associative cache for small problem size N.
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9.4.3 Experiment 3 - range around N = 256

Experiment 3 covers the area of N = 256. Matrix B cannot be stored completely in
L2 cache and drawbacks are generated due to L1, L2 and L3 cache set associativity.
Table 9.5 presents the results for execution time (7T'), Speed (V) in GFlops, cache
misses (LM) and Speedup (S).

N T(1) (ms) T(2) (ms) T@) (ms) V(1) V(@) V@ LIM L3M  S(2) S®)

244 30.8041 15.1709 7.52547 0.9432 1.9151 3.8607 1,909,543 92,319 2.030 4.093
248 33.6237 17.2433 8.21905 0.9073 1.7691 3.7116 1,963,703 117,054 1.950 4.091
252 34.1971 17.2361 8.68687 0.9359 1.8569 3.6844 2,987,831 204,269 1.984 3.937
256 104.304 57.2151 27.0405 0.3217 0.5865 1.2409 17,021,258 1,326,929 1.823 3.857
260 38.8296 18.8008 9.64274 0.9053 1.8697 3.6454 3,335,444 821,196 2.065 4.027
264 41.788 20.0876 9.63306 0.8806 1.8320 3.8201 2,364,154 1,367,713 2.080 4.338
268 44.8336 21.5451 11.0572 0.8587 1.7868 3.4817 4,088,886 2,004,349 2.081 4.055

Table 9.5 Results of the experiments in the area around N = 256 [123]

Figures 9.31 and 9.32 depict the speed and speedup for the experiments in the
range around N = 256.

The speed drawback is expressive for each speed in point N = 256 as depicted
in Figure 9.31. It is bigger than previous experiments and increases when P grows.
There are speedup drawbacks both for §(2) and S(4) where S(4)s drawback is more
expressive as depicted in Figure 9.32. Superlinear speedup is found both for P = 2
and P = 4 processors since this area is in the superlinear region. This phenomenon
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Fig. 9.32 Speedups in the area around N = 256 [123]

will be elaborated both theoretically and experimentally in the next Part III. Another
important result is that all speeds have negative trend since the transition from L2 to
L3 region.
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9.4.4 Experiment 4 - range around N = 512

Experiment 4 covers the area of N = 512. Matrix B cannot be stored completely
neither in L2 nor L3 cache, and thus drawback is mainly due to their size and asso-
ciativity. Table 9.6 presents the results for execution time (7') in miliseconds, Speed
(V) in GFlops, cache misses (LM) and Speedup (S).

N T() TQ@ T4 V1) V@ V@ LM L3M S22 S®)

500 465.907 257.429 116.141 0.5366 0.9711 2.1526 31,327,035 15,792,325 1.810 4.012
504 410.632 206.221 96.4347 0.6235 1.2416 2.6551 16,460,993 16,177,786 1.991 4.258
508 481.68 237.265 118.486 0.5443 1.1051 2.2129 31,937,134 16,559,469 2.030 4.065
512 1448.94 893.006 533.299 0.1853 0.3006 0.5033 135,154,085 135,137,152 1.623 2.717
516 599.456 277.324 138.58 0.4584 0.9908 1.9828 33,889,015 17,351,077 2.162 4.326
520 662.439 295.451 132.531 0.4245 0.9518 2.1219 18,887,514 17,763,756 2.242 4.998
524 643.795 322.384 163.302 0.4470 0.8926 1.7621 20,865,023 18,171,270 1.997 3.942

Table 9.6 Results of the experiments in the area around N = 512 [123]

Figures 9.33 and 9.34 depict the speed and speedup for the experiments in the
range around N = 512.
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Fig. 9.33 Speeds in the area around N = 512 [123]

The speed drawback is expressive for each speed in point N = 512 as depicted in
Figure 9.33. It is bigger than previous experiments and increases when P grows. The
drawbacks for parallel execution are so expressive that V(2) and V (4) are similar as
other points in this area for sequential algorithm. The speedup drawbacks are found
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both for S(2) and S(4) where S(4)s drawback is more expressive as depicted in
Figure 9.34. Superlinear speedup is also found in some points, especially expressive
in point N = 520. Another important result is that all speeds have negative trend
since the transition from L3 to L4 region.

9.4.5 Experiment 5 - range around N = 1024

Experiment 5 covers the area of N = 1024. Matrix B cannot be stored completely
in L3 cache and drawbacks appear due to L3 cache size and associativity. Table 9.3
presents the results for execution time (7') in seconds, Speed (V) in MFlops, cache
misses (LM) and Speedup (S).

N T() TQ) T&) V{I) V@) V@ LIM L3M S2) S@)

1012 15.695 7.628 3.720 132.071 271.757 557.281 560,845,297 130,207,941 2.058 4.220
1016 15.275 7.572 3.844 137.321 277.002 545.700 489,187,519 131,755,327 2.017 3.974
1020 16.144 7.846 3.831 131.465 270.504 554.007 476,074,648 133,314,925 2.058 4.214
1024 25.26 15.33 10.51 85.005 140.129 204.394 1,077,440,805 1,077,424,512 1.648 2.404
1028 16.577 8.048 3.937 131.071 269.980 551.820 499,081,123 136,470,949 2.060 4.210
1032 16.155 8.005 4.040 136.072 274.616 544.154 537,036,472 138,067,471 2.018 3.999
1036 16.980 8.261 4.041 130.968 269.199 550.282 568,057,068 139,676,397 2.055 4.202

Table 9.7 Results of the experiments in the area around N = 1024 [123]
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Figures 9.35 and 9.36 depict the speed and speedup for the experiments in the
range around N = 1024.
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Fig. 9.35 Speeds in the area around N = 1024 [123]
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Fig. 9.36 Speedups in the area around N = 1024 [123]

The speed drawback is expressive for each speed in point N = 1024 as depicted in
Figure 9.35. It increases when P grows. The speed drawbacks for parallel execution
are so expressive that V (4) is similar as other points in this area for parallel execution
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with P = 2 processors and V(2) is similar as other points in this area for sequential
execution. The speedup drawbacks are found both for S(2) and S(4) where S(4)s
drawback is so expressive that S(4) is similar to other points in this area for parallel
execution with P = 2 processors as depicted in Figure 9.36. Superlinear speedup is
also found in local maximums.

9.4.6 Experiment 6 - range around N = 2048

Experiment 6 covers the area of N = 2048. Matrix B cannot be stored completely
in L3 cache. Table 9.8 presents the results for execution time (7') in seconds, Speed
(V) in MFlops, cache misses (LM) and Speedup (S).

N T() T@ T@ V) V@ V@ LIM L3M SQ2) S@)

2036 141.68 69.71 34.804 119.142 242.138 484.993 9,512,432,234 1,057,585,355 2.032 4.071
2040 141.52 70.54 36.291 119.976 240.702 467.870 9,568,573,042 1,063,825,729 2.006 3.900
2044 141.12 69.45 34.820 121.024 245.921 490.508 9,624,934,306 1,070,090,603 2.032 4.053
2048 349.17 177.2 111.21 49.201 96.960 154.486 8,600,990,501 8,600,974,720 1.97 3.140
2052 145.15 70.71 35.106 119.051 244.386 492.242 9,738,321,967 1,082,696,101 2.053 4.135
2056 143.31 71.11 36.602 121.290 244.429 474.890 9,795,347,195 1,089,034,767 2.015 3.915
2060 148.69 73.90 36.616 117.583 236.600 477.484 9,852,592,562 1,095,396,059 2.012 4.061

Table 9.8 Results of the experiments in the area around N = 2048 [123]

Figures 9.37 and 9.38 depict the speed and speedup for the experiments in the
range around N = 2048.

The speed drawback is expressive for each speed in point N = 2048 as depicted in
Figure 9.37. It increases when P grows. The speed drawbacks for parallel execution
are so expressive that V(2) and V(4) are similar as other points in this area for
sequential algorithm.

The speedup drawbacks are found both for S(2) and S(4) where S(2)s drawback
is minimal while S(4)s drawback is more expressive as depicted in Figure 9.38.
Small superlinear speedup is also found in local maximums.

9.5 Summary

Cache hierarchy and organization can seriously affect performance. This chapter
proves that the cache associativity is another important performance parameter in
addition to the cache size.

We have provided theoretical analysis (published in [120] for the purpose of this
thesis research) why there are performance drawbacks and suggest to organize dense
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matrix multiplication algorithms avoiding situations where mapping onto n-way set
associative cache will use only a small part of the cache instead of whole cache
capacity.
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9.5.1 Summary for Drawbacks in Sequential Exectuion

This chapter presents the results of performed experimental research published in
[50] that approve the theoretical results from Chapter 9 showing real cases of per-
formance drawbacks. In addition to our theoretical performance analysis we have
also shown trends in performance behavior.

First and last level cache misses are also profiled. The overall dense matrix multi-
plication algorithm performance does not change despite the local L1 cache misses
maximums. The performance drawbacks appear mostly due to last level cache asso-
ciativity and capacity.

L1 cache associativity drawbacks appear for N = 64,128,256,512 and 1024 al-
though the drawback is small for N = 64. L3 cache associativity drawbacks appear
for N = 256,512,1024 and 2048. For N = 512, 1024 and 2048 the L1 and L3 cache
associativity drawbacks are similar in absolute value, but L3 cache associativity
drawbacks are more expressive relative, i.e. L1 drawback is due to capacity prob-
lem rather than associativity problem and each L1 cache miss generates L3 cache
miss.

The speed drawback is more expressive for greater matrix size than smaller in
the critical points. Inconsiderable speed drawback is found for matrix size N = 64.
Significant speed drawback is found for matrix sizes N = 128,256,512,1024 and
2048.

9.5.2 Summary for Drawbacks in Parallel Exectuion

Six experiments are realized for different cache regions by the authors in [123] for
the purpose of this thesis research. Execution time, speed, cache misses and speedup
are measured for each experiment around the critical points found as theoretical
results for matrix sizes N = 64,128,256,512,1024 and 2048.

L1 cache associativity drawbacks appear for N = 64, 128,256,512 and 1024 al-
though the drawback is small for N = 64. L3 cache associativity drawbacks appear
for N =256,512,1024 and 2048. For N = 512,1024 and 2048 the L1 and L3 cache
associativity drawbacks are similar in absolute value, but L3 cache associativity
drawbacks are more expressive relative, i.e. L1 drawback is due to capacity prob-
lem rather than associativity problem and each L1 cache miss generates L3 cache
miss.

The speed drawback is more expressive for greater matrix size than smaller in
the critical points. Inconsiderable speed drawback is found for matrix size N = 64
both for sequential and parallel execution. Significant speed drawback is found for
matrix sizes N = 128,256,512,1024 and 2048.

Parallel algorithm executions result with speed drawbacks more than sequential.
They are expressive for the experiments executing on P = 4 processors where the
speed V (4) is smaller than the speed V(2). For N = 512 speed V (4) is similar as
speed V(1) in the observed points of the particular area. The speed drawbacks for
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the experiments executing on P = 2 processors are also expressive. Speed V(2) is
similar or even smaller than speed V(1) in other points of the particular area.

Inconsiderable speedup drawback is found for matrix size N = 64 both for paral-
lel execution on 2 and 4 cores. For N = 128 we found even greater speedup than the
observed points in the area for both speedups. For each other N =256,512, 1024 and
2048 significant speedup drawback is found, especially for speedup S(4). The only
exception is the inconsiderable speedup drawback for parallel execution on P = 2
processors for matrix size N = 2048. Parallel speed and speedup drawbacks are in-
considerable for matrix sizes N = 64 and N = 128 since these are the points in L2
region dedicated per core. The quoted theorems are valid for parallel execution only
in the dedicated cache regions. Significant speed and speedup drawbacks is found in
L3 and L4 regions, especially for parallel execution on P = 4 cores. Further research
will include performance evaluation of parallel execution including the number of
processors P for shared cache.

Based on theoretical analysis and experimental research we have concluded how
n-way associative cache can seriously affect performance. We have analyzed and
found theoretically the points where the associativity causes performance drawbacks
and suggest organization of the matrix multiplication algorithm avoiding situations
where mapping onto n-way set associative cache will use only a small part of the
cache instead of whole cache capacity. The performed experimental research ap-
proved the results showing real cases of performance drawbacks in both sequential
and parallel executions.
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Chapter 10

Superlinear Speedup in Matrix Multiplication
on Multiprocessor

Abstract Despite the Gustafson’s Law that maximum scaled speedup is p and
Shi’s limitation that superlinear speedup is only possible for Non Structure Persis-
tent algorithms, superlinear region is found and analyzed for parallel execution. This
chapter presents the analysis realized for the purpose of this thesis research by the
authors in [52]. The authors show theoretically that there is a region where the su-
perlinear speedup can be achieved. Theoretical proof of existence of a superlinear
speedup is given and boundaries of the region where it can be achieved are deter-
mined. The experiments confirm our theoretical results. The realization of modern
processors is based on an multicore architecture with increasing number of cores
per processor which is actually organized as a shared memory multiprocessor with
shared L2 cache and distributed L1 cache. Therefore these results will have impact
on future software development and exploitation of parallel hardware.

10.1 Sequential vs Parallel Cache Occupancy

Let’s analyze the cache occupancy by the given sequential and parallel implementa-
tions. A part of the cache is occupied by the OS for its requirements, usually a small
portion. In sequential execution the cache will not generate cache misses if all the
matrices A and B are both stored in the cache as presented in Figure 10.1 a).

Note that no space is required for matrix C, since the values are computed and
stored with write no allocation algorithm directly in main memory. If write alloca-
tion is used then a small space will be used in the cache but its dimension is small
in comparison to the need of storage of whole matrices A and B.

Suppose that matrices are stored in L1 cache. If matrix dimension increases then
there is a need for more space and cache misses generation starts provoking perfor-
mance degradation. The analysis continues with storage problems in the next level
of the caches L2, L3 and so on. The same situation with generation of cache misses
happens when L2 (L3) cache will be occupied by both matrices. The performance
degradation is presented in Fig. 10.2. Note that this degradation does not happen

105
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Occupied by OS \ ] Occupied by OS
Matrix A;
Matrix A Matrix B Matrix B
a) sequential version b) parallel version

Fig. 10.1 Cache occupancy in sequential and parallel execution [52]
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Fig. 10.2 Expected average processor speed with real cache [52]

ideally with horizontal and vertical lines, but in reality it should be a smooth curve
instead of straight line, but following the presented pattern. [121] shows theoreti-
cal foundation about real processor speed with caches and present simulation and
experimental diagrams of these curves.

The parallel algorithm (4.4) organizes computations by distribution to several
processors and storage requirements to their distributed caches. For each processor
there is a need only for a chunk A; of matrix A to be stored in cache and whole
matrix B. Therefore there is more space for matrix B allowing greater size problems
to be stored without generation of cache misses, as shown in Figure 10.1 b).

The realization of this idea produces less cache misses for the same problem
size in parallel execution than in sequential. This will make increased processor
performance in comparison with sequential processing as presented in Fig. 10.2.
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Let’s define the points L1S, L2S and L3S for sequential and the points L1P, L2P
and L3P for parallel execution correspondingly to mark the regions where the pro-
cessor will perform the highest speed when working with L1, L2 or L3 cache [124].
Note that differences are mainly shown between sequential and parallel processing
due to distributed L1 and L2 caches and not for L3 cache which is mainly shared
for multicore implementations.

In these two regions there is higher average processor performance for parallel
execution and these regions are correspondingly marked as L1 and L2 superlinear
regions. L1 cache is small according to L2 and therefore we will concentrate to
analysis of the L2 superlinear region.

Further on we make theoretical analysis and determine the superlinear region,
i.e. the region where superlinear speedup is achieved.

10.2 Speedup Analysis with Memory Behavior

In this section we analyze the existing equations to calculate sequential and parallel
execution time, and thus the speedup.

For better presentation, we’ll use the abbreviations shown in Table 10.1 for vari-
ables defined in [62].

Abbreviation Variable

Ts CPU Execution Timesequentm[

1, CPU Execution Timepgrqjjel
CCs CPU Clock Cyclessequential
CCp CPU Clock Cyclesparaiier

CT Clock Cycle Time
MCs Memory Clock Cyclessequential
MCp Memory Clock Cyclespyraiiel
ME SizeOf (MatrixElement)

Mg Mem()rySequential

Mp MemoryParallel

CS, L2 Cache size of one core
CS3 L3 Cache size of one core

OS5 Size of L2 Cache occupied by OS in Sequential
OSp Size of L2 Cache per core occupied by OS in Parallel
OSs3 Size of L3 Cache occupied by OS in Sequential
OSp3 Size of L3 Cache per core occupied by OS in Parallel

Table 10.1 Variable abbreviations for better presentation [52]

Gustafson’s law [55] assumes that parallel execution time is fixed and defines
that maximum obtained speedup should be measured by scaling the problem to the
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number of processors, i.e. it is linear equal to the number of processors P. Several
other assumptions are made to prove this, including:

e The number of parallel chunks of the application is multiple of the number of
processors.

e The performance of the parallel chunks never saturates.

e Creation / deletion of the parallel threads does not overhead.

e Sequential and parallel parts of the application run at the same rate.

Based on these assumptions the performance analysis should refer to both mem-
ory access and CPU execution times. The CPU execution times for sequential algo-
rithm #; and parallel algorithm ¢, are respectively defined in (10.1) and (10.2).

ty=CCs-CT (10.1)

t,=CCp-CT (10.2)

In Theorem 10.1 we express speedup relation in a new way as a function of both
the CPU and memory clock cycles.

Theorem 10.1. The speedup for parallel execution in a multiprocessor over sequen-
tial execution is equal to
CCs+MCg
Speedup = ——— 10.3
peedup = e TMCy (10.3)
Proof. Relations (10.1) and (10.2) do not include memory access which is very
important in the analysis since it can dominate the performance over the CPU ex-
ecution time even in cases with intensive computation. Real CPU execution time,
both for sequential and parallel, is defined in (10.4) and (10.5) according to [62].

ty = (CCs+MCs)-CT (10.4)

t, = (CCp+MCp)-CT (10.5)
Equation (10.3) is obtained from (2.9) by dividing (10.4) and (10.5).

Theorem 10.1 and the equation (10.3) is basics for our theoretical analysis of
existence of superlinear speedup.

10.3 How to Obtain Super-Linear Speedup

In this section we introduce a new methodology how to obtain a superlinear speedup
region for matrix multiplication. The idea is to determine when and how the super-
linear speedup is possible and what is the matrix size and algorithm organization to
obtain superlinear speedup for parallelized matrix multiplication on P processors.
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10.3.1 Existence of Superlinear Speedup

Let’s analyze the memory part of (10.3) in Theorem 10.1. The main idea is presented
next. s it possible that memory access time in parallel system will be reduced more
than P times in comparison to memory access time when execution is sequential?
It will lead to superlinear speedup. This idea is mathematically specified in Theo-
rem 10.2.

Before we construct the proof of superlinear speedup existence, we introduce
several new definitions and properties and show how they affect the performance.

Lemma 10.1. For a given multiprocessor and its sequential and parallel executions
there exists a real number € such that 0 < & < P and

CCs=CCp-(P—¢). (10.6)
Proof. As presented in [55] the corresponding maximum speedup for P processors

is given in (10.7).

1
MaxSpeedup = tl <P (10.7)
P

Further on we obtain equation (10.8) by dividing (10.1) and (10.2), and using (10.7).
CCs <CCp-P (10.8)

The proof can be constructed if (10.8) is rewritten in (10.6).
Lemma 10.1 is used for the next theorem.

Theorem 10.2. Superlinear speedup in a shared memory multiprocessor with dis-
tributed cache memory per processor is possible if and only if

MCs>P-MCp+¢€-CCp (10.9)

Proof. Let’s assume that (10.9) is true. Using (10.6) and (10.9), (10.3) becomes
(10.10), i.e. maximum speedup will be

(P—¢)-CCp+P-MCp+e-CCp

P 10.10
CCp+MCp ( )

MaxSpeedup >

The inverse proof is analogue.

Our main idea to achieve superlinear speedup in a shared memory multiprocessor
with distributed cache specified by Theorem 10.2 will be elaborated in the next
section. We aim to verify existence of (10.9) and to find if it has a solution. If there
is a solution, the goal is to determine what is the value of N?

Different speeds of the processor-memory hierarchy are used for the purpose of
further analysis where the processor is the fastest component and the main memory
is the slowest component. (10.11) presents the relation among number of clock cy-
cles for operation in processor, and memory cycles for L1, L2 and L3 caches and
main memory.
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CCcpy < MCpy <MCpp <MCps <MCM€m0ry (10.11)

For example, usual behavior is that memory clock cycles for L2 cache is at least
100 times greater than CPU clock cycles. Therefore, the focus of the analysis is not
only to reduce the CPU clock cycles for parallel execution to obtain speedup, but
to analyze the correlation between matrix size and required cache memory space
per processor and to reduce the overall memory clock cycles as much as possible in
parallel.

10.3.2 Memory and Cache Requirements

Required memory space for the three matrices A, B and C is 3- N2 in shared memory.
But, more important is to calculate the cache space required for reading the matrices
A and B from the shared memory, since matrix C usually is not stored in cache with
no write allocation algorithm and only a small part will be stored if write allocation
algorithm is used for the cache.

Lemma 10.2. Cache memory storage requirements for sequential execution of the
matrix multiplication algorithm (4.4) on a uniprocessor with cache is

Mg =2-N>-ME (10.12)

Proof. Algorithm (4.4) is equivalent to (4.1) for sequential uniprocessor implemen-
tation as a compute intensive algorithm with O(N?) computations. In both algo-
rithms there is no need for cache memory storage requirements for 3 matrices like
in the main memory, since the product matrix C will be only stored after all nec-
essary computations will be performed in a local register and afterwards stored in
the memory. Therefore the only requirement for sequential execution on a single
processor is cache memory space for matrices A and B, each with N - N elements.

The cache memory space for parallel execution is smaller than in Lemma 10.2
and is analyzed next.

Lemma 10.3. Cache memory storage requirements for parallel execution of matrix
multiplication algorithm (4.4) on a shared memory multiprocessor with dedicated
cache per processor is

1
MP:N2~(1+ﬁ)oME (10.13)

Proof. Each processor has its own CS, cache. On P processors, suich as N =g - P
and according to the algorithm (4.4), the required cache memory space per core is
partition A; with N - N/P and also the whole matrix By.y.



10.3 How to Obtain Super-Linear Speedup 111

10.3.3 A Superlinear Region for Matrix Multiplication

Lemmas 10.2 and 10.3 and relations (10.12) and (10.13) define the dependencies of
matrix size and cache memory storage requirements. Nowadays, processors possess
L1 cache size in Kilobytes, and L2 and L3 in Megabytes. Using double precision
with 8 bytes per matrix elements (ME = 8B), and matrix size N > 10, the L1 cache
cannot store the whole matrix. Therefore, both the sequential and the parallel exe-
cutions will need L2 cache, and our analysis will be focused there. Also, most of
today’s CPUs possess dedicated L2 cache per core. Thus, using P cores for parallel
execution assumes usage of P times L2 cache.

Our goal is to find if there is a matrix size range, and particularly N,;, and Ny
sizes so that the whole Mp memory can be stored in P caches, and in the same time
Mg cannot be stored in 1 core cache? If this is possible, then MCp << MCg and
(10.9) will be satisfied, and thus, maximum speedup will be superlinear as shown in
Theorem 10.2.

Theorem 10.3. The range of matrix size N for which implementation of algorithm
(4.4) in a shared memory multiprocessor achieves superlinear speedup, where each
processor has distributed L2 cache with size of CS3 is given by calculating the ma-
trix size values of Nyin and Ny

CS, —0S

N> \/ﬁ — Nyin (10.14)
CS, —0S

N< # = Npax (10.15)
(1+ %) -ME

Proof. Proof can be easily constructed from the equations (10.12) and (10.13) by
implementing the idea to find a range where cache memory storage requirements
will generate cache misses for sequential execution and not for parallel execution
- meaning that the cache space is small to store complete matrix B and complete
matrix A, but it can store complete matrix B and a chunk of matrix A.

The next theorem defines existence of a superlinear speedup.

Theorem 10.4. A superlinear speedup exists in a shared memory multiprocessor
with dedicated L2 cache per processor for execution of algorithm (4.4).

Proof. To prove this we use the results of Theorem 10.3. The condition Ny,qx > Nyin
is always valid, showing the existence of N if N4 > Ny,in. The processor uses small
part of its L2 cache for instructions, i.e. OSs; << CS and OSp; << CS;. Due to
the fact that OSp, ~ OSs; one can conclude that CS, — OSp, = CS, — OSs;. Using
this in (10.14) and (10.15) we obtain (10.16)

1
2>14—= 10.16
zl+5 ( )

It is always true, due to P > 1.
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Let’s explain in more details the condition in (10.16) for various values P. If
P =1, then it is a sequential algorithm which stores whole matrices A and B on one
processor. If P — oo, then it is a parallel solution where small chunks of A and the
whole matrix B are stored on each processor cache.

Calculation of Ny, and Npgy in (10.14) and (10.15) correspondingly defines our
new methodology to determine a matrix size N for which the algorithm will obtain
maximum performance such as superlinear speedup.

However, using a shared memory L2 cache will not lead to a superlinear speedup,
as defined by the following theorem.

Theorem 10.5. The maximum speedup in a shared memory multiprocessor with
shared L2 cache among processors is always smaller than P.

Proof. Since there is no dedicated L2 cache per processor, then L2 is last level
shared cache and whole matrices A and B should be stored in it, both for sequential
and parallel execution. Therefore, MCs and MCp have same values and

MCs < P-MCp. (10.17)
Using (10.7) and (10.17) in (10.3) it follows that

P-CCp+P-MCp _

10.18
CCp+MCp ( )

MaxSpeedup <

10.4 Determination of Superlinear Speedup Regions

A new idea to obtain superlinear speedup assuming that dedicated L2 is the pro-
cessor’s last level cache was elaborated in previous section. Next we continue with
details to determine matrix size N range, such that the maximum speedup can be
obtained in a real shared memory system.

We’ll analyze all 3 possible shared memory environments shown in Table 4.1. In
each case, different chunk of matrix A and whole matrix B is stored into L2 cache
per core, and the whole matrices A and B will be stored into L3 cache per chip. In a
sequential execution, the whole matrices A and B are stored in the cache to the only
one core.

We define a methodology to calculate best ranges for matrix size N in order to
obtain superlinear speedup in the next 3 sections, 10.4.1, 10.4.2 and 10.4.3.

10.4.1 Multi Chip-Multi Core

In this shared memory environment, matrix A is partitioned to P = s - ¢ partitions A;
with size N - N/P. Each partition, together with matrix B is sent to a particular core
for calculations.
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Theorem 10.6. The range of matrix size N for which implementation of algorithm
(4.4) in a shared memory multiprocessor using multiple chips with shared L3 cache
of size CS3 and multiple cores per chip, where each core has distributed L2 cache
with size of CS, is given by calculating the values of Ny, and Nyayx for both L2 and
L3 caches.

N> % = Nyin (L2) (10.19)
N> % — Nyin(L3) (10.20)
< m — Npr(12) (1021)
< m = Nypax(L3) (10.22)

Proof. The 4 relations for matrix size N are derived from (10.14) and (10.15).
Dedicated L2 cache should be able to store one partition of matrix A and whole
matrix B and this leads to (10.21). Shared L3 cache should be able to store ¢ parti-
tions of matrix A and whole matrix B leading to (10.22).
For sequential execution, L2 and L3 caches should not store the whole matrices
A and B as in (10.19) and (10.20), respectly, both obtained from (10.14).

10.4.2 Single Chip-Multi Core

This shared memory environment has the same characteristics for sequential execu-
tion as a Multi Chip-Multi Core. For parallel execution, matrix A is partitioned to ¢
partitions A; with size N - N/c. Each such partition, together with matrix B is sent to
a particular core for calculations.

Theorem 10.7. The range of matrix size N for which implementation of algorithm
(4.4) in a shared memory multiprocessor using single chip with L3 cache and mul-
tiple cores per chip, where each core has distributed L2 cache with size of CS; is
given by calculating the values of Npyin in (10.19) and the following Nyax

[ CS2 —OSp
N< | —————=Nuax(L2 10.23

Proof. For L2 cache, this is a special case of Theorem 10.6 and proof can be con-
structed by setting s = 1. Dedicated L2 cache should be able to store one partition
of matrix A and whole matrix B leading to (10.23). Shared L3 cache should be able
to store the whole matrices A and B which is the same as sequential execution.
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We must note that Ny, (L3) does not exist if multiprocessor is single chip-multi
core. L3 cache is shared in this case and thus sub-linear speedup is achieved as
Theorem 10.5 by applying L3 instead of L2 cache.

10.4.3 Multi Chip-Single Core

This shared memory environment has the same characteristics for sequential exe-
cution as previous two cases. For parallel execution, matrix A is partitioned to s
partitions A; with size N - N/s. Each partition, together with matrix B is sent to a
particular chip (core) for calculations. In this case, L3 cache is irrelevant.

Theorem 10.8. The range of matrix size N for which implementation of algorithm
(4.4) in a shared memory multiprocessor using multiple chip with single core per
chip and L2 cache per core (chip) with size of CS» is given by calculating the values
of Npin in (10.19) and Ny in

N< w = Ny (L2) (10.24)
(1+1).ME

Proof. For L2 cache, this is a special case of Theorem 10.6 and proof can be con-
structed by setting ¢ = 1. Dedicated L2 cache should be able to store one partition
of matrix A and whole matrix B leading to (10.24).

10.5 Testing Methodology and Theoretical Results

In this section we present the theoretical results and hypotheses for different multi-
core / multiprocessor shared memory systems shown in Table 10.2.

Case Cpu Sock. Cores L2 Type L2 Size L3 Size
1 Opteron(tm) Quad 4 16 Ded. 512K 2MB
2  Phenom(tm) Quad 1 4 Ded. 512K 2MB
3 Xeon(TM) Virt. 2 2 Ded. M -
4 Athlon X4 Quad 1 4 Ded. 512K -
5 Core2Duo Mobile 1 2 Shared 3M -
6 Xeon(TM) Quad 1 4 Shared 12M -

Table 10.2 Test Case Environments [52]

A set of experiments will be performed measuring performance dependence on
the matrix size.
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For each test case in Table 10.2 we calculate N4, and N,,;, according to (10.14)
and (10.15) with assumption that P is maximum number of cores for particular test
case and N = g- P, where g > 1 is integer. Table 10.3 presents these calculated values
for matrix size assuming that matrix element to be double precision floating point
number, i.e. size is ME = 8B.

Case Cores Npin  Npar Expected Speedup

16 362 458 Super-Linear
4 181 22897  Super-Linear
2 256 295.6  Super-Linear
4 181 22897  Super-Linear
2 362 362 sub-Linear
4  886.81 886.81 sub-Linear

(o), ECNROS I O

Table 10.3 Calculated Matrix Size for Each Test Case [52]

Table 10.3 shows calculated values for N where a Super-Linear speedup can be
obtained for dedicated L2 cache shared memory system. For comparison purposes
we present in Table 10.3 also results for shared L2 cache. According to the Theo-
rem 10.5 when L2 cache is last level shared cache then there is limited maximum
speedup.

The test cases of Table 10.3 where superlinear speedup is calculated are analyzed
in details in the following sections.

10.5.1 Results for Multichip - Multicore systems

Using (10.19) - (10.22) and the values for test case 1 from Table 10.2, we can cal-
culate theoretical border values for matrix size N for maximum speedup shown in
Table 10.4.

Cache Nuin Nimax

L2 181 248
L3 362 458

Table 10.4 Theoretical values for maximum speedup for Case 1 [52]

Let’s explain the results. For each N < 181, both in sequential and parallel execu-
tion, L2 and L3 caches will be enough to store the matrices. For each 181 <= N <
248, speedup will rise, due to L2 cache will be small to store the necessary matrices
in sequential execution, but enough for parallel execution. L3 cache in this range is
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also enough for both sequential and parallel. For each 248 <= N < 362, speedup
will rise slower, but still rise, due to L2 cache will not be enough, but L3 will be
enough for parallel execution. For N > 362 the speedup decreases, especially when
N > 458.

10.5.2 Results for Singlechip - Multicore systems

To achieve superlinear speedup we use (10.23) and the values for test case 2 from
Table 10.2. The obtained theoretical border values for matrix size N for maximum
speedup are shown in Table 10.5.

Cache Nmin Nmax

L2 181 229

Table 10.5 Theoretical values for maximum speedup for Case 2 [52]

As a conclusion L3 cache is shared and does not affect the performance. Only the
range of matrix size N between 181 and 229 can benefit with superlinear speedup
due to dedicated L2 cache.

10.5.3 Results for Multichip - Singlecore systems

The theoretical border values for matrix size N for maximum speedup is calculated
based on (10.24) and the values for case 3 from Table 10.2. The results are shown
in Table 10.6.

Cache Nmin Ivmax

L2 256 296

Table 10.6 Theoretical values for maximum speedup for Case 3 [52]

The meaning is that superlinear speedup can be achieved for N within the given
range of 256 and 296.



10.6 Experimental Results 117

10.5.4 Results for Singlechip - Multicore dedicated cache systems

To achieve superlinear speedup we use (10.23) and the values for test case 4 from
Table 10.2. The obtained theoretical border values for matrix size N for maximum
speedup are shown in Table 10.7.

Cache lvmin Nmax
L2 181 229

Table 10.7 Theoretical values for maximum speedup for Case 4 [52]

As a conclusion only the range of matrix size N between 181 and 229 can benefit
with superlinear speedup due to dedicated L2 cache.

10.6 Experimental Results

This section presents the results of series of experiments performed on different
multicore / multiprocessor shared memory systems shown in Table 10.2.

The tests include experiments where the performance dependence is tested upon
different matrix sizes for the maximum usage of P processing elements. The results
for obtained maximum speedup are presented for all test cases where we theoreti-
cally calculated both superlinear and sublinear speedup.

10.6.1 Case 1: Multi Chip-Multi Core

The results of the theoretical analysis for possible superlinear speedup are presented
in Table 10.4. The practical experiments for case 1 are shown in Figure 10.3 and they
confirm our theoretical results.

There is a superlinear speedup in range 288 <= N <= 480, and maximum
speedup is more than 26 with 16 processors for N = 400.

10.6.2 Case 2: Single Chip-Multi Core

The results of the experiments for case 2 are depicted in Figure 10.4 and also confirm
our theory.

Superlinear speedup is obtained for range 192 <= N <= 736, and maximum
speedup is more than 5.6 with 4 processors for N = 400.
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Fig. 10.3 Experimental Speedup for Test Case 1 [52]
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Fig. 10.4 Experimental Speedup for Case 2 [52]

10.6.3 Case 3: Multiple Chip-Single Core

The theoretical border values for matrix size N for maximum speedup as calculated
by introduced methodology are presented in Table 10.6. The results of the experi-
mental research for case 3 are depicted in Figure 10.5 and also confirm our theory
with a little offset (a situation that appears due to the existence of operating system
code per each processor in the cache, so not all size is available to store matrix and

executed the algorithm).
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Fig. 10.5 Experimental Speedup for Case 3 [52]

Superlinear speedup is achieved only in range 240 <= N <=256. The maximum
speedup value is just a little above the linear with 2 processors for N = 240. Note that
these results differ from theoretical since the testing environment was virtualized
using VMware ESXi 4 [158] and there were only 2 processors without usage of L3
cache.

10.6.4 Case 4: Single Chip-Multi Core - Dedicated L2 Without L3

These experiments were performed on virtualized environment using Microsoft
Hyper-V Server 2008 R2 [90]. The results of the experiments for case 4 are de-
picted in Figure 10.6 and also confirm our theory.

Superlinear speedup is obtained for range 120 <= N <= 224. The maximum
speedup is more than 5.56 with 4 processors for N = 156.

10.6.5 Case 5: Single Chip-Multi Core - Shared Cache in
Core2Duo

The theoretical analysis for sublinear speedup in shared L2 cache is proved with the
experimental results depicted in Figure 10.7. Both the Theorem 10.5 and Figure 10.7
prove that the speedup in this case is always smaller than P.
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Fig. 10.7 Experimental Speedup for Test Case 5 [52]

10.6.6 Case 6: Single Chip-Multi Core - Shared Cache in
CoreQuad

The theoretical analysis for sublinear speedup in shared L2 cache is proved with the
experimental results depicted in Figure 10.8. Both the Theorem 10.5 and Figure 10.8
prove that the speedup in this case is always smaller than P.



10.7 Discussion 121

‘"1v' v T — | MR AT

—s(a)

0 128 256 384 512 640 768 B96

Fig. 10.8 Experimental Speedup for Test Case 6 [52]

10.7 Discussion

Superlinear speedup is achieved for test cases 1, 2, 3 and 4 of Table 10.2 due to
conditions of Theorems 10.4 and 10.2, i.e. the existance of distributed L2 cache
memory (and dedicated L3 cache in case 1) per processor and the cache memory
speed in sequential execution is huge enough compared to memory and processor
clocks in parallel execution. Furthermore, conditions of Theorem 10.2 are not sat-
isfied for test cases 5 and 6 since they are subject of Theorem 10.5 which proves
sub-linear speedup for these cases.

Although superlinear regions are achieved for expected test cases, they are not
completely in the regions as calculated theoretical results. There are many factors
with impact to speedup elaborated in the following sections.

10.7.1 Wider Superlinear Region

Although Theorems 10.4 and 10.2 prove the existence of a superlinear speedup,
it’s range determined experimentally is wider than the superlinear region calculated
theoretically, i.e. for N greater than L2P and L3P. Using dedicated cache per core
will generate smaller number of cache misses in corresponding cache rather than
sequential for the same problem size N.
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10.7.2 Shared Memory Competition

Increasing the number of processors increases the competition for the same mem-
ory resources, which provides greater memory latency than sequential. Test case 1
executes on 16 cores in parallel, placed in 4 chips. All 16 cores access the same data
from main memory generating bottleneck for huge N after point L3P (Last level
cache) in Figure 10.2. This is the reason why test case 1 has smaller superlinear
region than test case 2.

As a prove we perform another test as a subtest of test case 1, i.e. executing
parallel on the same platform for test case 1 but on 4 processors instead of 16,
depicted in Figure 10.9.
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Fig. 10.9 Experimental Speedup for Test Case 1 for P =4 of 16 [52]

The superlinear range is similar as test case 2 which should be because the cache
sizes are same.

10.7.3 Cache Occupancy due to OS and Virtualization

Theoretical ranges for superlinear regions are calculated as the whole processor
cache is available for the algorithm. However, some part of cache memory is oc-
cupied by OS as depicted in Figure 10.1. Even more the cache is occupied by the
host OS in virtualized environment such as test case 3 where experimental Nyy;, and
Nuyax are smaller than theoretical.
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10.7.4 What about 2D blocking Matrix Multiplication

This section describes the results of the experiments with more efficient matrix mul-
tiplication algorithm with 2D matrix blocking. The blocking algorithm is one of
the ten advanced optimization of CPU cache performance presented in [63]. Our
hypothesis is that existing superlinear regions for parallel execution presented in
previous Chapter 10 do not appear due to bad cache utilization of the basic matrix
multiplication algorithm described in Section 4.1, but due to distribution of work-
load to multiple processors and therefore smaller cache memory requirements for
distributed L1 cache using the shared L2 cache presented in Section 10.3.

We realize matrix multiplication with 2D blocking both sequential execution us-
ing 1 core and parallel execution using 4 cores in test case environment 2 shown in
Table 10.2. We use block submatrices of size 48x48 elements that can be placed in
L1 cache. The experiments range is from matrix size N = 96 to N = 2536 with step
P=4.

Figure 10.10 depicts the experimental speedup of parallel execution. It proves
also existing of superlinear speedup starting from N = 1524 in some points, and in
all points for N > 1976. We must note that the speedup curve rises and falls down
because the block size is constant and is not a divisor of matrix size, thus reducing
the efficiency for parallel execution.
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Fig. 10.10 Experimental Speedup S(4) for blocking matrices [52]
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10.8 Summary

The theoretical analisys in this chapter for superlinear speedup in dense matrix mul-
tiplication algorithm as an example was realized by the authors in [52] for the pur-
pose of this thesis research. We tried to go beyond the limits specified in Gustafson’s
law not just finding examples of superlinear speedup for matrix multiplication but
also to provide theoretical analysis how to achieve it in a real shared memory sys-
tem. We show and provide a proof of its existence in a real multiprocessor system
that uses caches. The superlinear speedup is possible in cases where sequential ex-
ecution initiates more cache misses than for parallel execution. This happens for
example, in a shared memory multiprocessor with dedicated caches.

We have presented the theoretical background of superlinear existence and also
introduced a methodology how to achieve it, when and where it can be achieved.
We have also defined a testing methodology and realized a series of experiments to
provide evidence of superlinear speedup and unexpected high performance.

As a conclusion mathematical relations showed a possibility of superlinear
speedup and extensive experimental research approved the results showing real
cases of increased unexpected performance in a multiprocessor or multicore sys-
tem (or both), with dedicated cache per core and thus propose using such systems
in parallel computing.

The results and methodology can be used in the massive data computations with
high cache miss ratio. Dividing data into a smaller chunks with optimal size calcu-
lated with our methodology, reduces cache misses in parallel execution in the dedi-
cated cache per core system. Although we simplified our calculations, our method-
ology can be used in other similar high performance numeric computations.

The achieved high performance results and superlinear speedup is demonstrated
on the example of dense matrix multiplication algorithm. It is possible within a
range of values of matrix sizes, even if the environment is virtualized.

The results in this paper show superlinear speedup for some range of matrix size
N and prove the theoretical analysis. Another important result was obtaining super-
linear speedup in virtualized environment with two different hypervisors: Microsoft
Hyper-V and VMware ESX.



Chapter 11

Superlinear Speedup in Matrix Multiplication
on GPU

Abstract In previous chapters 10 and ?? we present teoretically and experimentally
how to achieve superlinear speedup for matrix multiplication algorithm on specific
multiprocessors. In this chapter we present the analysis and the experiments of the
research realized by the authors in [33] for the purpose of this thesis. The authors
theoretically analyzed and experimentally achieved superlinear speedup for GPU
devices, which are also categorized as SIMD. We implement a structure persis-
tent algorithm which efficiently exploits the shared cache memory and avoids cache
misses as much as possible.

11.1 How to Achieve Superlinear Speedup in GPU

In this section we present the theoretical analysis that was performed by the authors
to determine how to achieve superlinear speedup in GPU for matrix multiplication
algorithm.

11.1.1 Superlinear regions

Cache memory occupancy for sequential execution is greater than the cache mem-
ory occupancy for parallel execution since, smaller chunks of data are stored, thus
allowing larger size problems to be stored without generation of cache misses. As
described in Section 4.5 if the cache memory requirements fit in L1 cache, then we
expect the highest processor speed and call this region L1 region. In L2 region data
does not fit in L1, but fits in the L2 cache generating cache misses in L1, but not for
L2.

The theoretical expectations for performance are presented in Figure 11.1. Cache
occupancy for the sequential execution is defined by the points L.1S and L2S and
for the parallel execution by the points L1P and L2P. Due to different dedicated L1

125
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cache occupancy in dedicated L1 cache there is difference between L1 regions for
sequential and parallel execution. We expect better performance for parallel execu-
tion in case when the sequential execution generates cache misses for L1 and L2
still does not generate cache misses, and in case of parallel execution L1 does not
generate cache misses. This region is called superlinear region since it leads to a
possible superlinear speedup [124].

—— =\(1)
L1P V(P)

L1 Superlinear
Region

L2S

Speed

L2 Region

Cache Memory Requirements

Fig. 11.1 Expected speed with real cache [33]

11.1.2 Analysis of Memory Utilization

Based on the SIMD architecture as described in Section 4.5, the L1 cache memory
is shared among all 32 threads that run per single SM. However, we are interested
only in scenarios where each core has its own dedicated cache memory, in order
to test our assumption presented in Section 11.1.1. Hence, L1 cache is dedicated
only per SM. On one hand we can control how many threads to run per threadblock,
but on the other hand, there is no specified way to control how many threadblocks
can be run per SM. Nevertheless, there are limitations regarding active threadblocks
per SM, so by allocating maximum shared memory we can ensure that only one
threadblock is running per SM. Thus, if the threadblock is defined by one thread,
we ensure that one thread is running per SM.

A sequential implementation of our algorithm that runs one thread per only one
active SM, occupies the L1 cache memory as presented in Fig. 11.2, where the
accessed memory blocks are denoted with gray color.



11.2 Testing Methodology 127

SM (0) SM (1) SM (N-1)

H e PNll e o

[ ]
‘ Heane® ‘

‘ L2 cache (768KB) ‘

i

‘ Global Memory (up to 6GB) ‘

L1 cache (0) ‘

Fig. 11.2 Memory utilization of the sequential implementation [33]

The cache memory occupancy for the parallel implementation is depicted in
Fig. 11.3. In this implementation several SMs are used such that each SM uses
only one thread and full L1 cache. L2 cache in this implementation is shared among

all SMs.
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Fig. 11.3 Memory utilization of the parallel implementation [33]

11.2 Testing Methodology

The testing methodology is based on 2 experiments which show speedup depen-
dence on problem size (cache memory requirements) and on the number of process-

ing elements.
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11.2.1 Testing data

Since, the L1 cache of the GPU device is configurable, and additionally we can con-
figure the cache line sizes at compile time, we can obtain significant performance
discrepancy. There are many aspects about performance discrepancy [161] for dif-
ferent combinations presented in Table 11.1. Hence, to obtain the most optimized
implementation, all combinations need to be tested upon in order to decide the op-
timal L1 cache memory size and the caching vs. non-caching load operations.

L1 size Cache lines

16KB  128bit

16KB 32bit
48KB 128bit
48KB 32bit

Table 11.1 Combinations of L1 cache memory sizes and cacheline sizes [33]

11.2.2 Testing Environment

We have performed our tests with the GPU device specified in Table 11.2. All ex-
periments were performed on the same hardware infrastructure (Intel i7 920 CPU
at 2.67GHz, with 12GB RAM at 1333MHz) and Linux OS Ubuntu 10.04 LTS. The
implementations were compiled with the NVIDIA compiler nvce from the CUDA
4.2 toolkit.

GPU Feature Value
Cores 448
Number of SPs per SM 32
Number of SMs 14

L1 cache / Shared Memory (KB) 16/48
L2 cache Memory (KB) 736
DRAM (GB) 6

Table 11.2 GPU Device Specifications of Tesla C2070 [33]
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11.3 Results
11.3.1 Speed and Speedup vs Cache Requirements

The results of our first experiment for the matrix multiplication is presented in fig-
ures 11.4 and 11.5. Figure 11.4 depicts the speed, where V(1) stands for the speed
of the sequential execution. In order to better depict the Figure 11.4 for parallel exe-
cution on 14 cores, we have normalized the speed per core, therefore V(14) presents
the average speed per processing element. Accordingly, the speedup S(14) is de-
noted for the parallel execution on 14 cores for the same experiment in Figure 11.6.
Thus, it is easy to notice that there is an existence of a superlinear region, and an

appropriate superlinear speedup.
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Fig. 11.4 GPU speed for sequential execution (1 active SM) and the average normalized speed per
core (14 active SMs) in parallel execution [33]

11.3.2 Speedup vs SMs

In our second experiment we are testing the dependency of the speedup and the
number of processing elements. For this experiment, we select 2 problem sizes from
the superlinear L1 region and L2 as presented in Figure 11.6. We have performed
matrix multiplication on different number of processing elements (in our case SMs).
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The results depicted in Figure 11.6 confirm the existence of superlinear speedup for
each parallel execution with 2, 4, 6, 8, 10, 12 and 14 SM in the superlinear region.
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Fig. 11.6 GPU speedup for the second experiment [33]
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11.4 Summary

This chapter presents the results for achieved superlinear speedup in GPU devices
realized by the authors in [33]. The experiments have confirmed the theoretical anal-
ysis about existence of superlinear regions of the problem size for matrix multiplica-
tion using GPU devices, where the normalized performance per processing element
for parallel execution is better than in sequential execution. Thus, we have obtained
a superlinear speedup beyond the limits specified in Gustafson’s law. However, we
have only obtained superlinear speedup in the superlinear region where the cache
memory requirements of the problem fit in L2 for parallel execution and generate
L2 cache misses for sequential execution.

Based on the experiments, we have presented further proof that there is existence
of superlinear speedup for SIMD architecture processors with dedicated caches,
more particular GPU devices.

The speedup performance is directly dependent on cache performance and gen-
eration of cache misses. The experiments prove that superlinear speedup is possible
for particular number of SMs in for particular problem size in superlinear speedup
region.
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Chapter 12

Virtualization Impact on Cache Intensive
Algorithm Performance

Abstract Cache intensive algorithms performance depends mostly of cache param-
eters. The program should be executed slower in cloud virtual environment com-
pared to traditional server due to additional virtualization layer. There is also a
hypothesis that the speedup in cloud virtual environment for parallel execution is
smaller than in sequential. However, there is a region with particular problem size
for matrix multiplication where the program runs faster in virtual environment. In
this chapter we will describe the results of the experiments published by the authors
in [48] for the purpose of this thesis research.

12.1 Testing Environment

The experiments are performed on two same HP Proliant DL.380 G7 servers, each
with 2 x Intel(R) Xeon(R) CPU X5680 @ 3.33GHz GHz [168] and 24GB RAM.
The processor has 6 cores, each with 32 KB 8-way set associative L1 cache dedi-
cated per core, and 256 KB 8-way set associative L2 cache dedicated per core. All
6 cores share 12 MB 16-way set associative L3 cache.

The first server is installed with Linux Ubuntu 10.10 as traditional host OS on
one real hardware machine. The second server uses Linux Ubuntu 10.10 installed
as guest OS with all resources dedicated to the virtual machine using VMware ESX
Server 5i [159].

Execution time is measured for the matrix multiplication algorithm on both tra-
ditional and virtual servers during the test experiments.

The test experiments have two goals. The first goal is to model the multipro-
cessor’s behavior, i.e. speed and speedup in computationally and memory intensive
matrix multiplication algorithm on both environments as a baseline. The second
goal is to model the performance drawbacks due to virtualization implementation
on the second server compared to traditional server.

Matrix multiplication algorithm described in Section 4.1 and its parallel imple-
mentation from Section 4.3.1 are used as test data.
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All test cases are executed using different matrix size N for different number of
processing elements from 1 to 12. Tests are performed by unit incremental steps for
matrix size and number of processors.

12.2 Parallel Matrix Multiplication in Traditional Environment

This Section presents the result of the baseline experiments in traditional environ-
ment. Figure 12.1 presents the speed expressed in gigaflops versus matrix size N
for each test case with different number of processing elements P = 1,2,---,12.
Figure 12.1 presents huge performance degradation when N > 512. This is the en-
trance in L4 region, i.e. the region where the matrix elements do not fit in last level
L3 cache generating cache misses in L3 cache. In this region the matrix elements
should be loaded from the main memory, instead of L3 cache, which is time con-
suming operation.

16 e {1 2)T
14 =——\i11)T
—( 10T
12
g ()T
210
T . —( )T
E —( 7T
.E 6 e (6T
4 (5T
2 — 4T
a —_—(3T
0 128 256 384 512 640 —2)T
N —_—(T

Fig. 12.1 Speed in Traditional (T) Operating System [48]

Figure 12.2 depicts the speedup as a function of matrix size N for each test case
with different number of processing elements P = 1,2, ---,12. The speedup curves
satisfy Gustafson’s Law [55] and saturate below maximum speedup P besides the
speed degradation in L4 region.
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12.3 Parallel Matrix Multiplication in Virtual Environment

This Section presents the result of the baseline experiments in virtual environment.
The speed graph expressed in gigaflops versus matrix size N is shown in Figure 12.3
for P =1,2,---,12 processing elements. Figure 12.3 also presents huge perfor-
mance degradation when N > 512 similar to the traditional environment.
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Fig. 12.3 Speed in Virtualized (v) Operating System [48]
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Figure 12.4 depicts the speedup as a function of matrix size N for P=1,2,---,12
processing elements. The difference in this environment is the existence of a super-
linear L4 region, which is emphasized for P > 6. This happens due to existence of
a superlinear region when using the second L3 cache compared to the experiments
performed only on one chip with one L3 cache.
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Fig. 12.4 Speedup in Virtualized (v) Operating System [48]

12.4 Traditional vs Virtual Environment

This Section compares the performance of traditional and virtual environments us-
ing the performance baseline presented in Sections 12.2 and 12.3.

12.4.1 Speed Comparison

Comparing Figures 12.1 and 12.3 one can conclude that the curves are nearly identi-
cal. AllL1, L2, L3 and L4 regions are expressed in the same range of N for particular
P. But, there is a difference for speed values in different regions. Figures 12.5 and
12.6 correspondingly present the speed difference between traditional and virtual
environment for odd and even number of processing elements P.

The figures present that the virtual environment performs with discrepancies. On
contrary to our hypothesis, virtual environment provides better performance in L1
and L2 regions compared to traditional as number of processors P increases. In
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L3 region both environments provide similar performance. But virtual environment
provides huge performance drawback in L4 region compared to traditional depicted

in Figure 12.7.
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Fig. 12.7 Speed comparison in L4 region for better presentation [48]

12.4.2 Speedup Comparison

Speedup comparison is depicted in Figures 12.8 and 12.9. On contrary to our hy-
pothesis, one can conclude from both figures that speedup in virtual environment is
greater than speedup in traditional environment.
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Fig. 12.8 Speedup comparison for odd processing elements [48]
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The performance drawback in virtual environment compared to traditional is ex-
posed in the L4 region. Figures 12.10 and 12.11 present the relative performance
expressed as percentage via ratio of achieved speeds in virtual and traditional envi-
ronments for odd and even number of processing elements P. It is assumed that the
speed in traditional environment is 100%.
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Fig. 12.10 Relative Performance for odd processing elements [48]

Using any processors P from 3 to 12, the virtual environment provides better
performance than traditional in L1, L2 and L3 regions. For L4 region, there is a
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huge performance drawback in virtual environment compared to traditional, despite
the performance drawback in both solutions in this region, compared to regions L1,
L2 and L3.

12.4.3 Performance Comparison in Cache Regions

Table 12.1 presents the average performance ratio between virtual and traditional en-
vironment for regions L1, L2 and L3 as a group where virtual environment provides
better performance, as well as for L4 region where virtual environment provides
huge performance drawback compared to traditional. All performance percentages
are given for each processing element P from 1 to 12.

The maximum performance as shown in Table 12.1 for virtual environment is
14.62% better than traditional in L1-L3 region. The results show average 5.65%
better performance than traditional before L4 region, but only 66.58% of perfor-
mance that the traditional environment provides in L4 region. It also means that in
this region the performance is 33.42% worse than traditional.

12.5 Discussion

The experimental results seem very discrepant. Our hypothesis that programs will
run slower in virtual environment compared to traditional server failed in many test
cases. The similar situation is also shown for speedup when executing in parallel.
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P L1-L3 Regions L4 Region

1 98.02% 64.88%
2 99.72% 66.51%
3 101.54% 66.27%
4 104.29% 65.79%
5 105.62% 66.42%
6 114.62% 67.07%
7 110.00% 66.79%
8 98.26% 67.82%
9 111.42% 66.75%
10 109.30% 65.28%
11 105.80% 67.14%
12 109.23% 68.26%
Avg  105.65% 66.58%

Table 12.1 virtual vs traditional average speed performance [48]

Figures 12.10 and 12.11 present that for each number i of processing elements
(i=2,3,...,P—1) virtualization provides better performance than traditional in L1
and L2 regions. One can conclude that virtualization handles better in distributed
environment rather than shared memory.

As additional confirmation to conclusion, L3 cache is ’semi-shared semi-distributed”,
i.e. it is shared but not for all data. In L3 region virtualization and traditional envi-
ronment provide similar performance.

The huge performance drawback in L4 region that virtual environment provides
can be explained due to sharing the last level cache - shared memory, despite both
test environment create evenly number of cache misses.

12.6 Summary

We performed detailed experiments and concluded a huge performance discrep-
ancy in virtualized environment. Virtualization provides almost equal performance
of 98% as traditional for sequential execution on compute, memory and cache inten-
sive matrix multiplication algorithm. Using parallelization it provides even greater
speed of almost 15% for particular number of processing elements in L1 and L2
regions.

The virtualization loses the battle in L4 region when a lot of costly cache misses
appear. Its performance is 33.42% worse than traditional in this region.

Despite the hypothesis, the experimental results prove that virtualization per-
formance is even better than traditional for distributed memory, rather than shared
where there is a huge performance drawback.






Chapter 13

PaaS Impact on Cache Intensive Algorithm
Performance

Abstract Different runtime environment also impacts the performance. Opposite to
the hypothesis that Linux based runtime environment provides better performance,
the results of the experiments show that Windows based runtime environment runs
up to 2.5 times better than Linux, especially for problem size that can be placed in
cache and will not generate a lot of cache misses. Both environments are hosted in
Windows Azure Cloud. In this chapter we will describe the results of the experi-
ments realized by the authors in [51] for the purpose of this thesis research.

13.1 Testing Methodology

This section describes the testing methodology based on 2 different platforms and 4
test cases for each platform.

13.1.1 Testing Algorithm

Matrix multiplication algorithm described in Section 4.1 and its parallel implemen-
tation from Section 4.3.2 are used as test data.

13.1.2 Testing Environments

The experiments are realized in Microsoft Windows Azure Cloud. Details about
Windows Azure Platform, its components and architecture are given in [109]. Two
different platforms are analyzed as testing environments using the same runtime
environment hosted in the same hardware infrastructure.
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Hardware Infrastructure is the same for each test case. It consists of Windows
Azure Extra Large virtual machine instance with 2 processors AMD Opteron 4171
HE and total 8 CPU cores. The processor has 6 cores, but only 4 cores are dedicated
per virtual machine instance. Each core possesses 64 KB L1 data and instruction
caches dedicated per core, 512KB L2 dedicated per core. L3 cache with total 5 MB
is shared per chip.

13.1.3 Test Platforms

Two different platforms are used:

e Windows Server 2008 is used on the instance. C# is used with .NET framework
4 using threads for parallelism.

o Linux Ubuntu Server 12.04 is used for the instance. C++ uses OpenMP as API
for parallelism.

13.1.4 Test Cases

Four groups of test cases are realized:

sequential execution on only one core

parallel execution with two threads on two cores
parallel execution with four threads on four cores
parallel execution with eight threads on eight cores

We realize the experiments in each test case by varying the matrix size to analyze
performance behavior upon different platforms, overload and variable cache storage
requirements.

Speed V and Speedup S are measured in each test case. Relative speed R of
Windows compared to the Linux platform is measured by (13.1), where indexes W
and L denote the speed correspondingly Windows and Linux platforms.

R=Vw/Vi (13.1)

13.2 Experimental Results

This section presents the results of the experiments performed on both platforms to
determine speed and speedup in particular platform.
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13.2.1 Speed

Fig. 13.1 depicts the results of the experiments on Linux platform. V(1) identifies
the curve for speed of sequential execution and V(2), V(4) and V(8) identify speed
of parallel execution on Linux platform with 2, 4 and 8 threads correspondingly. As
depicted, greater number of threads provides better performance.
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Fig. 13.1 Speed achieved on Linux platform [51]

Fig. 13.2 depicts the results of the experiments on Windows platform. The curves
are identified similar as the speedup curves of Linux platform. As depicted, usage of
greater number of threads provides better performance. The speed curves are similar
as Linux’s.

Greater problem size fulfills the caches faster, and therefore generates more cache
misses and degrades the performance in both the Linux and Windows platforms.

13.2.2 Speedup

Speedup defined in relation (2.9) is calculated for each test case.

Fig. 13.3 depicts the results of the experiments on Linux platform. S(2), S(4)
and S(8) identify speedup of parallel execution on Linux platform with 2, 4 and 8
threads correspondingly. As depicted, speedup satisfies Gustafson’s law for scaled
speedup.

Fig. 13.4 depicts the results of the experiments on Windows platform. The curves
are identified similar as the speedup curves of Linux platform. As depicted, there are
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superlinear speedup regions for each number of threads. The superlinearity is more
emphasis for greater number of threads.
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13.3 Performance Comparison of Linux and Windows platforms

This section presents the results of the experiments performed on both platforms to
determine which platform provides better performance with particular number of
threads.

13.3.1 Speed

Fig. 13.5 compares the speeds of both platform for particular number of threads.
V(D)L and V(1)W identify the speed curves for sequential execution on Linux and
Windows platform correspondingly. Analogue, V(2)L, V(4)L and V(8)L identify
the speed curves of parallel execution on Linux platform with 2, 4 and 8 threads
correspondingly. V(2)W, V(4)W and V(8)W identify the speed curves of parallel
execution on Windows platform with 2, 4 and 8 threads correspondingly. As de-
picted, Windows platform provides much better performance than Linux for each
number of threads and for each problem size N.

Fig. 13.6 depicts the relative performance ratio of Windows compared to Linux
platform, calculated according to (13.1). R(1), R(2), R(4) and R(8) identify the ratio
of speeds (relative speedup) on Windows and Linux platforms when executing with
1, 2, 4 and 8 threads correspondingly. As depicted, Windows provides better per-
formance than Linux platform, especially in L1-L3 regions, i.e. the regions where
the data can be placed in the caches which are dedicated per core. In L4 region,
i.e. where data does not fit in cache memory, but can be placed in RAM memory,
Windows also provides better performance, but comparable to Linux platform.
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The results of the experiments are discrepant and contrary to the hypothesis show
that the Windows platform with its .NET framework 4 and C# runtime environment
for parallelization provides better performance than Linux platform with C++ and
OpenMP for parallelization.
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13.3.2 Speedup

Speedup is determined by (2.9) and calculated for each test case.

Fig. 13.7 compares the speeds of both platform for particular number of threads.
S(2)L, S(4)L and S(8)L identify the speedup curves of parallel execution on Linux
platform with 2, 4 and 8 threads correspondingly. S(2)W, S(4)W and S(8)W iden-
tify the speedup curves of parallel execution on Windows platform with 2, 4 and
8 threads correspondingly. Comparing the curves with the same number of threads
for both platforms, we can conclude that Linux provides better speedup for L1-L3
regions. However, Windows provides better speedup (even superlinear) in the L4
region for each number of threads. It means that sequential processing using the
Linux platform is slower beyond the expectations.
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Fig. 13.7 Speedup comparison of Linux and Windows platforms [51]

13.4 Summary

The experimental research in this chapter by the authors in [51] for the purpose of
this thesis research shows several conclusions testing execution compute intensive
and cache memory demanding algorithm on different platforms in Azure cloud.
Better performance is achieved using Windows than Linux platform. The mea-
sured speeds for the same algorithm on Windows is greater than on Linux achieving
up to 2.5 times better performance especially in L1-L3 regions. The behavior in L4
region is comparable, but still Windows platform achieves better performance.
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The main contribution of this paper is based on experimental proof and recom-
mendation to use the Windows platform while using Azure cloud for cache intensive
problems, like dense matrix multiplication algorithms.



Chapter 14

IaaS Performance Impact on Cache Intensive
Algorithm

Abstract CSPs offer scalable resources to their customers. The price for renting the
resources is linear, i.e. the customer pays exactly double price for double resources.
However, not always all offered resources of virtual machine instances are most
suitable for the customers. Some problems are memory demanding, others are com-
pute intensive or even cache intensive. The same amount of resources offered by the
cloud can be rented and utilized differently to speedup the computation. One way
is to use techniques for parallelization on instances with more resources. Other way
is to spread the job among several instances of virtual machine with less resources.
This chapter describes the results of the experiments realized by the authors in [131]
for the purpose of this thesis research. The authors analyze which is the best way to
scale the resources to speedup the calculations and obtain best performance for the
same amount of money needed to rent those resources in the cloud.

14.1 Testing Methodology

This section describes the testing methodology based on 4 different infrastructures
with same platform.

14.1.1 Testing Algorithm

Matrix multiplication algorithm described in Section 4.1 and its parallel implemen-
tation from Section 4.3.2 are used as test data.
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14.1.2 Testing Environments

Testing environment is hosted in Windows Azure. The authors in [109] presents
Windows Azure Platform, its components and architecture in details. We use the
same platform environment in each test case with different resource allocation. Win-
dows 2008 Server is used as operating system in each VM instances. Runtime envi-
ronment consists of C# with .NET framework 4 and threads for parallelization.

We use the same total hardware resources organized in different Windows Azure
VMs:

1 x Extra Large VM with total 8 CPU cores;

2 x Large VM with total 4 CPU cores per VM;

4 x Medium VM with total 2 CPU cores per VM;
8 x Small VM with total 1 CPU core per VM.

AMD Opteron 4171 HE processor(s) is used in each VM. It has 6 cores, but
maximum 4 of 6 cores are dedicated per VM instance. Each core possesses 64 KB
L1 data and instruction caches dedicated per core, S12KB L2 dedicated per core. L3
cache with total 5 MB is shared per chip.

14.1.3 Test Cases

By four test cases are performed for sequential and parallel execution of matrix
multiplication algorithm. We realize the experiments in each test case by varying the
matrix size to analyze performance behavior upon different VM resources, overload
and variable cache storage requirements. The following test cases are realized for
sequential and parallel execution:

o Test Case 1: 1 VM with 1 process with 8 (max) threads per process on total 8
cores: In this test case one Windows Azure Extra Large VM is activated allocated
with 8 cores as depicted in Figure 14.1 a). One process in VM executes matrix
multiplication with 8 parallel threads. Each thread runs on one core multiplying
a row block of matrix Ay.y/g and the whole matrix By.y.

e Test Case 2: 2 concurrent VMs with 1 process per VM with 4 threads per
process on total 8 cores: In this test case two concurrent Windows Azure Large
VMs are activated allocated with 4 cores per VM as depicted in Figure 14.1 b).
One process in each VM executes matrix multiplication concurrently with 4 par-
allel threads per process (VM). Each process (in separate VM) multiplies the half
of matrix Ay.y divided horizontally, i.e. a row matrix Ay.y/, and the whole ma-
trix By.y. Each thread multiplies a quarter of half matrix Ay .y, i.e. Ay.y/g and
the whole matrix By.y.

e Test Case 3: 4 concurrent VMs with 1 process per VM with 2 threads per
process on total 8 cores: In this test case four concurrent Windows Azure
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Fig. 14.1 Test Cases 1 (a) and 2 (b) [131]

Medium VMs are activated allocated with 2 cores per VM as depicted in Fig-
ure 14.2 a). One process in each VM executes matrix multiplication concurrently
with 2 parallel threads per process (VM). Each process (in separate VM) mul-
tiplies the quarter of matrix Ay.y/4 divided horizontally and the whole matrix
By.y. Each thread multiplies a half of quarter of matrix Ay.y 4, i.€. Ay.y/g and
the whole matrix By.y.
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Fig. 14.2 Test Cases 3 (a) and 4 (b) [131]

o Test Case 4: 8 concurrent VMs with 1 process per VM with 1 thread per

process on total 8 cores: In this test case eight concurrent Windows Azure Small
VMs are activated allocated with 1 core per VM as depicted in Figure 14.2 b).
One process in each VM executes matrix multiplication concurrently with 2 par-
allel threads per process (VM). Each process (in separate VM) multiplies the
quarter of matrix Ay.y/4 divided horizontally and the whole matrix By.y. Each
thread multiplies a half of quarter of matrix Ay.y/4, i.e. Ay.y/g and the whole
matrix By.y.

Test Cases 5-8: sequential execution on only one core: Test cases 5-8 execute
matrix multiplication sequentially on the testing environments as test cases 1-4
correspondingly. Only one core is used in each of these test cases and all other
seven cores are unused and free. The process runs on one core multiplying the
whole matrix Ay.y with the whole matrix By.y.
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14.1.4 Test Data

Speed V and Speedup S are measured for each test case. Average execution time of
all processes per test case is measured.

Additionally we measure relative speed R; for sequential and parallel test cases.
The relation (14.1) defines the relative speedup of sequential execution in smaller
VMs compared to the Extra Large, i.e. test cases 6, 7 and 8 compared to test case
5. Analogue, the relation (14.2) defines the relative speedup of parallel execution in
smaller VMs compared to the Extra Large, i.e. test cases 2, 3 and 4 compared to test
case 1. The index i denotes the corresponding test case.

RiSeq :Vi/VS (141)

Ripar = Vi/V/ (14.2)

14.1.5 Tests Goal

The test experiments have two goals:

e To determine the speedup that particular infrastructure provides; and
e To determine which hardware resource allocation among tenants and threads pro-
vides best performance for HPC application in Windows Azure.

Different sets of experiments are performed by varying the matrix size changing
the processor workload and cache occupancy in the matrix multiplication algorithm.

14.2 The Results of the Experiments

This section presents the results of the experiments that run test cases. We measure
the average speed and speedup for each test case and analyze their dependencies of
different hardware resource allocation, that is, we compare the results of test cases
land 5,2 and 6, 3 and 7, and 4 and 8 as described in Section 16.1.3.
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14.2.1 Test Cases 1 and 5

Figure 14.3 depicts the speed of test cases 1 and 5 for different matrix size N. We
determine two main regions with different performance. For N < 572 (L3 region)
the whole matrices can be placed in L3 cache and performance are much better than
for N > 572 (L4 region) where L3 cache misses are generated.
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Fig. 14.3 Speed for test cases 1 and 5 [131]

The same regions are depicted for speedup depicted in Figure 14.4. A superlinear
speedup is determined in some points of L4 region due to doubled size L3 cache for
parallel execution than sequential.

14.2.2 Test Cases 2 and 6

Figure 14.5 depicts the speed of test cases 2 and 6 for different matrix size N. The
same regions with different performance are found also.

Figure 14.6 depicts the speedup of test cases 2 and 6 for different matrix size
N. We found that the whole L, region is superlinear region since only half matrix
A is stored in L3 cache for parallel execution rather than the whole matrix A for
sequential execution.
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14.2.3 Test Cases 3 and 7

Figure 14.7 depicts the speed of test cases 3 and 7 for different matrix size N. As we
can see, there is a huge performance discrepancy in L3 region among the processes
and the average speed.

Figure 14.8 depicts the speedup of test cases 3 and 7 for different matrix size
N. We also found that the whole L4 region is superlinear region. This infrastructure
provides even greater speedup than test case 2.
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Fig. 14.7 Speed for test cases 3 and 7 [131]

14.2.4 Test Cases 4 and 8

Figure 14.9 depicts the speed of test cases 4 and 8 for different matrix size N. We
also found a performance discrepancy but more emphasized in L; and L, regions
which are dedicated per process and thread in test case 4 since each process has
only one thread, each VM has only 1 core and L1 and L2 caches are dedicated per
that core.
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Fig. 14.9 Speed for test cases 4 and 8 [131]

Figure 14.10 depicts the speedup of test cases 4 and 8 for different matrix size
N. The important result here is the superlinear speedup in L, region since each VM
has only one core which has dedicated L1 and L2 cache per core and in this case
per VM. Entering the L3 and L4 regions multi-tenancy provides more cache misses
replacing the blocks that other VMs need from shared L3 cache. Therefore speedup
in L4 region is almost linear although we found superlinear speedup for some N.
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Fig. 14.10 Speedup for test cases 4 and 8 [131]

14.3 Which Hardware Infrastructure Orchestration is Optimal
for HPC

This section describes the results of testing the performance impact of hardware in-
frastructure orchestration. We analyze the results to understand if single-tenant with
multi-threading, or multi-tenant with multi-threading or multi-tenant with single-
threading the optimal environment to achieve maximum performance for matrix
multiplication algorithm, expressed as faster execution and greater speedup.

14.3.1 Hardware Infrastructure impact on Sequential Execution

The performance of sequential execution is measured in test cases 5 to 8. Fig-
ure 14.11 depicts the results of test cases 5 to 8 in absolute difference for differ-
ent matrix size N. We clearly observe three regions with different performance: L,
with maximum speed in front of L3 and L4 region. Speed retains the value with in
particular region in each test case.

Figure 14.12 depicts the relative difference of test cases 6 to 8 with test case 5
for different matrix size N.

Relative difference comparison also presents interesting conclusion. We can con-
clude that relative speeds are stable in L, and L4 regions rather than L3 region. matrix
multiplication algorithm algorithm best runs sequentially on Extra Large in front of
Large, Medium and Small in L, region. However, Extra Large and Small VMs lead
in front of Large and Medium in L4 region.
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14.3.2 Hardware Infrastructure impact on Parallel Execution

The performance of parallel execution is measured in test cases 1 to 4. Figure 14.13
depicts the absolute difference for different matrix size N.

We also observe the same three regions L, L3 and L4 but with different results.
The speed increases in L, region for the test cases with multi-threading, i.e. test
cases 1, 2 and 3. The speed saturates in L3 region and also in L4 region with de-
creased value for all test cases.
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Figure 14.14 depicts the relative difference of test cases 2 to 4 with test case 1
for different matrix size N.

200%
|ﬂ e R [ 1%8)
180%
I I e B 230 )
g 160% I
g ——R{4x2)
D 140%
'E ——R([Ex1]
F

.
[
=1
#

.

100% I v

BO%

100 200 300 400 500 600 700 800 900 1000

Fig. 14.14 Relative speed R for parallel execution [131]

We can conclude that matrix multiplication algorithm best runs parallel on 8 x
Small instances in front of 4 x Medium, 2 x Large, and 1 x Extra Large in L, and L3
regions. The order is retained in L4 region where for huge matrices all environments
provide similar performance and other algorithms should be used.
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The speedup achieved for matrix multiplication algorithm is presented in Fig-
ure 14.15 for different matrix size N executing on one, two, four and eight VM
using total 8 threads on all 8 cores.
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Fig. 14.15 Speedup comparison for test cases 1 to 4 [131]

Analyzing the performance behavior we can conclude that the environment de-
fined by test case 4 is the leader in the speedup race in front of the test cases 3, 2
and 1 in L2 region, and the environment for test case 3 is the leader for the speedup
race in front of the test cases 2, 4 and 1 in regions L3 and L4.

14.4 Summary

This chapter analyzes the performance of dense matrix multiplication algorithm in
Windows Azure Cloud using the same hardware resources but differently spreaded
among virtual machines. The experiments are realized by the autors in [131] for the
purpose of this thesis research.

The results of the experiments are as expected for sequential execution. As ex-
pected, Extra Large VM achieves maximum speed in front of Large, Medium and
Small in L2 region. However, Small VM achieves similar speed as Extra Large VM
and they lead in front of Large and Medium VMs in L4 region.

Parallel execution provides even more strange results. Dense matrix multipli-
cation algorithm achieves maximum speed when executed parallel on 8 x Small
instances, in front of 4 x Medium, 2 x Large, and 1 x Extra Large in L2 and L3 re-
gions, and almost all observed L4 region. This means that the best performance can
be achieved if dense matrix multiplication algorithm is granulated on 8 chunks and
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each chunk to be executed on 8 concurrent processes with one thread in Small Win-
dows Azure VM. The same environment achieves maximum speedup in L2 region.
In L3 and L4 region maximum speedup is achieved if dense matrix multiplication
algorithm is granulated on 4 chunks and each chunk to be executed on 4 concurrent
processes with two threads in Medium Windows Azure VM.






Chapter 15

Multitenancy Impact on Cache Intensive
Algorithm Performance

Abstract Multi-tenant cloud computing enables isolation of tenants in one or more
instances of virtual machines and sharing the hardware resources. Since modern
multi-core multiprocessors also share the last level cache among all cores on one
chip, the goal is to enable an optimal resource allocation by avoiding cache misses
as much as possible, since this will lead to performance increase. In this chapter we
will describe the results of the experiments published by the authors in [49] for the
purpose of this thesis research, i.e. the performance of single and multi-tenant envi-
ronments in cloud environment installed on a single chip multi core multiprocessor
with different resource allocation to the tenants. Although one might think that vir-
tualization and clouds include software overhead, the results show how and when
cloud computing can achieve even better performance than traditional environment,
both in a single-tenant and multi-tenant resource allocation for certain workload.

15.1 The Workload Environments

This section describes the testing methodology and defines the workload environ-
ments for experiments. Matrix multiplication algorithm described in Section 4.1 and
its parallel implementation from Section 4.3.3 are used as test data. For all different
environments, we use the same hardware and operating system. The only difference
is inclusion of VMs and enabling cloud environment.

15.1.1 Traditional On-premise Environment

This environment consists of Linux Ubuntu Server 11.04 installed on Dell Optiplex
760 with 4GB DDR2 RAM and Intel(R) Core(TM)2 Quad CPU Q9400 @ 2.66GHz
[167]. The multiprocessor has 4 cores, each with 32 KB 8-way set associative L1
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cache dedicated per core and 8-way set associative L2 cache with total 6 MB shared
by 3MB per two cores.

Fig. 15.1 depicts the three different parallel executions that are defined as test
cases 1.1, 1.2 and 1.3 in this environment:

e Case 1.1: 1 process with 4 (max) threads on total 4 cores. In this test case
the matrix multiplication is executed by one process using 4 parallel threads as
presented in Fig. 15.1 a). Each thread runs on one core multiplying the whole
matrix Ay.y and a column block of matrix By.y 4.

e Case 1.2: 2 different processes with 2 threads per process on total 4 cores. In
this test case two concurrent processes execute matrix multiplication. Each pro-
cess uses two parallel threads as shown in Fig. 15.1 b). Each process multiplies
the whole matrix Ay.y and a half of matrix By.y > divided vertically. Each thread
multiplies matrix Ay.y and half of By.y 2, i.e., By.n/4-

e Case 1.3: 4 different processes with 1 thread per process (sequentially) on
total 4 cores. In this test case 4 concurrent processes execute matrix multiplica-
tion as depicted in Fig. 15.1 c¢). Each process multiplies the whole matrix Ay.y
and a quarter of matrix By.y/4 divided vertically.

Process Process 1 Process 2

|T1 ||T2 ||T3 ||T4 | |T1.1HT1_2||T2_1||T2_2|
| |
v v

Process Process 1 Process 2

a) b)

Fig. 15.1 Test Cases in Traditional Environment [49]

15.1.2 Virtual Environment

This environment consists of the same hardware and operating system as described
in Section 15.1.1. Additionally new VM is installed with same Linux Ubuntu Server
11.04 using VirtualBox and Kernel-based Virtual Machine virtualization standard
(KVM). All available resources (4 cores) are allocated to the only one VM for par-
allel execution and only one core for sequential execution.



15.1 The Workload Environments 169

Case 2.1: 1 VM with 1 process with 4 (max) threads on total 4 cores. In this
test case one process executes matrix multiplication by 4 parallel threads, all in the
VM. Each thread runs on one core multiplying the whole matrix Ay.x and a column
block of matrix By.x/4-

15.1.3 Cloud Virtual Environment

Cloud virtual environment is developed using OpenStack Compute project [106]
deployed in dual node as depicted in Fig. 15.2. KVM virtualization standard is also
used for VMs. One Controller Node and one Compute Node are used.

Fig. 15.2 OpenStack dual node deployment [105]

This cloud virtual environment consists of the same hardware and operating sys-
tem as described in Section 15.1.1 for Compute Node server. Virtual Machine de-
scribed in Section 15.1.2 is instantiated in one or more instances for the four test
cases that are performed in this environment.

Figure 15.3 depicts the three test cases 3.1, 3.2 and 3.3 that are performed as
parallel executions in this environment:

e Case 3.1: 1 instance of VM with 1 process with 4 (max) threads per process
on total 4 cores. This case is similar as cases 1.1 and 2.1, i.e., one instance of
VM is activated in the Cloud allocated with all 4 cores as depicted in Fig. 15.3 a).
One process in VM executes matrix multiplication with 4 paralllel threads. Each
thread runs on one core multiplying the whole matrix Ay.y and a column block
of matrix By y /4.

e Case 3.2: 2 concurrent instances of VM with 1 process per VM with 2
threads per process on total 4 cores. In this test case two concurrent instances
of same VM are activated in the Cloud allocated with 2 cores per instance as
depicted in Fig. 15.3 b). One process in each VM executes matrix multiplication
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concurrently with 2 parallel threads per process (VM). Each process (in sepa-
rate VM) multiplies the whole matrix Ay.y and a half of matrix By.y, divided
vertically. Each thread multiplies matrix Ay.y and half of By y 2, i.€., By.y/4-
Case 3.3: 4 concurrent instances of VM with 1 process per VM with 1 thread
per process (sequentially) on total 4 cores. In this test case, 4 concurrent in-
stances of same VM are activated in the Cloud allocated with 1 core per instance
as depicted in Fig. 15.3 c). Each process (in separate VM) multiplies the whole
matrix Ay.y and a column block of matrix By.y /4.

Process ‘ VM1 = P1 VM2 — P1 VFI:¢11 \.r‘FI':qz \‘.'Fp‘.,lg V;{';‘
[T1a][112]| |[F21] [T22]
l Y h " L 4
Process ‘ VM1 —P1 || || VM2 - P1 VF';T vmz Vphls Vlﬂld
a] b]l c]

Fig. 15.3 Test Cases in Cloud Virtual Environment [49]

15.1.4 Test Goals

The test experiments have two goals:

The first goal is to determine if the additional virtualization layer in cloud draw-
backs the performances compared to traditional or virtualized operating system
when all the resources are dedicated to only one tenant and multi-threading is
used.

The second goal is to determine which resource allocation among tenants and
threads provides best performance in the traditional environment and in the
cloud.

Different sets of experiments are performed by varying the matrix size changing

the processor workload and cache occupancy in the matrix multiplication algorithm.
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15.2 Environment Performance Comparison with all Resources
Allocated

This Section presents the results of the experiments performed on three workload
environments when all the resources (CPU cores) are rented to one tenant, i.e., test
cases 1.1, 2.1 and 3.1 as described in Section 15.1.

Fig. 15.4 depicts the speed in gigaflops that matrix multiplication achieves for
different matrix size N when executing one process concurrently using 4 threads
on 4 cores on three same hardware resources, but different system environments as
described in Section 15.1. The curves are identified by V(4)T for traditional envi-
ronment, V(4)V for environment with virtual and V(4)C with cloud environment.
Fig. 15.5 shows only the differences of achieved speeds in Fig. 15.4 using relative
presentation of the ratio to the default speed value obtained by traditional environ-
ment.
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Fig. 15.4 Speed comparison for traditional / virtual machine allocated with all hardware resources
(4 threads) [49]

Two regions with different performance for all three test cases are clearly de-
picted in Fig. 15.4; the left one with higher speed and the right one with lower
speed. The first region is the L2 region as defined in [48] (the region for such matrix
size N that will enable storage of all memory requirements in L2 cache and avoid
generation of cache misses for reusing the same data on L2 level). The second re-
gion is the region where the matrices can not be stored completely in the L2 cache
and many L2 cache misses will be generated due to re-using of data, but memory
requirements will fit in the L3 cache (if it exists). This region is called the L3 region.
We must note that those matrices that fit in L region are too small to produce higher
speed.
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Analyzing the performance by comparing the three curves in figures 15.4 and
15.5, we can conclude that cloud virtualization performs the algorithm better than
other two environments in the L, region. Virtualization also performs better than
traditional environment in the same L region, but produces worse performance
in points where performance drawbacks appear due to cache set associativity de-
scribed in [120]. Cloud and traditional environments provide similar performance
in L3 region, i.e., shared main memory, much better than virtual environment. The
conclusion is that in this region virtualization provides the worst performance and
cloud environment achieves the best performance.
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Fig. 15.5 Relative speed comparison for Fig. 15.4 [49]

Another important conclusion is the fact that the speed increases in the L2 region
where the cache memory is dedicated per core (group of 2 cores) for virtual and
cloud environments. However, the speed decreases in the shared memory L3 region
when matrix size N increases demanding more memory requirements, generating
higher cache miss penalty and increasing the overall memory access time.

Based on results of these experiments, we can conclude that cloud virtual envi-
ronment achieves better performance compared to traditional environment for cache
intensive algorithms in the L2 region using dedicated L2 cache per core and shared
L3 cache and main memory. The authors in [49] describes the causes for this phe-
nomenon.
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15.3 Multiprocess, Multithread and Multitenant Performance

This section presents the results of the experiments that run test cases 3.1, 3.2 and
3.3 described in Section 15.1 with different resource allocation per tenant in cloud
virtual environment.

The speed achieved for the matrix multiplication algorithm is presented in
Fig. 15.6 for different matrix size N of the matrix multiplication executing on one,
two and four VM using total 4 threads on all 4 cores on the same cloud virtual en-
vironment. The curves are identified by V(4)C for test case 3.1, V(2x2)C for test
case 3.2 and V(4x1)C for test case 3.3. The relative differences to the default speed
V(4)C are presented in Fig. 15.7.
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Fig. 15.6 Speed comparison for virtual machine(s) in cloud allocated with different resources per
machine and per thread [49]

Fig. 15.6 presents that the same two regions L2 and L3 can be identified by
different performance for all 3 test cases.

Analyzing the performance behavior presented in figures 15.6 and 15.7 we can
conclude that the environment defined by test case 3.3 is the leader in the speed
race in front of the test cases 3.2 and 3.1 for the left part of the L, region, and the
environment for test case 3.2 is the leader for the speed race in front of the test
cases 3.3 and 3.1 in the right part of the L2 region. All test cases provide similar
performance in the L3 region with test 3.1 as a leader.

We can also conclude that the speed increases in the L, region where cache mem-
ory is dedicated per core (group of 2 cores) for all three test cases. However, the
speed decreases for all test cases in the shared memory L3 region when the matrix
size N is increased enough and higher cache miss penalty is generated increasing
the overall memory access time.
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Fig. 15.7 Relative speed comparison for Fig. 15.6 [49]

Dividing the problem in separate concurrent VMs is the best solution for cache
intensive algorithms in the L, region for dedicated L2 caches. The best solution for
the L3 region with shared main memory is to allocate all the resources to one process
(VM) to be executed concurrently with maximum threads as number of cores.

15.4 Summary

Several experiments including parallel executions are performed with different re-
source allocation in traditional, virtual and cloud environments on the same mul-
tiprocessor. The testing methodology addresses each environment with full utiliza-
tion to all CPU cores with different techniques: mono-process with multi-threading,
multi-processes with multi-threading and multi-processes with single threads.

The performed experiments address several virtual machine instances in a cloud
system using different number of CPUs (assuming all cores are utilized). Each ex-
periment orchestrates the CPU cores differently. The contribution of the paper can
be summarized as:

e The experiments prove that there is a region (L, region) where cloud environment
achieves better performance than traditional and virtual environment, both for
parallel and sequential process execution, and

e The experiments prove that cloud computing provides better performance in a
multi-VM environment, rather than allocating all the resources to only one VM.

The best resource allocation for traditional environment for cache intensive al-
gorithms is the usage of multiple processes with single threads. Multiple VMs with
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single threads is the best resource allocation for cloud environment. Comparing the
environments, cloud computing provides the best performance.






Chapter 16

Superlinear Speedup in Cloud Virtual
Environment

Abstract CPU cache is used to speedup the execution of memory intensive algo-
rithms. Usage of greater cache memory sizes reduces the cache misses and overall
execution time. Different cache occupancy for sequential and parallel execution can
lead to superlinear speedup. In this chapter we will describe the results of the ex-
periments published by the authors in [130] for the purpose of this thesis research.
The testing methodology and experiments for this research are applied also to cloud
environment. The results show that cloud environment can also achieve superlinear
speedup for execution of cache intensive algorithms when high performance com-
puting is used in virtual machines allocated with more than one processor (core).

16.1 Testing Methodology

This section describes the testing methodology based on 3 different environments
and 3 test cases for each environment.

16.1.1 Testing Algorithm

Matrix multiplication algorithm described in Section 4.1 and its parallel implemen-
tation from Section 4.3.3 are used as test data.

16.1.2 Testing Environments

Three different platforms are analyzed as testing environments using the same run-
time environment hosted in the same hardware infrastructure as described in Sec-
tion 15.1.

177
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16.1.3 Test Cases

Three groups of test cases are realized with different resource allocation:

e sequential execution with one thread on one core
e parallel execution with two threads on two cores
e parallel execution with four threads on four cores

We realize a series of experiments in each test case by varying the matrix size
to analyze performance behavior upon different overload and variable cache storage
requirements.

16.1.4 Test Goals

Our plan is to provide answers to the following hypotheses:

e is there a superlinear region for virtual and cloud environment, and
e is there a region where cloud environment achieves better speedup than tradi-
tional and virtual environment

16.2 Experimental Results

This section presents the results of the experiments performed on three environ-
ments to determine if superlinear speedup can be achieved for parallel execution
with two and four threads compared to sequential execution.

The results prove superlinear speedup region existence in all three platforms for
parallel execution with 2 and 4 threads.

16.2.1 Speedup Analysis in Traditional Environment

Figure 16.1 depicts the speedup for parallel execution with two and four threads
in traditional environment. The curves are identified by S(4)T for parallel execu-
tion with four threads and S(2)T for parallel execution with two threads. Note that
there are performance drawbacks due to usage of set associative cache memory as
explained in [120].

The obtained results prove our hypothesis of superlinear existence in the regions
424 < N <992 for two threads and 504 < N < 872 for four threads. The experiments
also prove that the speedup increases until N = 628 for both parallel execution and
then starts to drop down.
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Fig. 16.1 Speedup in traditional environment [130]

16.2.2 Speedup Analysis in Virtual Environment
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Figure 16.2 depicts the speedup for parallel execution with two and four threads in
virtual environment. The curves are identified by S(4)V for parallel execution with

four threads and S(2)V for parallel execution with two threads.
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Fig. 16.2 Speedup in virtual environment [130]
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The obtained results also prove our hypothesis of superlinear existence in the
regions 508 < N < 936 for two threads and 564 < N < 752 for four threads. The
speedup increases until N = 704 for both parallel execution and then starts to drop
down.

16.2.3 Speedup Analysis in Cloud Environment

Figure 16.3 depicts the speedup for parallel execution with two and four threads in
cloud environment. The curves are identified by S(4)V for parallel execution with
four threads and S(2)V for parallel execution with two threads.
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Fig. 16.3 Speedup in cloud environment [130]

The results also prove the existence of superlinear region 420 < N < 992 for two
threads and 508 < N < 848 for four threads. The speedup increases until N = 672
for both parallel execution and then starts to drop down.

16.2.4 Speedup Comparison for two threads

Figure 16.4 depicts the speedup for parallel execution with two threads in all three
environments. The curves are identified by S(2)T for speedup in traditional envi-
ronment, S(2)V for speedup in virtual environment and S(2)C for speedup in cloud
environment for parallel execution with two threads. Figure 16.4 presents that su-
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Fig. 16.4 Speedup comparison for two threads [130]

181

perlinear speedup is achieved in each environment for parallel execution with two

threads.

Figure 16.5 shows the relative speedup expressed as percentage via ratio of
achieved speedups in virtual and cloud environments to traditional environment for
parallel execution with two threads. It is assumed that the speedup in traditional

environment is 100%.
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Fig. 16.5 Relative speedup comparison for Figure 16.4 [130]
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Comparing the curves in Figure 16.5 we can conclude that cloud virtualiza-
tion performs better than traditional environment until L2 starts to generate cache
misses when the traditional environment achieves better speedup. Virtual environ-
ment achieves the best speedup for small N but the performance is worse than other
two environments when L2 cache misses start to generate.

Table 16.1 presents the analytical comparison for characteristic environment val-
ues. We can conclude that traditional and virtual environment have wider super-

Parameter Tradit. Virtual Cloud

Superlinear region [424, 992] [508, 936] [420, 992]
Max. speedup Sqx 2.34 2.39 2.37
Npax (Smax point) 628 704 672

Table 16.1 Environment Comparison for two threads [130]

linear speedup region than virtual, and virtual environment achieves the maximum
speedup S(2)max-

16.2.5 Speedup Comparison for four threads

Figure 16.6 presents the speedup for parallel execution with four threads in all three
environments. The curves are identified by S(4)T for speedup in traditional envi-
ronment, S(4)V for speedup in virtual environment and S(4)C for speedup in cloud
environment for parallel execution with four threads.

Superlinear speedup is achieved in each environment for parallel execution with
four threads, as shown in Figure 16.6.

Figure 16.7 presents the relative speedup expressed as percentage via ratio of
achieved speedups in virtual and cloud environments to traditional environment for
parallel execution with four threads. It is assumed that the speedup in traditional
environment is 100%.

Analyzing the curves in Figure 16.7 we can conclude that the virtual environment
achieves smaller speedup than other environments. Cloud virtualization achieves the
best speedup until L2 cache misses start to generate when the traditional environ-
ment performs better.

Table 16.2 presents the analytical comparison for characteristic environment val-
ues. We can conclude that the widest superlinear speedup region is achieved for
traditional environment. Cloud environment achieves the maximum speedup value

S(2)max-
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The experiments presented in this chapter are published by the authors in [130]
for the purpose of this thais research prove our hypotheses. The speedup begins
to increase for those matrices A and B that do not fit in available L2 cache for
sequential execution, i.e. half of L2 total cache, but in the same time fit in the whole
L2 cache which is available for parallel execution with two or four threads on two
or four cores, correspondingly. The speedup increases until N = 628 determined
theoretically for traditional environment when L2 cache misses begin to appear.
There are also a speedup turnover points for virtual and cloud environment greater
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Parameter Tradit. Virtual Cloud

Superlinear region [504, 872] [564, 752] [508, 848]
Max. speedup Sjpae  4.62 4.54 4.63
Nnax (Smax point) 628 704 672

Table 16.2 Environment Comparison for four threads [130]

than theoretical value since virtualization provides better performance for parallel
execution rather than sequential in shared memory [48].

Our second hypothesis is also proved, i.e. virtual and cloud environments achieve
better speedup for dedicated cache and the best performance is achieved by the
cloud environment. After the L2 region, where the L2 cache misses are generated,
the traditional environment performs better in comparison to the cloud environment.
Virtual environment achieves the worst speedup when the algorithm requires a lot
of accesses to shared main memory.

We prove that superlinear speedup is possible for cache intensive algorithm
even in the virtualized and cloud environment.

The experiments show different speedup range. The widest superlinear speedup
range is present at traditional environment, while the thinest is found at the virtual
one. Cloud and virtual environments have wider superlinear speedup range for par-
allel execution with two rather than four threads because the last level cache is ded-
icated per core which is the case where virtualization provides better performance
then shared memory [48]. The range is shortened up to 3 times from the right size
(for great values of N) compared to the left region (smaller values of N). The range
in traditional environment shortens 80 from the left side and 120 from the right side
of the range. In virtual environment it shortens 56 and 184, and in cloud environment
88 and 144 for left and right side correspondingly. Virtual environment’s superlin-
ear range is the most shortened while the superlinear speedup region in traditional
environment shortens the least.
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Chapter 17
Web Service Performance in the Cloud

Abstract Additional layer that virtualization adds in the cloud decreases the per-
formance of the web services. The goal is to test the performance of compute and
memory intensive web services on both on-premises and cloud environments. In
this chapter we will describe the results of the experiments realized by the authors
in [138] for the purpose of this thesis research. Series of experiments are realized
to analyze the web services performance and compare what is the level of degra-
dation if the web services are migrating from on-premises to cloud using the same
hardware resources. The results show that there is a performance degradation on
cloud for each test performed varying the server load by changing the message size
and the number of concurrent messages. The cloud decreases the performance to
71.10% of on-premise for memory demand and to 73.86% for both memory de-
mand and compute intensive web services. The cloud achieves smaller performance
degradation for greater message sizes using the memory demand web service, and
also for greater message sizes and smaller number of concurrent messages for both
memory demand and compute intensive web services.

17.1 The Testing Methodology

This section describes testing methodology including identification of environment,
infrastructure and platform, test plan and design implementation details. Several
steps were performed to create efficient and effective tests and results.

17.1.1 Test Environment Identification

The experiments are realized on traditional client-server architecture on the same
hardware infrastructure but different platform. Two same web servers are used as
hardware infrastructure with Intel(R) Xeon(R) CPU X5647 @ 2.93GHz with 4 cores
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and 8GB RAM. The other server with the same hardware infrastructure is used as
a client. Linux Ubuntu 64 bit Server 11.04 is installed on the machines on both the
server and the client side. Apache Tomcat 6.0 is used as web server where RPC style
web services are being deployed. SOAPUI [143] is used to create various server load
tests. Client and server are in the same LAN segment to exclude the network impact
shown in [82].

Two different platforms are deployed. On-premise platform environment consists
of traditional Linux operating system installed as host. Cloud environment is devel-
oped using OpenStack Compute project deployed in dual node [105]. We use one
Controller Node and one Compute Node. KVM virtualization standard is used for
instancing virtual machine. The cloud consists of the same hardware and operating
system as previously described.

17.1.2 Performance Criteria Identification

We measure response time for various experiments with different number and sizes
of concurrent requests for both platforms. Client is on the same VLAN as the web
server, with network response time smaller than 1 ms, and none of the packets are
lost during the test. This means that we can assume that the response time measured
with SOAPUI is the same as the server response time.

17.1.3 Test Data

The basic goal is to measure the performance drawbacks caused by migration of
web services in the cloud.

Test data consists of Concat and Sort web services. The Concat web service ac-
cepts two string parameters and returns a string which is concatenation of the input.
This is a memory demand web service that depends on the input parameter size M
with complexity O(M). The Sort web service also accepts two string parameters and
returns a string that is concatenation of the two input strings which is then alphabet-
ically sorted using sort function in [14]. This is also a memory demand service that
depends on the input parameter size M. In addition it is a computational intensive
web service with complexity O(M - logaM).

Experiments are repeated for parameter sizes M that change values from 25685,
768B, 1280B, 1792B, 2304B to 2816B. The generated SOAP messages have the
following sizes 786B, 1810B, 2834B, 38588, 4882B and 5908B correspondingly.
The server is loaded with various number of messages (requests) N in order to retain
server normal workload mode, that is, 500, 1000, 1500 and 2000 requests per second
for each message size.
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17.1.4 Test Plan

The first part of the experiment consists of series of test cases that examine the
impact of increasing the message size to the server response time. The second part of
the experiment consists of series of test cases that examine the impact of increasing
the number of concurrent messages to the server response time. All test cases are
performed on: 1) web services hosted on-premise; and 2) web services hosted in the
cloud.

Each test case runs for 60 seconds, N messages are sent with M bytes each, with
variance 0.5. The accent is put on server response time in regular mode, and neither
burst nor overload mode.

We expect that response time will be increased while increasing the number of
messages and their size. We would like to determine which parameter impacts the
server performance most? Is it the number of concurrent messages or message sizes
and has the platform any influence if it is on-premise or in the cloud?

Monitors are checked before each test. All server performance parameters are
examined if their status is returned to nominal state after execution of each test. If
not, the server is restarted and returned into it’s nominal state. Network latency is
measured to ensure proper response time results during the tests.

17.2 The Results and Analysis

This section describes the results of testing the performance impact of cloud virtu-
alization layer. We also analyze the results to understand the performance impact of
different message sizes and number of concurrent messages on both web services
described in 17.1.3.

17.2.1 Web Service Performance Hosted On-premise

The performance of web services is measured while hosted on-premise with differ-
ent payload: 1) different message size for constant number of concurrent messages
and 2) different number of concurrent messages for a constant message size.

Figure 17.1 depicts the response time of Concat web service hosted on-premise.
We can conclude that both input factors are important for Concat web service per-
formance, i.e. response time increases when message size or number of concurrent
messages increase.

Response time of Sort web service hosted on-premise is presented in Figure 17.2.
We can conclude that only input factor message size is important for Sort web ser-
vice performance. That is, response time increases only if message size increases
regardless of number of concurrent messages.
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Fig. 17.1 Concat web service response time while hosted on-premise [138]
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Fig. 17.2 Sort web service response time while hosted on-premise [138]

17.2.2 Web Service Performance Hosted in the Cloud

We measure the performance of web services hosted in the cloud with different
payload: 1) different message size for constant number of concurrent messages and
2) different number of concurrent messages for constant message size.

The results for response time of Concat web service hosted in the cloud is shown
in Figure 17.3. Both input factors are important for Concat web service perfor-
mance, i.e. response time increases for greater message sizes or number of con-
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current messages. However, there are performance drawbacks due to additional vir-
tualization layer and cloud software, and small response time in ms comparable to
network latency which will be the subject in our further research.
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Fig. 17.3 Concat web service response time while hosted in the cloud [138]

Figure 17.4 presents the response time of Sort web service hosted in the cloud.
Only the message size impacts its performance (the response time increases as mes-
sage size increases regardless of the number of concurrent messages).
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Fig. 17.4 Sort web service response time while hosted in the cloud [138]



192 17 Web Service Performance in the Cloud

17.2.3 On-Premise vs Cloud Performance Comparison

The performance of both web services (hosted on-premise and in the cloud) are
compared with different payload depending on different message sizes and different
number of concurrent messages.

Figure 17.5 depicts the Cloud vs on-premise relative response time comparison
for Concat web service. The results show that cloud environment provides worse
response time than traditional on-premise environment for each message size and
for each number of concurrent messages. An interesting conclusion is that the cloud
provides smaller penalties for greater messages. However, we found a local extreme.
We believe that it appears due to communication time impact for small response
time and the effect of the virtualization and cloud software which is part our further
research.
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Fig. 17.5 Cloud vs on-premise relative response time for Concat web service [138]

Table 17.1 presents the relative performance for each test case and average for
Concat web service. As in previous conclusions, the cloud performance average
penalties depend only on the message size. The cloud provides smaller performance
penalties for greater message sizes achieving an average performance of 82.42%
and 83.99% correspondingly for parameters sizes of 4608 and 5632 bytes.

The relative response time comparison for Sort web service for cloud vs on-
premise is shown in Figure 17.6. The results also show that cloud provides worse
response time than on-premise for each message size and for each number of concur-
rent messages. The cloud provides smaller penalties for greater number of messages
regardless of number of concurrent messages. The number of concurrent messages
impacts the cloud performance for smaller messages.
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Number / Size 512C

1536C  2560C 3584C 4608C 5632C AVG

500
1000
1500
2000
AVG

58.71% 56.711% 65.89% 77.96%
89.39% 56.58% 75.57% 53.44%
72.41% 62.16% 64.84% 91.17%
62.16% 59.55% 37.40% 56.88%
70.67% 58.75% 60.93% 69.86%

58.14%
72.56%
95.75%

87.91% 67.55%
86.19% 72.29%
77.45% 7117.30%

103.24% 84.41% 67.27%
82.42% 83.99% 71.10%
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Table 17.1 Cloud relative performance compared to on-premise for Concat web service [138]
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Fig. 17.6 Cloud vs on-premise relative response time for Sort web service [138]

The relative performance of cloud vs. on-premises for Sort web service is shown
numerically in Table 17.2. The worst performance the cloud provides for smaller
parameters size, i.e. total 512B and 1536B for average 66.58% and 53.92% from on-
premise performance. The cloud provides smaller performance penalties for greater
messages for average 86.67% and for smaller number of concurrent messages, i.e.
for 500 messages/sec. It provides on average 76.41% from on-premise performance.
For huge number of concurrent messages it provides greater performance penalties,
i.e. for 2000 messages/sec. it provides average 66.61% from on-premise perfor-
mance.

17.3 Summary

Two web services were tested for different loads varying the main input factors: the
message size and the number of messages. The experiments are realized on the same
web services hosted on-premise and in the cloud on the same hardware and runtime
environment.
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Number / Size 512C  1536C 2560C 3584C 4608C 5632C AVG

500 78.90% 57.80% 84.07% 72.00% 79.40% 86.29% 76.41%
1000 80.93% 56.14% 81.88% 75.21% 81.29% 89.39% 77.47%
1500 65.26% 62.87% 79.70% 75.21% 80.66% 86.01% 74.95%
2000 41.22% 38.88% 80.87% 72.37% 81.35% 84.99% 66.61%
AVG 66.58% 53.92% 81.63% 73.70% 80.68% 86.67% 73.86 %

Table 17.2 Cloud relative performance compared to on-premise for Sort web service [138]

The results of the experiments show that the performance directly depends on
input message size especially for both memory demand and compute intensive web
service regardless of the platform as depicted in figures 17.7 and 17.7. This is not
emphasized for memory only demand web service.
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Fig. 17.7 Response time for constant message size but different number of concurrent messages
for Sort web service hosted on-premise [138]

We also defined quantitative performance indicators to determine the risk of mi-
grating the services in the cloud for various message size and number of concurrent
messages. The conclusion is that the performance is decreased to 71.10% of on-
premise for memory demand and to 73.86% for both memory demand and compute
intensive web service if it is migrated on the cloud. The cloud provides the small-
est penalties for greater message sizes regardless of number of concurrent messages
for memory demand web service. However, the smallest penalties for both memory
demand and compute intensive web service migrated in the cloud are provided for
smaller number of concurrent messages and for greater message sizes.
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Fig. 17.8 Response time for constant message size but different number of concurrent messages
for Sort web service hosted in the cloud [138]






Chapter 18

A Middleware Strategy to Improve Web Service
Performance in the Cloud

Abstract CSPs offer infinite scalable hardware resources to their customers. How-
ever, instances of VMs are often manually initiated by cloud clients producing
degradation of service availability and service latency in peak loads. In this chapter
we will present a solution that handles the compute peak loads dynamically for web
services hosted in cloud proposed by the authors in [133] for the purpose of this the-
sis research. The solution introduces a middleware layer between clients and server.
The middleware layer will instantiate additional VMs dynamically on demand as
service load reaches defined minimum performance level and will forward the mes-
sages across VMs. The additional VMs will be shut down when service load returns
to defined nominal value.

18.1 Middleware Architecture

This Section describes the web services that are used in the experiments. They are
deployed in a virtual machine image and on the Controller Node in the testing envi-
ronment described in Section 20.1.1.

The architecture using middleware layer is depicted in Figure 18.1. Standard
endpoint web service is deployed in one active instance of VM on the Compute
Node. Additional middleware web service is deployed in the same instance logically
between the endpoint web service(s) and clients. New infrastructure web service is
deployed in the Controller Node to instantiate / shut down the additional instance(s)
of virtual machine. The additional instances can be instantiated with arbitary CPU,
RAM and HDD resources.

The following sections describe closely all web services deployed in the cloud
workload environment.
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Virtual Server

Fig. 18.1 Middleware web service client server model in cloud [133]

18.1.1 The Endpoint Web Service

The endpoint web service is developed in Java EE and communicates with clients
using SOAP messages. It receives two input strings and returns to the clients the
concatenated string in SOAP message.

The endpoint web service is deployed in the VM. One active instance of the VM
is activated with deployed endpoint web service. The same endpoint web service is
deployed also in the additional instance of the VM that is instantiated automatically
by the middleware when peak load occurs.

18.1.2 The Middleware Web Service

The Middleware is also a web service developed in Java EE and deployed in the
same active instance of virtual machine as the endpoint web service. It intercepts
the requests from the clients and forwards to the endpoint web service if it is in
the normal mode. If the middleware works in the peak mode, then it forwards the
particular request randomly either to the endpoint web service hosted on the same
active instance or to the endpoint web service hosted on additional instance of vir-
tual machine. The transitions between the two modes are described in details in
Section 18.2.

After the middleware layer gets the response from some of the endpoint web
services, it forwards the concatenated string to the client. The response time of the
middleware layer is measured for each client’s request.
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18.1.3 The Infrastructure Web Service

This is also a web service in Java EE and deployed in the Controller Node. It’s job
is to start or shut down the additional instance of the virtual machine when it is
invoked by the middleware web service.

18.2 Middleware Strategy

18.2.1 Traditional Scenario

This scenario is the standard client server concept where the clients directly invoke
the endpoint service. The response time is measured for each client’s request for
different test cases.

18.2.2 Middleware Scenario

This scenario is our new middleware strategy and has two sub scenarios: normal and
peak. The flag is set for peak mode and unset for normal mode. The clients in this
scenario always invoke the middleware web service instead of endpoint web service.
The middleware then checks the flag to determine the mode in which it should work.

In normal mode it forwards the particular request to the endpoint web service on
the same machine measuring the response time of the endpoint service. If the re-
sponse time of the endpoint web service exceeds the threshold, then the middleware
sets the flag that the peak mode is reached. In the same time it invokes the infras-
tructure web service to instantiate the additional virtual machine. The middleware
forwards back the response to the client after it gets from the endpoint.

If the middleware layer realizes that a peak mode is reached, then it sends dummy
request to the additional endpoint web service. It sets the flag for the peak mode
when the additional endpoint web service is started, i.e. the additional instance of
the virtual machine is started. Otherwise the middleware layer still forwards the
requests to the active endpoint web service deployed on the same machine.

If a peak mode is activated then the middleware web service uses random func-
tion to determine where to forward the requests, i.e. on endpoint web service on the
same machine or to the additional for which it concludes that is already active.
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18.2.3 Configuration Parameters

The threshold time in this scenario is set to 50ms and the flag is set in the next five
minutes and after that automatically unset. The random function is set to evenly
balance the forwarding to the particular endpoint service. All these configuration
can be configured differently according to cloud platform environment and IT and
Quality managers’ decisions.

18.3 The Experiments and the Results
This section presents the results of the experiments realized to determine the perfor-
mance impact of the middleware introduction in the cloud environment.

18.3.1 Middleware Additional Latency

At the beginning we measure the nominal performance of traditional scenario and
the additional latency that middleware produces without instantiating additional in-
stance. The response time and their average for particular parameter size of 14.5KB
in normal web service load is depicted in Figure 18.2.
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Fig. 18.2 Latency for simple web service after introduction of middleware [133]

We repeat the experiments for different parameter sizes of 100B, 1KB, 10KB and
the average response time and the comparison of the two scenario are presented in
Table 18.1.
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Parameter size Traditional Middleware Latency Relative

100 B 4.32 10.24 5.92 137.0%
1 KB 4.99 974 475 95.4%
10 KB 6.43 14.85 8.42 131.0%

Table 18.1 Comparing the nominal performance [133]

Columns Traditional and Middleware present the average response time in
miliseconds for the corresponding scenario. Column Latency presents the latency
that middleware introduces and column Relative the relative increase of the response
time in middleware scenario compared to traditional.

Table 18.1 presents that the traditional scenario provides better performance than
middleware.

In the following sections we analyze the web services’ behavior both with and
without load balancing for increased memory load, i.e. we increase the parameter
size by 64B each, starting from 64B to 14.5KB.

18.3.2 Middleware without Load Balancing

In this experiment the clients invoke the middleware layer which works only in nor-
mal mode without load balancing. Figure 18.3 depicts the results of the experiments
realized in traditional and middleware scenario without load balancing.
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Fig. 18.3 Scenario comparison for middleware without load balancing [133]
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The average response time for traditional scenario is 5.84ms and for middleware
scenario without load balancing is 15.03ms. We can conclude that traditional sce-
nario also provides better performance than middleware for increased memory load.
Even more, the middleware scenario produces many peaks in response time, a lot
more compared to the traditional scenario.

18.3.3 Middleware with Load Balancing and Peak Mode

In this experiment the clients invoke the middleware layer which works with load
balancing in both modes. Figure 18.4 depicts the results of the experiments realized
in traditional and middleware scenario with load balancing.
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Fig. 18.4 Scenario comparison for middleware with load balancing [133]

The average response time for traditional scenario is similar to previously exper-
iment, i.e. 5.78ms and for middleware scenario with load balancing is much lower
than middleware without load balancing, i.e. 11.96ms. Traditional scenario also pro-
vides better performance than middleware for increased memory load even with load
balancing. Also the middleware scenario makes many peaks in response time, much
more than traditional scenario.

‘We can conclude that introducing load balancing in the middleware improves the
overall performance, but still not enough as traditional endpoint web service.
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18.3.4 Why (or when) to Introduce Middleware Layer?

The experiments from the previous section show that introducing middleware with
load balancing for string concatenation provides worse performance compared to
traditional client server concept. Then why to introduce the middleware strategy
when it degrades the performance? Or maybe the more important issue is if there is
any kind of web services and some payload such that introducing the middleware
and additional resources will improve the overall web service performance?

We set a hypothesis that the additional latency that middleware produces can
be compensated if the web service and its payload utilizes the server’s processing
unit, i.e. a huge part of the response time is due to the execution of web service
methods rather than the invoke itself (the case for compute intensive calculations
where computational time is dominant in comparison to the communication).

For this purpose in the string concatenation example, we develop another end-
point web service that sorts the input strings before concatenation. Figure 18.5 de-
picts the results of these experiments. Introducing middleware layer for this web
service reduces average latency improving the overall performance compared to the
same traditional endpoint web service.
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Fig. 18.5 Scenario with Overall Improvement introducing middleware [133]

Figure 18.5 clearly depicts that for this scenario the overall response time in-
creases for bigger parameter size. Also middleware response time has two different
response points, i.e. one similar to the traditional endpoint web service and the other
is small response time.

Figure 18.6 depicts the responses from the traditional endpoint and from each
middleware endpoint.

As depicted in Figure 18.6 the additional endpoint response time is much better
than the endpoint on the active instance because the middleware is deployed there.
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Fig. 18.6 Each endpoint responses

18.4 Pros and Cons

This section presents the pros and cons of our proposed middleware strategy.

18.4.1 Middleware Cons

The main deficiency of the middleware strategy is introducing additional latency
in overall response time. The results show that introducing middleware layer even
doubles the response time compared to traditional endpoint web service. We can
conclude that introducing middleware achieves bad performance for web services
with small response time comparable to additional latency that middleware pro-
duces. This happens for web services where communication costs are dominant in
comparison to the computational.
Another deficiency is the middleware layer bottleneck which is not examined.

18.4.2 Middleware Pros

Several benefits can be achieved from introducing a middleware layer between the
clients and endpoint web service in a cloud environment:

o Better Performance - Smaller Average Response Time. Our solution provides
better performance for a web services when huge part of the response time is
spent on web service methods execution rather than the invoke itself, such as the
web service for string concatenation and sorting explained in Section 18.3.4. Fig-
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ure 18.7 depicts the average response time of the two scenarios for compute in-
tensive web services. Comparing the two trend lines we can conclude that the av-
erage response time when introducing middleware with load balancing is smaller
than the traditional endpoint web service.
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Fig. 18.7 Better performance introducing middleware [133]

e Load Balanced Server Utilization. Our solution provides load balanced server
utilization for a compute intensive web services. Figure 18.6 clearly depicts that
the two endpoint services in middleware scenario are less utilized than traditional
endpoint web service. Even more, the load balancing can be reconfigured if the
additional instance has less or more resources than the active instance.

o Increased Service Availability. Introducing middleware can greatly improve the
web service availability. The single point of failure in traditional endpoint web
service is improved in this scenario. If the additional instance of virtual machine
fails to instantiate or becomes unavailable, then the middleware web service will
not forward the requests in that direction.

18.5 Summary

Reducing the cost and improving the performance simultaneously is the imperative
for each IT and quality manager. Our strategy proposed in this paper can provide it
along with cost reduction that cloud computing paradigm offers.

We propose a middleware strategy to survive compute peaks loads in the cloud
environment. Despite the latency for simple web services, the experiments prove
that the middleware improves the performance of commute intensive web services
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(where huge part of the response time is spent for service calculations). We believe
that web services with implemented web service security standards, such as XML
Signature and XML Encryption, are most promising for implementation of middle-
ware strategy.



Chapter 19

Message Transformation for Better Web Service
Performance in Cloud Computing

Abstract On-premise server performance depends on several parameters. Server’s
hardware resources, OS and runtime environment are persistent during server and
service life cycle; they provide constant performance for even server payload. This
feature changes if the server migrates in a dynamic multi-tenant cloud. The server’s
hardware resources usually are shared among several tenants which impacts server
overall performance. For the purpose of this thesis research the authors in [132]
analyzed what runtime environment and OS achieve the best performance for web
services in cloud PaaS layer for peak loads, particularly when the increased load
happens due to huge number of small messages or by huge message sizes. We pro-
pose a middleware strategy to survive the peak loads of huge number of small mes-
sages and also a model to transform huge messages into smaller chunks and send to
the server as separated sub messages.

19.1 Cloud Testing Environment

The experiments are realized in cloud testing environment using OpenStack Com-
pute project Cactus [106]. It is deployed in dual node as depicted in Figure 19.1, i.e.
two servers connected with two networks.

Serverl is Controller Node that controls the network and volumes, and schedules
instances. Server2 is Compute Node that runs the instances of virtual machines.
Serverl has also Compute service as a backup.

Eth0 is public network where the activated instances of virtual machine commu-
nicate with the outside world. Ethl network interfaces are a part of the private or
service network where the virtual machines communicate among each other. Net-
work and Port address translation is used to spare the IP addresses, i.e. private IP
addresses are used for a network on EthO interfaces although it is public network.

207
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Fig. 19.1 Cloud Testing Environment [108]

19.1.1 The Infrastructure

Hardware Infrastructure consists of two servers. Serverl is HP Server ML110 G6
with 4GB RAM. Server2 is Dell Optiplex 760 with 4GB RAM and Intel Core(TM)2
Quad CPU Q9400 @ 2.66GHz.

The network consists of public and bridged private network as depicted in Fig-
ure 1.3. IP addresses of public pool are dedicated to virtual machine instances.

19.1.2 The Platform

Linux Ubuntu Server 11.04 64 bit is installed on both servers. One image of virtual
machines is installed also with Linux 11.04 and another image of virtual machines
is installed with Windows 2008 Server R2 Enterprise.

Apache Tomcat is installed as a runtime for web services both on the servers and
in the virtual machines.

19.1.3 The Client

SoapUI is used to load web services with different message size and different num-
ber of concurrent messages.
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19.2 The Message Transformation Algorithm

This section presents the message transformation algorithm that can gain better per-
formance. It also presents which web services can use this algorithm to gain better
performance with less resources.

Traditional client web service server model is described in Section 5.2.1. The ar-
bitrary number of clients invoke in the same time one or more web services hosted
on a web server installed in one instance of virtual machine in the cloud. This solu-
tion is not prone to peak loads. Either web server should be underutilized during the
most of the time or there will be nosedive drawback in the performance of the web
service and web server.

The proposed message transformation algorithm with middleware is depicted in
Figure 19.2. Instead of renting one instance of virtual machine with more CPU and
RAM resources at the beginning, we propose to rent one web server instance with
minimum resources that cloud service provider offers and such that will satisfy the
required performance. A middleware layer will be installed on this web server. It
will receive all the requests from the customers and will forward the requests to
the endpoint web service deployed in the same server. The operating system and
runtime environment will be selected to provide the best performance for a nominal
load as measured during the process of learning.

Additional Server

Fig. 19.2 The Message Transformation Algorithm [132]

19.3 New Solutions for Peak Loads

Besides the existing instance of virtual machine we propose a new solution that will
rent additional server during the peak loads from different images with different
platforms according peak load type. Peak load occurs when a high throughput is
sent to the server. The high throughput can be produced by a huge number of con-
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current messages or by huge messages, or even both. We propose a solution for each
scenario in the following sections.

19.3.1 Peak load with huge number of concurrent messages

This scenario is more probable rather than the scenario in Section 19.3.2. Increasing
the total number of users can often provide this peak. Even more, the peak is more
weighty for compute or memory intensive web services. E-testing or E-voting are
typical representatives of this scenario where a huge majority of users in the same
time will load the web service. Only in short period of time the clients concurrently
are taking the exams or they vote. Thus the web service will be overloaded with
huge number of concurrent small sized messages. This scenario utilizes the web
server’s processor rather than occupying the memory.

We already proposed a solution for this scenario for compute intensive web ser-
vices in previous Chapter 18, i.e. introducing a middleware layer between the clients
and endpoint web service. The middleware starts and shuts down the instances if a
peak load occurs.

We extend and even improve this solution. If the load of the middleware server
reaches its limit then additional instance with web server will be started. Our new
idea is what type of virtual machine image should be started? The authors in [119]
found that Microsoft Windows OS provides better performance than Linux Ubuntu
OS for messages above 10KB, i.e. huge messages. Opposite, Linux Ubuntu OS
provides better performance than Microsoft Windows OS for huge number of con-
current messages and for small messages.

Therefore, we propose the middleware web server to be installed with Linux
server based operating system. Further on, we extend the solution in two directions.
That is, if the number of concurrent messages increases but the messages are small
sized and the performance reaches its limits, then the additional web server that
should be instantiated should be also installed with Linux as it performs better for
huge number of small sized messages. Otherwise, if the messages are above 10K
then additional server with Windows Server based operating system should be in-
stantiated.

19.3.2 Peak load with huge messages

This scenario does not depend directly on the total number of users but depends on
the message size and type that clients send to the web service. Implementing web
service security standards always increases the original message size. The authors
in [137] determine the message overhead increment both for XML Signature and
XML Encryption. The size of signed SOAP message with XML Signature is always
greater than the original message by a constant value regardless the size of the origi-
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nal message. The size of encrypted SOAP message with XML Encryption increases
linearly compared to the size of the original message for each message size. This
scenario utilizes the web server’s memory rather than the processor.

A huge size message can be provided if the message has a lot of parameters or
the input parameters are huge. We focus for the latter case.

We propose a solution based on middleware strategy to improve the web service
performance in this scenario. At the begging we propose the middleware layer to be
implemented on front-end web server installed with Linux server based operating
system. In normal mode the middleware layer forwards the requests to the endpoint
deployed on the same server. If the load of the middleware server reaches it’s limit
then additional instance with web server will be started. If the middleware is invoked
with a huge message then the middleware splits it to smaller chunks and forwards
them to the endpoint web service. The middleware layer thus will create a connec-
tion to the endpoint only once to send all parts of the original request and will not
cause a big latency to create a connection for each part of the original message.

This solution doesn’t rent additional resources but transforms the original mes-
sage to smaller chunks that web server with Linux server based operating system
handles better.

19.4 The Performance Analysis and Discussion

This Section analyzes if our solution provides better performance than the same
endpoint web service on one platform.

19.4.1 Peak load with huge number of concurrent messages

Figure 19.3 depicts the response time comparison for peak load with small messages
of 0.2KB, for example, a message with two parameters, 3 bytes each. Both operat-
ing systems provide similar performance, Linux in front of Windows, for up to 500
messages per second. Increasing the load, Windows’s performance reduces more
than Linux’s. For load of 1000 messages per second, Windows provides average
response time of 162.74ms compared to Linux’s 26.26ms. Our new proposed solu-
tion produces smaller latency compared to traditional endpoint, thus implementing
middleware will provide better performance than traditional endpoint on Windows
for peak loads with small messages.
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Fig. 19.3 Response time for peak load with small messages of 0.2KB [119]

19.4.2 Peak load with huge messages

Figure 19.4 depicts the response time comparison for peak load with huge mes-
sages of IMB. Windows operating systems provides better performance than Linux
for huge message of IMB. The Linux’s performance reduces more than Linux’s
increasing the number of messages per second. For example, for load of 5 mes-
sages per second, Windows provides average response time of 110.83ms compared
to Linux’s 470.76ms.
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Fig. 19.4 Response time for peak load with huge messages of IMB [119]
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If we compare the results of Figures 19.3 and 19.4 we can conclude that our so-
lution for this scenario has two benefits. Those messages that will be divided and
forwarded to the same web server as middleware will use the better performance
that Linux provides compared to Windows for peak load with small messages. The
messages forwarded to the other instance of virtual machine with Windows oper-
ating system will use the better performance that Windows provides compared to
Linux for peak load with huge messages.

19.5 Summary

This chapter describes solutions for two possible peaks in web service response
time, peaks that appear due to increased number of concurrent requests and peaks
with increased load due to huge message size. For the former peaks we propose
a middleware based solution that will dynamically instantiate and shut additional
instances. The middleware should be deployed on the same machine as the endpoint
web service on Linux server based OS since it provides better performance than
Windows OSs for small load. When peak load occurs, the middleware forwards the
client requests among two endpoint web services, the first deployed on the same
machine as the middleware and the other on the additional instance.

The middleware based solution for peak loads with huge message size will for-
ward the requests from the clients to the endpoint web service deployed on the same
machine. We assume that Linux server based OS will be installed for small number
of huge messages. If the response time increases beyond the threshold, then the mid-
dleware strategy will split the input parameters into smaller chunks that Linux OS
can process faster rather than the whole message. If the peak is even bigger, then the
middleware will start additional instance installed with Windows Server based OS
and forwards the client requests among two endpoint web services, the whole mes-
sages to Windows Server based OS and the messages divided into smaller chunks
on Linux Server based OS.

Therefore, the additional latency that the middleware produces will be compen-
sated with faster response from the endpoint web services. This solution will provide
better performance for both peak loads and sometimes even with smaller resources
for peak load with huge messages.
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Chapter 20

Web Service Performance when Introducing
Security

Abstract Attaching signature and encryption headers to SOAP messages outcomes
with message overhead. It requires complex cryptographic operations for each mes-
sage and additionally parsing the increased XML message. This chapter presents
the results of the experiments focused on understanding the performance impact of
XML Signature and XML Encryption on Windows and Linux OS. The authors in
[135, 137, 136] for the purpose of this thesis research. Increasing message size and
the number of concurrent messages degrades server performance for services with
and without security implementation. We continue the analysis to determine the op-
timal input parameters to obtain maximum throughput and web service performance
drawbacks produced by XML Signature and XML Encryption varying server load.

20.1 The Testing Methodology

This section describes testing methodology including identification of environment,
infrastructure and platform, test plan and design implementation details. Several
steps were performed to create efficient and effective tests and results.

20.1.1 Test Environment Identification

The experiments are realized on traditional client-server architecture on the same
hardware infrastructure but different platform. Two same web servers are used as
VMs of with 1IGB RAM and 2 CPU cores. Windows Server and Linux Ubuntu are
installed on the VMs correspondingly. Eclipse Jetty is used as web server. SOAPUI
[143] is used to create various server load tests. Client and server are in the same
LAN segment to exclude the network impact shown in [82].
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20.1.2 Test Plan

The test experiment basic goal is to measure the performance cost of implementing
signature and encryption to SOAP messages. For that purpose, Concat web service
defined in Section 17.1.3 will be used as a test data. The first part of the experiment
consists of series of test cases to examine the impact of increasing the message size
to the server response time. The second part of the experiment consists of series of
test cases to examine the impact of increasing the number of concurrent messages
to the server response time.

All test cases are performed (1) using regular SOAP messages; (2) signed mes-
sages; and (3) both signed and encrypted messages.

Every test case is run on this way: in a time of 60 seconds, N messages are sent
with M bytes each, with variance 0.5. Parameters N and M are changed from test
case to test case.

Response time is measured for various number and size of concurrent requests
for various message types providing end-to-end security.

20.1.3 Test Environment Configuration

The sizes in kilobytes of the original (regular) SOAP messages sent in test cases
are approximately: 0.2, 2, 10, 20, 60, 70, 100, and 1000. The server is loaded with
various number of messages (requests) in order to retain server normal workload
mode, that is, from minimum 1 to maximum to 1000 requests per second depending
of message type and size.

20.2 Cost of Message Overhead

In this section we present the analysis for the cost of message overhead that the
authors published in [137] for the purpose of this thesis research.

We measured the message overhead when creating (1) XML message without
any security, (2) signed XML message, and (3) signed XML message and then en-
crypted. To compute the overhead, we extracted the message sizes for each secu-
rity mechanism. Figure 20.1 depicts the message overhead in kilobytes for different
message types.

We can conclude that security mechanisms that do not use encryption add a con-
stant amount of bytes to the regular parameters. The mechanisms with encryption
included add a linear amount of bytes comparing to parameters size. Signed and
then encrypted messages add linear overhead not only to original SOAP message,
but also to signed messages, which means that adding the encryption to regular or
signed message adds a linear overhead.
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Fig. 20.1 Message overhead in kilobytes [137]

20.3 The Results on Windows OS

This section presents the results of the experiment realized on Windows OS for the
three different web services varying server load with different message size and
number of concurrent messages.

20.3.1 Web Service without Security

Figure 20.2 depicts the results of the experiments for Concat web service without
implemented any security.

We can conclude that both input factors impact to the web service performance.
Increasing the number of messages or message size increase the total amount of data
sent to the service and thus increases the execution time to serve them. However, we
can conclude that the number of concurrent messages degrades the performance
more than their size.

20.3.2 Web Service with XML Signature

Figure 20.3 depicts the results of the experiments for Concat web service with XML
Signature implemented.

We can conclude that both input factors impact to the web service performance,
i.e. increasing the number of messages or message size increase the total amount
of data sent to the service and thus increases the execution time to serve them.
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However, we can conclude that also the number of concurrent messages degrades

the performance more than their size.
Comparing with the results for Concat web service without security we can con-
clude that adding security provides huge performance drawback.
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20.3.3 Web Service with XML Signature and XML Encryption

Figure 20.4 depicts the results of the experiments for Concat web service with both
XML Signature and XML Encryption implemented.

N FL:EE
12
—_ L ®E-10
»lo
7] I_’,.
E 8 | 68
- P
g6
ma-5
:% 4 — 200
,
| /150 may
0 100
02 mo-2
10 20
£0 10
70
Original Message Size (KB) 100

Fig. 20.4 Concat web service response time with both XML Security and XML Encryption while
hosted on Windows

We can conclude that also both input factors impact similar to the web service
performance, i.e. increasing the number of messages or message size increase the
total amount of data sent to the service and thus increases the execution time to serve
them. Also we can conclude that also the number of concurrent messages degrades
the performance more than their size.

Comparing with the results for Concat web service with XML Signature we can
conclude that adding additional encryption to already signed message provides even
greater performance drawback than implementing only XML Signature.

20.4 The Results on Linux OS

This section presents the results of the experiment realized on Linux OS for the three

different web services varying server load with different message size and number
of concurrent messages.
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20.4.1 Web Service without Security

Figure 20.5 depicts the results of the experiments for Concat web service without
implemented any security.
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Fig. 20.5 Concat web service response time without security while hosted on Linux

We can conclude that both input factors impact to the web service performance.
Increasing the number of messages or message size increase the total amount of data
sent to the service and thus increases the execution time to serve them. However, we
can conclude that the message size degrades the performance more than number of
concurrent messages, even for 10 messages starting for 20K original message size.

20.4.2 Web Service with XML Signature

Figure 20.6 depicts the results of the experiments for Concat web service with XML
Signature implemented.

We can conclude that both input factors impact to the web service performance,
i.e. increasing the number of messages or message size increase the total amount
of data sent to the service and thus increases the execution time to serve them.
However, we can conclude that the message size degrades the performance more
than number of concurrent messages.

Comparing with the results for Concat web service without security we can con-
clude that adding security provides huge performance drawback.
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20.4.3 Web Service with XML Signature and XML Encryption
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Figure 20.7 depicts the results of the experiments for Concat web service with both

XML Signature and XML Encryption implemented.
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Fig. 20.7 Concat web service response time with both XML Security and XML Encryption while

hosted on Linux

We can conclude that also both input factors impact similar to the web service
performance, i.e. increasing the number of messages or message size increase the
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total amount of data sent to the service and thus increases the execution time to serve
them. Also we can conclude that also the number of concurrent messages degrades
the performance more than their size.

Comparing with the results for Concat web service with XML Signature we can
conclude that adding additional encryption to already signed message provides even
greater performance drawback than implementing only XML Signature.

20.5 How to Measure Maximum Throughput

The throughput is defined as the amount of data processed in a particular time. It is
measured in bytes per second. In this case the same amount of data can be realized
differently, i.e. increasing the number of concurrent messages but decreasing their
size and the opposite. We want to determine which server load will provide best
server throughput and thus to maximize the server efficiency.

We analyzed the real vs theoretical throughput for each test case, and found the
intersection of each two curves, as deppicted in Figure 20.8.
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Fig. 20.8 The intersection of theoretical and real throughput for message 2K without security on
Linux OS [119]

For smaller number of concurrent messages the server serves all the messages
and even more than theoretical. Increasing the load, the server serves smaller num-
ber of messages. Thus, we use the intersection dot of each test as maximum through-
put. This feature characterizes all the test cases we measured. Next sections presents
the results of the evaluations for all web services on both OSs.
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20.5.1 Max. Throughput without Security

This section analyzes the results of the experiments realized on both OSs for Concat
web service without security for varying server load with different message size and
number of concurrent messages.

Table 20.1 presents the measured maximum throughputs for particular message
size on both OSs for Concat web service without security. We can conclude that
Windows OS provides better maximum throughput than Linux for greater messages
(> 10KB), and Linux for smaller messages (< 2KB).

Size (KB) Conc. Mess. Win. Max. Throughput Win. Conc. Mess. Lin. Max. Throughput Lin.

0.2 1063 12.44 2085 24.39
2 933 122.5 1344 176.52
10 800 489.16 621 379.98
20 415 502.81 397 480.56
60 155 561.34 109 393.45
70 118 512.59 84 362.22
100 87 534.93 59 363.74
1000 7 416.09 1 37.44

Table 20.1 Maximums for different message size without security on Windows and Linux OS
without security implementation [135, 137]

Figure 20.9 depicts the maximum throughput comparison for a various message
size on Windows and Linux OS.
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Fig. 20.9 Maximum throughput comparison for a various message size on Windows and Linux
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We can conclude that the server provides the best throughput when it is loaded
with medium number of concurrent messages with medium size for both OSs.

20.5.2 Max. Throughput with XML Signature

This section analyzes the results of the experiments realized on both OSs for Concat
web service with XML Signature for varying server load with different message size
and number of concurrent messages.

Table 20.2 presents the measured maximum throughputs for particular message
size on both OSs for Concat web service with XML Signature. We can conclude
that both OSs provide similar maximum throughput for small messages with Linux
as a leader. Windows OS provides better maximum throughput for message size
between 10K and 60K, and Linux for greater messages provides much better maxi-
mum throughput.

Size (KB) Conc. Mess. Win. Max. Throughput Win. Conc. Mess. Lin. Max. Throughput Lin.

0.2 118 13.1 126 13.97
2 117 27.03 121 2791
10 80 56.67 73 51.67
60 21 81.27 18 69.39
70 14 63.3 18 79.65
100 1 1.53 14 84.05
1000 0 0 1 37.8

Table 20.2 Maximums for different message size on Windows and Linux OS using XML Signa-
ture [135, 137]

Figure 20.10 depicts the maximum throughput comparison for a various message
size on Windows and Linux OS.

We can also conclude that the server provides the best throughput when it is
loaded with medium number of concurrent messages with medium size for both
OS:s.

20.5.3 Max. Throughput with XML Signature and XML
Encryption

This section analyzes the results of the experiments realized on both OSs for Concat
web service with both XML Signature and XML Encryption for varying server load
with different message size and number of concurrent messages.

Table 20.3 presents the measured maximum throughputs for particular message
size on both OSs for Concat web service with both XML Signature and XML En-
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Fig. 20.10 Maximum throughput comparison for a various message size on Windows and Linux

OS using XML Signature

cryption. We can conclude that Windows OS provides better maximum throughput
for message size between 2K and 10K, and Linux provides much better maximum

throughput for small and greater messages.

Size (KB) Conc. Mess. Win. Max. Throughput Win. Conc. Mess. Lin. Max. Throughput Lin.

0.2 61 14.31
2 60 23.74
10 50 52.14
60 10 51.84
100 1 9.21

1000 0 0

51
19
15
11

1

20.24
19.72
27.56
55.81
30.57
28.4

Table 20.3 Maximums for different message size on Windows and Linux OS using both XML

Signature and XML Encryption [135, 137]

Figure 20.11 depicts the maximum throughput comparison for a various message

size on Windows and Linux OS.

We can also conclude that the server provides the best throughput when it is
loaded with medium number of concurrent messages with medium size for both

OSs.
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Fig. 20.11 Maximum throughput comparison for a various message size on Windows and Linux
OS using both XML Signature and XML Encryption

20.6 Web Server Performance when Increasing Number of
Requests

This section describes the results of the performed tests to measure the response
time dependency of the message size and a given number of requests, for three
implementations of Concat web service as defined in Chapter 20 and hosted on
Windows OS.

Figure 20.12 depicts the response time for a given number of requests per second
for different message size for the three Concat web service implementations.

20.6.1 Response Time Overhead without Security

For small sized messages without security, the web service has better response time
when loaded with 10 or 100 messages per second, For bigger messages (over 30K),
the system performance is as expected, that is, higher response time for a huge
payload and bigger messages.

20.6.2 Response Time Overhead with XML Signature

For small sized signed only messages (smaller than 35K), the system has better
performance when loaded with 10, instead of loaded with 1. For a load with 100
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Fig. 20.12 Response time for a given number of requests in a second and message type, depending
of message size [136]

messages per second, the system performance is as expected, that is, higher response
time for a huge payload and bigger messages.

20.6.3 Response Time Overhead with Signature and Encryption

The results for signed and encrypted messages are similar as signed only messages.
That is, for small sized messages (smaller than 25K), the system has better per-
formance when loaded with 10, instead of loaded with 1. For a 100 messages per
second, the system performance is as expected.

20.7 Web Server Performance for Different Message Security
Type

This section describes the results of the performed tests to measure the response
time overhead of the security implementation, for a given number of requests and
various message size for three implementations of Concat web service as defined in
Chapter 20 and hosted on Windows OS.
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20.7.1 Response Time Overhead Implementing Security

In this section we analyze the response time overhead implementing signature to
the different sized messages, compared to the same unsigned message for different
payload of 1, 10 and 100 messages per second.

Figure 20.13 depicts the response time when implementing signature and both
signature and encryption to the unsigned messages, for a given number of requests,
and different message size for the three Concat web service implementations.
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Fig. 20.13 Response time overhead (ratio) for implementing security for a given number of re-
quests, depending of message size [136]

We can conclude that adding signature increases the response time ratio con-
stantly, near linear, growing slowly when increasing message size, but only for a
small number of requests, because for a huge number (100), the baseline payload
(without security) has huge response time. Implementing both signature and encryp-
tion creates similar overhead to the no security messages.

20.7.2 Response Time Overhead Adding Encryption

In this section we analyze the response time overhead adding encryption to the sig-
nature for different sized messages, compared to the same signed only message for
different payload of 1, 10 and 100 messages per second.

Figure 20.14 depicts the response time ratio when implementing both signature
and encryption to signature only messages, for a given number of requests, and
different message size.
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Fig. 20.14 Response time overhead (ratio) for adding encryption to the signature [136]

We can conclude that adding encryption to the signature increases the response
time ratio constantly, near linear, but only for a message size above 10K, growing
slowly when increasing message size. The ratio decreases at the range of a huge
messages and especially huge number of requests due to huge response time of
signed messages only.

20.8 Summary

This chapter analyzes the correlation of the two input factors, message size and
number of concurrent messages on implementing XML Signature and both XML
Signature and XML Encryption. The results show that increasing both parameters
degrade the web service performance.

Platform environment is also analyzed. Linux OS handles better the number of
concurrent messages and Windows the opposite, i.e. it handles better greater mes-
sages.

We analyze the maximum throughput via web services implementing different
security-level mechanisms based on WS-Security, i.e. implementing XML Signa-
ture and both XML Signature and XML Encryption. We compare both platform and
determine that Linux OS provides better throughput than Windows OS for small
number of messages with and without security implementation. When implement-
ing security Linux also provides better performance for huge messages. Windows
provide better performance for middle sized messages.






Chapter 21
Cloud Security Standardization

Abstract Cloud computing providers and customers services are exposed to new
security risks due to multi-tenancy, outsourcing the application and data, and vir-
tualization, besides existing security risks that appear on-premise. Therefore, both
the cloud providers and customers must establish even better information security
system and trustworthiness each other, as well as end users. This chapter overviews
main international and industrial standards targeting information security and ana-
lyzes their conformity with cloud computing security challenges. Almost all main
cloud service providers are ISO 27001:2005 certified, at minimum [126]. As a result,
an extension to the ISO 27001:2005 standard is proposed with new control objective
and two controls about virtualization management, to retain generic, regardless of
companys type, size and nature, that is, to be applicable for cloud systems, as well,
where virtualization is its baseline.

21.1 General Security Standards and Audit and Assessment
Guidance

This section presents the overview of main international and industrial standards
targeting information security published by the authors in [127] for the purpose of
this thesis research.

Many international standards, guidance, and best practices cover security issues.
We overview their domain and comment their conformity to cloud computing secu-
rity challenges.

21.1.1 NIST’s 800-53 R3 Security Controls

The NIST’s special publication 800-53 R3 [100] refers to Security Controls for Fed-
eral Information Systems and Organizations as another security control based guid-
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ance. It provides guidelines for selecting and specifying security controls for infor-
mation systems (ISs) supporting the executive agencies of the federal government
to meet the requirements of FIPS 200 [40]. The guidance defines total of 205 con-
trols grouped in 17 families of security controls for an information system and one
family of program management controls to manage information security programs.

The standard focuses on managing risks aroused from information systems with
risk management at the organizational level incorporated in NIST’s Special Publi-
cation 800-39 [99].

21.1.2 ISO 27000 Standard series

ISO 27000 is series of standards specifically reserved for information security mat-
ters:

e ISO 27001:2005. ISO 27001:2005 [73] certification for information security
management system (ISMS) can be considered as best solution for securing in-
formation assets and also to establish customer’s trust in CSP’s services. Mi-
crosoft proves that information security is central to its cloud operations [89]. The
standard adopts the “Plan-Do-Check-Act” model applied to structure all ISMS
processes. The model ensures that ISMS is established, implemented, assessed,
measured where applicable, and continually improved. The standard defines 133
controls grouped into 39 control objectives and 11 clauses. These controls shall
be selected as part of the process to establish ISMS suitable to cover the iden-
tified requirements. They are not exhaustive and additional control objectives or
controls may also be selected, or some can be excluded, but the prospective can-
didate must justify the exclusion.

e ISO 27002:2005. ISO 27002:2005 [74] is complementary to ISO 27001:2005.
It is a practical guideline for developing organizational security standards and
effective security management practices and to help build confidence in inter-
organizational activities.

e ISO 27005:2011. ISO 27005:2011 [75] provides guidelines for Information Se-
curity Risk Management (ISRM) in organization supporting the requirements
of ISMS. ISRM process consists of context establishment, risk assessment, risk
treatment, risk acceptance, risk communication and risk monitoring and review.

21.1.3 Audit and Assessment Standards and Guidance

A company must perform internal and external audits prior certification to obtain
ISO 27001:2005 Certificate. There are several guidance and certifications for this
purpose.
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COBIT 4.1. COBIT [71] developed by ISACA provides a set of 34 high-level
control objectives, one for each of the IT processes, grouped into four domains:
Plan and Organize, Acquire and Implement, Deliver and Support, and Monitor and
Evaluate. The structure covers all aspects of information and the technology that
supports it. By addressing these 34 high-level control objectives, the business pro-
cess owner can ensure that an adequate control system is provided for the IT envi-
ronment. COBIT version 5 is the newest release.

SAS 70 (Audit) Type II. SAS 70 [2], developed by AICPA, does not specify a
pre-determined set of control objectives or control activities that CSP must achieve,
but it provides guidance to enable an independent auditor to issue an opinion on a
CSP’s description of controls through a Service Auditor’s Report. SAS70 Type II
certifies that CSP had an in-depth audit of its controls (including control objectives
and control activities), which should relate to operational performance and security
to safeguard customers data. This helps the CSP to build trust with its custoomers.
Customers, on the other hand, with the Service Auditor Report from their CSP(s),
obtain valuable information regarding the CSP(s) controls and the effectiveness of
those controls. The standard SAS70 is now divided into parts and replaced by two
new standards: (1) SSAE No. 16 for Service Auditors and (2) Clarified Auditing
Standard for User Organizations. We have analyzed SAS 70 since many CSPs have
SAS 70 compliance.

There are other security standards that cover specific areas. HIPAA [24] ad-
dresses the security and privacy of health data and intends to improve the efficiency
and effectiveness of the health care system by encouraging the widespread use of
electronic data interchange. PCI DSS V2.0 [111] is developed to encourage and en-
hance cardholder data security and facilitate the broad adoption of consistent data
security measures globally. At high level it has 12 requirements to protect cardholder
data, which may be enhanced with additional controls and practices to further miti-
gate risks at acceptable level.

21.2 Efforts in Cloud Security Standardization

This section presents the analysis of Cloud Security Standardization efforts pub-
lished by the authors in [126] for the purpose of this thesis research.

Although general security standards can help CSPs in implementing information
security system, there is a need for more efforts for cloud security standardization.
CSA identified top threats to cloud computing in [30]. In order to mitigate the risks
of threats ENISA identified and assessed the risk level as a function of the business
impact and likelihood of the incident scenario [18].

NIST discusses the threats, technology risks, and safeguards for public cloud
environments and provides the insight needed to make informed IT decisions on
their treatment [97]. The main emphasis is set on security and data privacy.

The CSA’s initial report V2.1 [29] contains a different sort of taxonomy based
on 15 different security domains and the processes that need to be followed in an
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overall cloud deployment. New candidate domains are proposed for version 3 [28]
and are of the greatest interest to experienced industry consumers and security pro-
fessionals. Core functionalities, optional features, services, addressed threats, and
the challenges to be focused on are addressed for each candidate domain.

CSA puts a lot of efforts in its CSA GRC project [27]. A list of 98 controls
grouped into 11 groups is defined in [26]. Each control is mapped into compliant
control of other security standards or best practices.

21.2.1 Appropriate Standard for Cloud Security Challenges

The best solution for CSP’s information security system is to cover and meet both
the ISO standard and NIST guidance controls. But, it is not so simple. NIST’s 800-
53 [100] shows that a small number of controls are not covered in the other standard.
Also, neither NIST’s 800-53 security control subsumes ISO 27001:2005, nor oppo-
site. There are many security controls with similar functional meaning, but with
different functionality. Other security controls with similar topics are addressed in
the same control objective (ISO) or family (NIST), but has different context, per-
spective, or scope. Another problem is that some controls from one standard are
spread in several controls in the other standard.

The standards differ in their purpose and applicability, as well. While ISO
27001:2005 is general purpose and applies to all types of organizations, NIST’s
800-53 is applicable for information systems supporting the executive agencies of
the federal government.

The main concern here is: are the controls of both standards applicable to CSP
and all cloud service layers? Do they cover all the traditional security challenges, as
well as newly opened security issues in cloud? Are there any security challenges in
cloud computing not covered with these controls?

ISO 27001:2005 is a general purpose standard and therefore, its control objec-
tives are conformable to CSP. But the question remains: Are they enough for CSP’s
ISMS? Our further research is going into two directions: first, we measure the CC
efforts to be taken for each ISO 27001:2005 control objective if their services are
hosted on-premise or in the cloud. And second, we analyze if there should be any
other security control to be included in the ISO 27001:2005 controls.

21.2.2 CSPs’ Efforts towards Security

We continue with overview of the existing CSPs security certification and accred-
itations, as well as their security features. Table 21.2.2 presents the evaluation of
the security standards certification that existing CSPs have, as well as their security
features.
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CSp Amazon Salesforce Microsoft Google IBM

Security PCI DSS Level ISO 27001, PCI DSS, HIPAA, SAS 70 ISO 27001
Compliance 1, ISO 27001, SysTrust, SAS SOX, ISO 27001, Type II,

SAS 70 Type 11, 70 Type 11 SAS 70 TYPE 1 FISMA

HIPAA and II
Security AWS IAM, System status, Access control, 2-step Rational ~ App-
Features AWS MFA, Key Management segmenting  cus- verifica- Scan OnDe-

Rotation Commitment tomer data tion mand, Security
for privacy Services for
compliance

Table 21.1 Existing CSPs Security Certification and Accreditation, as well as Security Features
[126]

As shown, all CSPs have one or many security certificates or compliances for
their infrastructure. In addition, many CSPs not only they implement security fea-
tures in their cloud systems, but they also offer security features to their customers
to assess whether their services hosted in the CSP cloud are compliant to particular
security standard.

21.3 ISO 27001:2005 (in)Compliance for Cloud Computing

In this section we present the analysis of the ISO 27001:2005 requirements’ con-
formity to cloud computing security challenges published in [127] for the purpose
of this thesis research. The authors analyze particularly new cloud computing secu-
rity challenges, such as customer isolation, insider attacks, and security integra-
tion [44], due to cloud computing multi-tenancy, virtualization, and outsourcing
the customers’ data and applications. We evaluated that almost all main CSPs are
ISO 27001:2005 certified. Due to new security challenges we analyze if CSP’ ISO
27001:2005 Certificate will be enough to generate trust for customers that are se-
cured in the rented infrastructure, platform or software.

21.3.1 Security Challenges due to Virtualization

Traditional on-premise data-centers security solutions do not comply with virtual-
ized environment, because of the complex and ever-dynamic nature of cloud com-
puting [67]. The virtualization by itself does not affect the security if it is used on-
premise in a physical, logical and environmental isolated secured environment. IDS
and IPS systems can secure the internal virtual and physical machines from the ex-
terior environment, if they are into one autonomous system, that is, under same ad-



238 21 Cloud Security Standardization

ministrative governance. Figure 21.1 depicts multitenant environment where cross
VM attacks is possible.
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Mutli-tenancy in Virtualized Public Cloud - Off-Premise Datacenter

A

Fig. 21.1 Virtualized Multi-tenant Environment in IaaS and PaaS [29]

In cloud computing, especially in IaaS and PaaS, the resources are shared and
rented to the different customers. Even more, the same physical machine can be
shared to many different customers. The current virtualization is weak and can be
easily attacked [1]. The security solutions for some flaws are found, but new secu-
rity threats and vulnerabilities arise day by day. Thus, CSPs’ security perimeter is
broken from inside, making their IDS and IPS helpless. Therefore, CSPs must intro-
duce effective isolation among the customers, although allowing physical resource
sharing.

Multitenancy exists In SaaS cloud service layer, as well. There are three degrees
of data isolation for SaaS applications presented in Figure 21.2. In Isolated environ-
ment each tenant has its own database. Tenants in Semi-shared environment share
the database using a separate schema and in Shared environment share both the
database and the schema.

Isolated Semi-shared Shared

Tenant &

=]
E E T@A

Tenant B Tenant C

Tenant B Tenant C,

Separate Shared database Shared database
database Separate schema Shared schema
E1 E2 E3

Fig. 21.2 Virtualized Multi-tenant Environment in SaaS [151]
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We found several security solutions for virtualization challenges. The authors in
[59] propose SEC2 solution which enables users to customize their security policy
settings the same way they control their on-premise network. Virtualization-Aware
Security Solution CloudSec which monitors volatile memory to detect and prevent
for the kernel data rootkits is proposed in [68].

Analyzing ISO 27001:2005 requirements and their controls we concluded that
there is no control for virtualization. Clause 11 that covers access control and also
many standard controls, even the whole control objective, assume that operating
systems are on separate real machines. But in the reality, issues such as trusting
the VM image, hardening hosts, and securing inter-host communication are critical
areas in [aaS [149]. Therefore, we propose to include a new control objective for
virtualization management, with two controls: virtualization and virtual machines
control. For the former we propose: Information involved in virtual machines shall
be appropriately protected and for the latter: Virtual machines shall be adequately
managed and controlled, in order to be protected from internal and external threats,
and to maintain information security in transit. In addition to this, NIST defines
the control SC-30 Virtualization Techniques in [100], which is not mapped to any
control of ISO 27001:2005. NIST’s control is far from enough to cover all security
flaws due to multi-tenant virtualization in cloud computing.

21.3.2 Security, Data Protection and Privacy as-a-Service

Business does not fully accept cloud infrastructure, platform and software due to
security, data protection and privacy, as well as trust issues. Combining the advan-
tages of secured cloud storage and software watermarking through data coloring
and trust negotiation, the authors in [65] propose reputation system to protect data-
center access at a coarse-grained level and secure data access at a fine-grained file
level.

Such systems and solutions supersede and subsume the traditional security sys-
tems, and thus CSPs should implement them. Therefore, offering Security-as-a-
Service (SECaaS) and Data protection and privacy-as-a-Service will speed up cloud
market growth, both for the providers’ offers and clients, as well as cloud trustwor-
thiness. CSA offers 10 candidate domains for SECaaS [28].

Data privacy is treated in two controls in ISO 27001:2005 requirements. The
control 6.2.3 requires the client data privacy (for cloud customers) and the control
15.1.4 requires from the CSP to ensure data privacy. These two controls obligate
both the customers and the CSPs to manage the data privacy with higher importance.

As shown in Table 21.2.2, many CSPs are not only complained to some secu-
rity standards, but they offer services to customers to help them in their security
standard compliance, as well. Thus, the risks that arise from multi-tenancy and vir-
tualization will be mitigated, and mutual trustworthiness will be established among
CSPs, cusotmers and end users.
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21.3.3 Performance challenges

All cloud computing security solutions and techniques, and many other as well, de-
grade cloud services performance. Implementing identity and access management,
web and email security, intrusion management [28], as well as monitoring systems,
data coloring, and other traditional security services, such as web service security
produce data overhead and system latency which must be considered due to their
negative impact to server performance, and thereby to the system availability.

21.4 Summary

Business managers know that risks exist in spite of all the benefits of each new
technology or business model offers. There are a lot of regulatory violation, security,
trust and privacy issues. Thus, each company that dives ahead using the benefits of
cloud computing, should evaluate the risks found if moving its services into the
cloud, compare to if retain to the traditional solutions.

This chapter overviews main international and industry standards towards se-
curity, and analyze their conformity to cloud computing. There are many different
cloud security threats, vulnerabilities and control definitions, best practices, in order
to standardize cloud security, as well.

ISO 27000 series (27001:2005, 27002:2005, and 27005:2011) of standards are
defined as generic and they cover not only the technical solutions to technically
identified threats and vulnerabilities, but take into account the operational, organiza-
tional and management vulnerability, as well. Due to its generality, as well as many
open cloud security challenges, ISO 27001:2005 is not fully conformal with cloud
information security system. Therefore, we propose a new control objective in ISO
27001:2005 requirements, virtualization management, with two controls covering
virtualization and virtual machines control.



Chapter 22

Cloud Computing Security in Business
information systems

Abstract This chapter presents the research published by the authors in [129] and
[127] for cloud computing security challenges in business information systems.
Cloud computing becomes the best offer in ICT for data storage and processing,
offering flexible and scalable computing processing capacity. But, cloud comput-
ing may produce different risks with different impact to client company business
than traditional IT solutions. CSPs must implement effectively information secu-
rity management to reduce the security risks improving the cloud customer business
continuity. With high-level risk-based approach this chapter addresses the risks of
the security challenges in the cloud in order to improve the client company business
continuity if migrates its services into cloud. The comparative analysis of main se-
curity benefits and detriments of the cloud that impacts the business continuity was
not performed in the literature so far. The benefits that cloud computing offers to
business continuity are presented in order to depreciate the risks to acceptable level.

22.1 Security Challenges Moving into Cloud

This section presents the security challenges for the company when moving into
cloud published by authors in [129] for the purpose of this thesis research.

The security objectives of a company are a key factor to make decision about out-
sourcing their IT services, especially data and applications to a public cloud comput-
ing environment [97]. But, in some cases, cloud computing offers enhanced security
benefits to the companies; for small companies with limited qualified IT adminis-
trators and security officers, and lack of business growth, it provides opportunity for
overall security improvement.

Many organizations arent comfortable storing their data and applications on sys-
tems that reside outside of their on-premise datacenters [19]. This might be the sin-
gle greatest fear of cloud clients. One approach to security challenges in the cloud is
technical approach. Thus, [81] focuses on technical security issues arising from the
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usage of cloud services and especially by the underlying technologies used to build
these cross-domain Internet-connected collaborations.

[97] provides an overview of the security and privacy challenges pertinent to pub-
lic cloud computing and points out considerations organization should take when
outsourcing data, applications, and infrastructure to a public cloud environment. The
advantages and disadvantages (in the context of data security) of using a cloud com-
puting environment are presented in [68]. It also analyzes the data security risks and
vulnerabilities which are present in current cloud computing environments. [149]
illustrates the unique issues of cloud computing that exacerbate security and privacy
challenges in clouds and discusses various approaches to address these challenges
and explore the future work needed to provide a trustworthy cloud computing envi-
ronment. [21] makes a step forward and proposes to extend control measures from
the enterprise into the cloud through the use of Trusted Computing and applied
cryptographic techniques to alleviate much of todays fear of cloud computing.

We found nice high-level approach of security management in cloud computing
in [117] where the authors provide an overall security perspective with the aim to
highlight the security concerns that should be properly addressed and managed to
realize the full potential of cloud computing. Different cloud delivery and deploy-
ment models are matched up against some of the information security requirements.

However, so far there are no papers that analyze how cloud security vulnerabili-
ties and threats impact to both the clients and providers business continuity and it is
our challenge and main topic in this paper.

22.2 Risk-based Approach

This section presents the risk-based approach for the company when moving into
cloud published by authors in [129] for the purpose of this thesis research.

Business managers know that risks exist in spite of all the benefits of every new
technology or business model offers. Also, many issues like regulatory violation,
security, trust and privacy appear. Thus, each company that dives ahead using the
benefits of cloud computing, should evaluate the risks found if moving into the
cloud, as well as if stay to the traditional solutions.

The main challenge when moving into cloud is security. Outsourcing data and
application, virtualization and hypervisors, heterogeneity, lost security perimeter are
some of the issues that should be addressed at least. The client company should
define risk assessment mechanism to define levels of risk and make it part of the
system development life cycle. Without preparation of risk assessment, it would be
impossible to evaluate whether company systems are candidates for operating in the
cloud and to assess the potential CSPs for their risk management practices. When
this process is accomplished, the company systems and projects can have their risk
assessments mapped with the CSP and a decision can be reached about whether
moving into cloud is appropriate for the systems.
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This risk assessment should not be a static one, but a dynamic, in order to meet
the latest standards and trends. Both the cloud client and provider should evaluate
the risks for the cloud services according the providers cloud design and the users
service risk assessment. Also, hypothetically and eventually leaving the cloud, that
is, moving back to the traditional solutions, should be covered in the risk assessment.

It is often possible for cloud clients to transfer the risks to the cloud provider, if
applicable. However, neither always nor all risks can be transferred to the provider.
If some risk leads to the incident scenario with business failure, serious damage to
reputation or legal implications, it is hard or even impossible for any other party to
compensate for this damage. Ultimately, you can outsource responsibility but you
can’t outsource accountability [18]. Therefore, the motivation of this research is
to address the main security challenges in the cloud, especially those that can be
disastrous to the cloud client business, and have impact to the business continuity.

22.2.1 Information Security Risk Management

Cloud features, such as scalability and flexibility, impacts both positive and negative
to the security [18]. The massive concentrations of data, applications, servers and
resources in the cloud provoke the hacker efforts to attack, but on the other hand,
cloud-based defenses can be more robust, scalable, etc, offering better protection as
the cost for traditional solutions defenses. Therefore, both the client and provider
should perform the information security management.

The potential cloud clients should establish metrics and standards for measuring
performance and effectiveness of information security management before moving
into the cloud. Therefore, the risks of using cloud computing should be assessed
and compared to the risks of staying with in-house solutions [18]. CSPs should also
include metrics to assist customers in implementing their Information Risk Man-
agement requirements. The potential cloud clients should understand their current
metrics and how they will change when operations are moved into the cloud, where
a provider may use different (potentially incompatible) metrics [29].

A formal risk assessment process, as a part of the security risk management pro-
cess, should be established that allocates security resources linked to clients busi-
ness continuity and to compare the risks of using cloud computing with the risks of
staying with traditional solutions.

22.2.2 Risk Assessment Process

Security risk assessment is activity where the risks are identified, quantified or qual-
itatively described, and prioritized against risk evaluation criteria and objectives rel-
evant to the organization. This activity should be the main sub process during the
Security Risk Management, because all the assets in cloud are exposed neither to
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the same risks, nor to the same risk level as before moving into cloud. The same
assumption can be made in the eventually reverse process, which is, moving back
from the cloud to the traditional solutions.

Security risk assessment is critical process which helps the company identify-
ing, selecting / excluding security controls during the process of establishing the
ISMS for ISO 27000 certification candidates, or during the processes of reviewing
ISMS and its improvement. Lack of attention in risk assessment when migrating
into cloud, can increase the information security audit findings. Even more, some
of the risks can be unidentified or remain untreated. This motivated us to deeper
explore the effects of risk in business continuity when moving into cloud.

Besides the protection of information assets, detailed and technical security risk
assessments in the form of threat modeling should be applied to applications and
infrastructure as well, due to their outsourcing.

The risk evaluation is the next activity after the risk identification and estima-
tion [75]. For each asset, the relevant vulnerabilities and their corresponding threats
should be considered, and if there is vulnerability without a corresponding threat, or
a threat without corresponding vulnerability, there is presently no risk (but precau-
tion should be taken if the situation is changed eventually).

Also, other important issue is the business impact of the incident, as well as the
likelihood to happen. [30] provides needed context to assist organizations in making
educated risk management decisions regarding their cloud adoption strategies.

A matrix for risk quantification to successful risk measurement in a scale of 0-8
is defined in [75], annex E. The risks are rated as low (scale 0-2), medium (scale
3-5) and high risk (scale 6-8) as shown on Figure 22.1.

L‘K?:g‘cm T"f Very Low Low Medium High Very High
scenario (Very Unlikely) (Unlikely) (Possible) (Likely) (Frequent)
Very Low 0 1 2 3 4
Low 1 2 3 4 5
Business
Impact Medium 2 3 4 5 6
High 3 4 5 6 7
Very High 4 5 6 7 8

Fig. 22.1 The risk level as a function of the business impact and probability of incident scenario
[75]

With these rating, business managers can evaluate the risks before and after even-
tually moving into cloud, and they can measure whether the risks are acceptable and
treated as planned.
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22.3 Business Continuity vs Cloud

This section presents the business continuity challenges for the company when mov-
ing into cloud published by authors in [129] for the purpose of this thesis research.

This section briefly describes why Business Continuity and Disaster Recovery
Planning is important and points the security benefits and detriments that impact
to the cloud client business continuity. It also introduces proposals which minimize
the impact to business continuity and the probability of incident scenario for each
detriment. These main risks can be assessed appropriately and mitigated to the ac-
ceptable level by applying recommendations in these proposals according to matrix
for risk level as a function of the business impact and probability of incident scenario
[75].

22.3.1 Why Business Continuity and Disaster Recovery Planning?

The main goal of every company is to make the business growth. To achieve business
growth, the company must have plans in place that will allow business continuity.
The purpose of every business continuity / disaster recovery planning is to min-
imize the impact of any predictable / unpredictable interruption event on business
processes. Business continuity and resiliency services helping businesses avoid, pre-
pare for, and recover from a disruption. The cloud client business continuity and dis-
aster recovery plan should include scenarios for loss of the cloud providers services,
and even for the providers loss of its third party services and third party-dependent
capabilities [29]. In BCP, cloud client must determine who to contact if security in-
cident occurs, or other events that require investigation, identification, notification,
reaction, or even eventually legal actions. This plan should be tested periodically
together with the cloud provider. As the cloud provider becomes an external party
the client relies, the cloud provider has to develop and approve BCP, mapped to
the international standards, such as [75, 73]. The CSP must supply the client with
providers:

e Documentation for assets and resources are assessed and audited, as well as the
frequency of the assessments and audits.

e Incident management, business continuity and disaster recovery plans, policies,
and processes and procedures
Review of co-location and back-up facilities, if applicable
Providers critical services, key performance indicators (KPIs), and the way they
are measured

In order to make a decision if the business migrate the services from traditional
solutions to the cloud, business managers should complete and sustain the risk as-
sessment, establish risk acceptance and measure the security risks in both solutions,
especially the situation if they impact to the business continuity. Table 22.3.1 as
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pointed out in [3] lists many events which could have impact to the cloud client
business continuity, some of them potentially disastrous.

Avalanche Flood Shooting
Severe Weather (heat, cold, Natural Gas Leak Fuel Shortage (usually associated
blizzard, etc.) with a loss of main electrical power)
Biological Hazard Heating Ventilation or Air Bomb Threat
Conditioning Failure
Civil Disorder Hostage Situation Kidnapping
Telecom Outage Acts of Terrorism Theft
Robbery Train Crash or Derailment Lightning Strike

Computer/Software  Failure, Employee/Union strike  Acts of Vandalism
Virus or Destruction

Pandemic Picketing Power Outage

Fire Damage Water Damage Radiological Hazard

Table 22.1 Potentially Disastrous Events [3]

22.3.2 Business Continuity Benefits from the Cloud

This section presents the business continuity benefits for the company when moving
into cloud published by authors in [129] for the purpose of this thesis research.

Several papers [81, 21, 18, 29, 149, 97] have mentioned many security vulner-
abilities and threats, but this section summarizes all relevant efforts and introduces
another dimension. Despite the security challenges and risks appeared to the busi-
ness continuity if moving into cloud, we address several benefits that cloud com-
puting has over traditional business continuity, as well. These benefits improve the
clients BCP and depreciate the impact of the incidents to the clients business.

Eliminating downtime. SaaS offers advantages over traditional computing, for
example, in the email services. Thus, SaaS ensures that email messages are never
lost and makes the system outages virtually invisible to end users no matter what
happens to your employees or infrastructure.

Better Network and Information Security Management. Company can outsource
noncritical applications and its data to cloud, where they can run with better perfor-
mance, which allows the company IT department to focus on critical applications.
This also improves company network security and user access management.

Disaster Recovery Backup Management. The successful recover from a disaster
depends mainly of the quality and the frequency of backups. Cloud offers much
better layered backup strategy. This feature offers to have a better Recovery Point
Objective (RPO).

Disaster Recovery Geographic Redundancy. Cloud Providers offer a built-in
geographic redundancy in the form of regions and availability zones. This feature
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offers to decrease the Recovery Time Objective (RTO). We must note that many of
the events in Table 1 are geographically related.

Avoid or eliminate disruption of operations. Some clouds expose a hash (Ama-
zon S3 generate an MD5 hash) when store an object, thus eliminating the need for
forensic image verification time.

Increased Availability. The scalability feature of cloud computing facilities al-
lows for greater availability. Redundancy exists all over the cloud environments and
on-demand resource capacity increases service availability.

DoS Attack Depreciation. Redundancy and on-demand resource scalability also
provide better resilience when facing distributed denial of service attacks, as well as
for quicker recovery from serious incidents.

22.3.3 Business Continuity Detriments

This section presents the business continuity detriments for the company when mov-
ing into cloud published by authors in [127] for the purpose of this thesis research.

Cloud computing produces many open security issues to be assessed. Migrating
company services into cloud moves their data and applications outside of the com-
pany security perimeter. This outsourcing opens new security issues and amplifies
existing, thus increasing the company’s security overall risk. Multi-tenancy, sup-
ported by virtualization, is another important security flaw producing new threats
and vulnerabilities from inside, the co-tenants. The current isolation facility within
clouds i.e. virtualization is weak and can be easily attacked [1]. The problem is even
worse in the case of tenants are hosted on the same physical hardware. Thus, CSPs
and customers must ensure the customer data and applications are “really” secured
and the risks are mitigated to the customer’s acceptable level.

Business continuity and Disaster recovery are only one domain of all the domains
for CSA’s SECaaS [28]. In this section we analyze the security detriments cloud
computing offers and are aware that some benefits will also produce detriments. We
overview some of the main risks that impact the business continuity together with
some solutions that mitigates the risks to acceptable level:

e Multi-tenant environment. Although the cloud can offer better protection and
defense for the same cost than traditional solutions it has a detriment as well.
Different cloud tenants are serious potential threat in shared and multi-tenant
environment and especially in the public clouds. This is not the case in the tra-
ditional in-house solution even if virtualization techniques are used. Each CSP
should develop a methodology to evaluate the tenants and categorize them into
categories with trustfulness purposes. This is especially important for IaaS and
PaaS where a client can impact more to its own security, but also is threat to other
tenants.

e Heterogeneity, Complexity, Interoperability. Business continuity depends not
only on the effectiveness and correctness of system components, but also on the
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interactions among them. Subsystem component heterogeneity leads to difficult
interoperability. Number of possible interactions between components increases
the system failure probability. Complexity typically relates inversely to secu-
rity, with greater complexity giving rise to vulnerabilities [97]. Defining security
standards for adapters, wrappers, transducers, and data transformation, as well as
performance analysis can offer stable system solution and mitigate the risks.

e Regulatory and Standards Compliance. A CSP must provide an evidence that
meets the standards and regulatory a company needs. Each CSP should permit
the regular audits by the customers. A cloud customer should assess the risks
and include them into risk acceptance plan if acceptable. If not, the services with
unacceptable risks should stay in-house. ISO 27001:2005 covers these issues
well in several controls.

e Loss of Control. A company must transfer some control of the assets, appli-
cation, etc. to the CSP. Cloud customers must assure that their CSP can meet
SLA requirements, and if not, they must assess the risks and include them into
BCP. Also, we suggest to CSPs regulatory to obligate cloud customers to concern
about security in SLA agreement.

o Disaster Recovery - RPO and RTO. Although the cloud can offer better RPOs
and RTOs [129] we assume that maybe CSP had not defined these objectives or if
defined they are worse than cloud customers would expect. The cloud customers
must be ensured that CSP’s RPOs and RTOs are defined in compliance with its
own, as well as the CSP can satisfy such defined requirements.

e Performance challenges. All cloud computing security solutions and techniques
degrade cloud services’ performance. Implementing identity and access manage-
ment, web and email security, intrusion management, [28], as well as monitor-
ing systems, data coloring, and other traditional security services, such as web
service security produce data overhead and system latency. They must be consid-
ered due to their negative impact to server performance and thereby to the system
availability.

e Data Protection, Privacy and Location. Although replication produces secu-
rity benefits in Disaster Recovery and system availability, it produces a security
detriment. Thus, along with virtualization, it complicates the access control man-
agement and data privacy. Outsourcing only noncritical applications and its data
to cloud, if applicable, shall provide the client company with even better data
protection and management compared to traditional solutions. CSPs must ensure
cloud customers into their operations and privacy assurance. Privacy-protection
mechanisms must be embedded in all security solutions [149]. This risk directly
impacts the regulatory compliance risk and company business reputation. Au-
diting and logging tenant’s activities can reduce the risk of incidents, as well as
including obligations in the SLA agreements. ISO 27001:2005 defines controls
for audit and logging, but CSP must also include new controls we propose. In
some cases the applications and data might be stored in countries where their
judiciary concern and lead to regulatory incompliance. Keeping them in-house
or in a hybrid cloud with the appropriate SLA can mitigate the risk.
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22.4 Summary

No paper so far has presented business continuity aspects in detail of cloud comput-
ing and it challenged us to address the cloud computing model security detriments
that depreciate the cloud customer business continuity: data privacy and protection,
regulatory and standards compliance, loss of control, data location, heterogeneity,
complexity, and interoperability, multi-tenant environment, and disaster recovery -
RPO and RTO compliance and effectiveness.

We address cloud computing model security beneficial that improves the business
continuity: eliminating downtime, better network and information security manage-
ment, disaster recovery with both backup management and geographic redundancy.
It also avoids or eliminates disruption of operations, increases service availability
and DoS attack.

This chapter introduces proposals which minimize the impact to business conti-
nuity and the probability of incident scenario for each detriment. These main risks
can be assessed appropriately and mitigated to the acceptable level by applying rec-
ommendations in these proposals according to matrix for risk level as a function of
the business impact and probability of incident scenario [75].






Chapter 23

New Methodologies for On-premise vs Cloud
Security Evaluation

Abstract The main question at the beginning was if the cloud concept can become
basic ICT choice for the companies. Nowadays the main question is when the cloud
will become basic ICT choice for the companies. However, not all companies will
migrate their services in the public cloud. Some will keep the services on-premise
and others will migrate into their own private clouds. Several security challenges
migrating in the cloud are described in Section 22.1. This chapter presents the new
methodologies that were published by the authors in [127] and [126] for security
evaluation of the security on-premise or in the cloud and cloud service layers. ISO
27001:2005 control objectives are taken as a baseline for the evaluation.

23.1 ISO 27001:2005: On-Premise vs Cloud

This section presents the new methodology that was published by the authors in
[127] for security evaluation of the security on-premise or in the cloud.

The first dilemma for IT security and business managers is what is the risk of
moving into the cloud. Since previous sections in this part present that all CSP’s are
at minimum ISO 27001:2005 certified, this section evaluates it and proposes a model
to measure the ISO 27001:2005 control objectives importance for both on-premise
and cloud solutions. We assess and assign a quantitative metric for each control
objective importance. With the qualitative and quantitative analysis we compare
the applicability and importance of ISO 27001:2005 control objectives as a general
purpose standard, and the fact that the cloud techniques subsume the on-premise
ones.
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23.1.1 Metric Definition

As the CSP becomes an external party that cloud customer relies, the cloud costomer
must transfer some security issues to CSP, but also to increase the domain in SLAs.
We define three possible values for the importance of each control objective in ISO
27001:2005, both for on-premise and in the cloud. Table 23.1 shows the explana-
tion of each importance. We omit particular control objectives that has no effect if
the services are hosted on-premise or in the cloud, i.e. operational or management
control objectives.

# Description

-1 Transfered partially to SLA and remain as Control Objective
0 Same importance
+1 Control Objective with increased importance

Table 23.1 Control objective importance metrics [127]

23.1.2 Evaluation of Control Objectives Importance

Comparison of the differences among cloud computing versus traditional on-premises
computing can be carried through deducing which resources or services are executed
by cloud customer or CSP. Such comparison is given in [22]. The responsibilities
for all parts of the IT services hosted on-premises are on the resource owner, i.e.
the customer. Going from IaaS, through Paas to SaaS cloud service layer, more and
more responsibilities are transferred from the cloud customer to the CSP.

We evaluate each control objective importance on-premise and in cloud using the
comparison and metric definitions in Table 23.1. According to control classification
in [100] for control objectives, management and operational control objectives do
not depend if the company services are hosted on-premise or in cloud. For example,
the company must define security policy, no matter of information systems’ size and

type.

23.1.3 Analysis of Control Objectives Importance

The results of the evaluation are presented in Table 23.2. 18 control objectives de-
preciate their importance, 2 control objectives increase the importance and 7 control
objectives retain the importance. We must emphasize that importance depreciation
does not mean that a given control objective meaning is decreased or even irrelevant
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or that particular control objective should be excluded, but the control objective obli-
gations are somehow be transferred to the CSP, and should be integrated (partially or
all controls of a given control objective) into SLA agreement signed between CSP
and cloud customer. During the processes of establishing or reviewing ISMS and
its improvement, the prospective cloud customer can use this evaluation to select /
exclude the controls and control objectives to cover the identified requirements, and
to put more effort to control objectives with higher importance.

Control Objective Value
External parties +1
Third party service delivery management +1
Responsibility for assets -1
Information classification -1
Secure areas -1
Equipment security -1
System planning and acceptance -1
Protection against malicious and mobile code -1
Back-up -1
Network security management -1
Media handling -1
Electronic commerce services -1
Monitoring -1
User access management -1
Network access control -1
Mobile computing and teleworking -1
Security of system files -1
Technical Vulnerability Management -1
Reporting information security events and weaknesses -1
Compliance with security policies and standards, and technical compliance -1
Operating system access control 0

Application and information access control

Cryptographic controls

Management of information security incidents and improvements
Information security aspects of business continuity management
Compliance with legal requirements

Security in development and support processes

eNeoNoNoNeNel

Table 23.2 Evaluation of ISO 27001:2005 Control Objectives [127]

Fig. 23.2 presents the percentages of control objectives that increase, decrease
or retain the level of importance in cloud solution compared to on-premise. We
conclude that 2/3 of control objectives are with depreciated importance in cloud
and only 7.41% increased the importance when moving into the cloud. Also, the
number of control objectives with depreciated importance is 9 times greater than
the one with increased importance.
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Fig. 23.1 Control objective comparison: On-premises computing versus cloud [127]

23.2 ISO 27001:2005 Evaluation in All Cloud Computing Service
Layers

This section presents the new methodology that was published by the authors in
[126] for security evaluation of the security on-premise or particular cloud service
layers and their average.

In this Chapter we propose a model to measure the ISO 27001:2005 con-
trol objectives importance for both on-premise and cloud solutions, due to ISO
27001:2005’s generality and because of almost all main CSPs’ are ISO 27001:2005
Certified (Table 21.2.2). We assess and assign a quantitative metric for each control
objective importance, with details in [aaS, PaaS and SaaS cloud service layers. With
the qualitative and quantitative analysis we compare the applicability and impor-
tance of ISO 27001:2005 control objectives as a general purpose standard, and the
fact that the cloud techniques subsume the on-premise ones.

23.2.1 Metric Definition

We define 6 possible values for the importance of each control objective. Table 23.3
shows the explanation of each importance. We put value ”-” if particular control
objective has no effect if the services are hosted on-premise or in the cloud, e.g.
some operational or management control objectives. Values from 1 to 5 mean that
particular control objective has different importance if the services are hosted on-
premise or cloud, with given explanation for each importance value.
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# Importance

- Irrelevant if service is hosted on-premise or cloud

1 Minimal importance (most part moved to SLA)

2 Partial importance

3 Important

4 High importance (almost always)

5 Highest importance (important for each company / IS)

Table 23.3 Control objective importance metrics [126]

23.2.2 Control Objectives Importance Evaluation

Comparing the differences among three service layers of cloud computing versus
traditional on-premises computing can be carried through deducing which resources
or services are executed by cloud customer and CSP. We can see such comparison
on Fig. 1.2 [84]. The resources and services in responsibility of the CSP are shown
in green boxes, while those in responsibility of the cloud customer are shown in
red. Fig. 1.2 shows that SaaS solution may be used from anywhere and at any time,
provided a client (web browser) and internet connection. These features make SaaS
software most attractive for SMEs, and require no additional expensive and complex
resources and hardware on customer’s part.

In Fig. 1.2 is clearly presented that the responsibilities for all parts of the IT
services hosted on-premises are on the resource owner, the customer in our case.
Going from Iaa$S, through Paas to SaaS service layer in the cloud computing, more
and more responsibilities are transferred from the cloud customer to CSP. Therefore,
cloud customers should transfer the security responsibilities to CSP, as well, and
thus, most part of ISO 27001:2005 control objectives shall depreciate their values
going from On-premise, to Iaas, Paas or SaaS.

Using this comparison, and according to defined metrics in Table 23.3, we evalu-
ate each control objective importance on-premise and in IaaS, PaaS and SaaS cloud
service layers. At the beginning, using control classification in [100] for control
objectives, that is, (1) Management, (2) Operational and (3) Technical class, we
grouped the ISO 27001:2005 control objectives. For (1), management control ob-
jectives, we expect that their importance do not depend if the company services are
hosted on-premise or in cloud. For example, the company must define security pol-
icy, no matter of information systems’ size, type, hosting and number. For (2), Op-
erational control objectives, we expect that their importance should be depreciated
if hosted in cloud, due to cloud benefits, such as redundancy, scalability, geographic
spread, etc. For (3), Technical control objectives, we also expect that their impor-
tance should be depreciated if services are hosted in cloud, due to technical benefits
offered by the cloud.

The summary results of the evaluation are presented on Table 23.4. The first two
columns are the control objectives with their codes, as defined in ISO 27001:2005.
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The presented values in Table 23.4 are achieved on our evaluation of ISO 27001:2005s
control objective importance factor, both for on-premise and the three cloud service
layers, i.e. IaaS, PaaS and SaaS. Details of the evaluation are presented in 23.3. As
we can see, many control objectives depreciate their importance, but also, few other
control objectives increase. We must emphasize that importance depreciation does
not mean that a given control objective meaning is decreased or even irrelevant or
that particular control objective should be excluded, but the control objective obli-
gations are somehow be transferred to the CSP, and should be integrated (partially
or all controls of a given control objective) into SLA agreement signed between
particular CSP and cloud customer. During the processes of establishing the ISMS
for ISO certification candidates, or during the processes of reviewing ISMS and its
improvement, the prospective cloud customer can use this evaluation to select / ex-
clude the controls and control objectives to cover the identified requirements, and to
put more effort and resources to control objectives with higher importance.

We must address that the evaluation is made for a SMEs, having their own in-
formation system, network and hardware equipment, since EU industry is mainly
composed by SMEs [18].

23.2.3 Control Objectives Importance Analysis

After the evaluation, we proceed to qualitative and quantitative analysis on the re-
sults of the evaluation. In the quantitative analysis, we analyze the number of con-
trol objectives which importance increased / decreased for on-premise, as well as
for each cloud computing service (IaaS, PaaS, SaaS) and their average. From the
results shown in Fig. 23.2, we conclude that for each cloud computing service, the
number of control objectives with depreciated importance for each cloud service
layer (IaaS, PaaS, SaaS) is four to ten times greater than the number of the control
objectives with increased importance when moving into the cloud.

In the qualitative analysis, we analyze the sum of control objectives importance
value for each cloud service layer and the average, compared to the sum of the im-
portance value of the same control objectives when hosted the services on-premise.
From the results, shown in Fig. 23.3, we conclude that for each cloud computing
service layer, total sum of control objective importance values into the cloud depre-
ciates compared to on-premise, that is, before moving into the cloud. The percent-
ages of the importance value depreciation are 7.76%, 18.10%, 47.41%, 18.10% for
SaaS, IaaS, PaaS and Average, respectively.

We can conclude that both quantitative and qualitative analysis result in the con-
trol objectives importance depreciation, in all three cloud service layers, as well as
in their average. The depreciation percentages show some paradox, that is, the dis-
tribution of control objective importance is not equal to the responsibilities of CSP
and cloud customer, especially for SaaS, where it is expected to downgrade the im-
portance near to zero. This is due to generality of ISO 27001:2005 and the fact that
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#

Control Objective

On-premise SaaS IaaS PaaS Avg

5.1
6.1
6.2
7.1
72
8.1
8.2
8.3
9.1
9.2
10.1
10.2
10.3
10.4
10.5
10.6
10.7
10.8
10.9

Information security policy

Internal organization

External parties

Responsibility for assets

Information classification

Prior to employment

During employment

Termination or change of employment
Secure areas

Equipment security

Operational procedures and responsibilities
Third party service delivery management
System planning and acceptance
Protection against malicious and mobile code
Back-up

Network security management

Media handling

Exchange of information

Electronic commerce services

10.10 Monitoring

11.1
11.2
11.3
11.4
11.5
11.6
11.7
12.1
12.2
12.3
12.4
12.5
12.6
13.1
13.2

14.1

15.1
15.2

15.3

Business requirement for access control

User access management

User responsibilities

Network access control

Operating system access control

Application and information access control
Mobile computing and teleworking

Security requirements of information systems
Correct processing in applications
Cryptographic controls

Security of system files

Security in development and support processes
Technical Vulnerability Management

Reporting information security events and weaknesses
Management of information security incidents and im-

provements

Information security aspects of business continuity

management
Compliance with legal requirements

Compliance with security policies and standards, and

technical compliance
Information systems audit considerations

1
5
5
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Table 23.4 Existing CSPs’ Security Certification and Accreditation, as well as Security Features

[126]
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Fig. 23.2 Comparison between On-premises computing versus cloud service layers - IaaS, PaaS
and SaaS [126]
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Fig. 23.3 Qualitative analysis on ISO 27001:2005 control objectives when moving into each cloud
service layer [126]
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cloud customers will still have information and assets on-premise, employees, legal
issues, etc.

23.3 ISO 27001:2005 Quantification

Table 23.5 presents the details of importance factor evaluation for each ISO 27001:2005
control objective. The importance factor depends on fact whether the company ser-
vices are hosted on-premise or in cloud.

# Control Objective

5.1 Information security policy: The organization must define security policy,
no matter if the services are hosted on-premise or in cloud. Therefore this
control objective is not evaluated.

6.1 Internal organization: The information security must be managed within
the organization for both solutions. Therefore this control objective is not
evaluated.

6.2 External parties: The organizations information and information processing
facilities are accessed, processed, communicated to, or managed by external
parties in each cloud service layer and we evaluate each cloud service layer
with 5. For on-premise hosting the organization does not use external party
services and we evaluate with 1.

7.1 Responsibility for assets: The organization must manage appropriate pro-
tection of organizational assets on-premise regardless of company type (eval-
uate with 5). In Taas and PaaS the organization transfers some of the assets
(reduced to importance 4), and in SaaS most of the application data are com-
pletely transferred (reduced to importance 3, as data field is green in Figure
1). However, many other assets like mobile phones, paper accounting docu-
ments, usbs, etc the organization must manage.

7.2 Information classification: Each organization shall perform an appropriate
level of protection to information on-premise (importance is 5). Some of
the procedures for information handling are transferred to CSP for IaaS and
PaaS, and more for SaaS as data field is green for SaaS.

8.1 Prior to employment: The organization must ensure that employees, con-
tractors and third party users understand their responsibilities, and are suit-
able for the roles they are considered for, and to reduce the risk of theft, fraud
or misuse of facilities for both solutions. Therefore this control objective is
not evaluated.

8.2 During employment: Similar to 8.1 this control objective is not evaluated.

8.3 Termination or change of employment: Similar to 8.1 this control objective
is not evaluated.



260

9.1

9.2

10.1

10.2

10.3

10.4

10.5

10.6

23 New Methodologies for On-premise vs Cloud Security Evaluation

Secure areas: The organization must prevent unauthorized physical access,
damage and interference to the organizations premises and information.
Some organizations are tenants in secured areas and therefore we evaluate
on-premise with 4. The organization transfers most of this facility to CSP
(Networking, Storage and Servers are green in Figure 1) and the importance
factor is 2 for all cloud service layers.

Equipment security: Similar to 9.1, but some equipment stays on premise
and thus the equipment security is important in all cloud service layer.
Operational procedures and responsibilities: The organization must se-
cure the information processing facilities for both solutions. Therefore this
control objective is not evaluated.

Third party service delivery management: This control objective is very
important for cloud solution as the CSP is external party and in many cases
customer depends on third party service delivery (CSPs external parties like
CSPs Internet service providers, power supply, etc). A customer must imple-
ment the control objective requirements into its BCP. Importance factor for
on-premise is evaluated with 1 and for cloud with 5 since the external parties
on-premise become third party in each cloud solution.

System planning and acceptance: For this control objective we put 4 for on-
premise due to standard generality, i.e. not all organizations possess informa-
tion systems or update them. Going from IaaS to SaaS the organization shall
transfer to CSP with SLA the risk of systems failures. In [aaS the hardware
resources are transferred to CSP, in PaaS operating systems and runtime, as
well, and in SaaS the applications. Therefore we decrease the importance
factor starting from 1 for on-premise and going from IaaS to SaaS.
Protection against malicious and mobile code: Same as 10.3 the impor-
tance factor is evaluated to 4 for on-premise due to standard generality. Pro-
tection level of the integrity of software and information for On-premise and
TaaS solutions is the same. In PaaS solution CSP shall have some procedures
to protect the customer (decreased importance by -1), and in SaaS CSP have
the full responsibility of the operating systems and the applications (trans-
ferred in SLA, i.e. importance factor is 1).

Back-up: Similar evaluation as 10.4, except for on-premise where each or-
ganization regardless of its nature, type and size must perform backup on
some assets (Legal requirements, Archive, Accounting etc).

Network security management: The organization in on-premise solution
must ensure the protection of information in networks and supporting infras-
tructure (importance factor is 5). IaaS and PaaS are evaluated with 2 as the
organization transfers more of the responsibility to CSP (there is network
traffic, such as VPN or remote control from the organization to CSP). SaaS
is evaluated with 1 solution the organization transfers the responsibility com-
pletely to CSP as defined in SLA.
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10.7

10.8

10.9

Media handling: Some media are unnecessary for cloud solution, such as
backup media. However, not all media are transferred to CSP; for IaaS and
PaaS the organization shall prevent smaller number of media than on-premise
(importance factor is high 4), and even less for SaaS (importance factor is 3).
Exchange of information: The security of information and software ex-
changed within an organization and with any external entity is not affected
if the services are on-premise or hosted in the cloud. Therefore this control
objective is not evaluated.

Electronic commerce services: The value of importance factor for on-
premise solution is 5 if the organization uses e-commerce services. The im-
portance in [aaS and PaaS decreases and for SaaS solution the CSP has com-
pletely responsibility, similar to 10.5.

10.10 Monitoring: The organization transfers the responsibility for monitoring to

11.1

11.2

11.3

11.4

11.5

11.6

11.7

12.1

12.2

CSP going from laaS to SaaS, similar to 10.9

Business requirement for access control: This is high-level control objec-
tive and access control policy shall be established regardless the solution.
Therefore this control objective is not evaluated.

User access management: The organization transfers more of the responsi-
bility to CSP (in SLA) going from IaaS to SaaS similar to 10.5. The differ-
ence is in SaaS since we evaluate it with 2 because the organization has to
manage physical access.

User responsibilities: Users have the same responsibilities no matter where
the information is. Therefore this control objective is not evaluated.
Network access control: The organization transfers the responsibility for
monitoring to CSP going from IaaS to SaaS and therefore this control objec-
tive is evaluated similar to 10.5.

Operating system access control: For on-premise, [aaS and PaaS the orga-
nization has the responsibility for operating system access control (impor-
tance factor is 5). We evaluate the importance of SaaS solution with 1 as the
organization transfers the responsibility to CSP as depicted in Figure 1.
Application and information access control: For both the solutions it is
the responsibility to the organization for application and information access
control. Therefore we evaluate both solutions with importance 5.

Mobile computing and teleworking: Hosting the services in IaaS increases
the importance of this control objective. We evaluate this control objective
with maximum importance 5 for IaaS. For PaaS CSP transfers come of the
responsibilities to CSP and we decrease the importance. For SaaS this control
objective shall be included in SLA and therefore we evaluate with 1.
Security requirements of information systems: Security must be an inte-
gral part of information systems regardless of the solution. Therefore this
control objective is not evaluated.

Correct processing in applications: The organization must prevent errors,
loss, unauthorized modification or misuse of information in applications re-
gardless of the solution. Therefore this control objective is not evaluated.
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12.3 Cryptographic controls: We evaluate on-premise with 3 due to standard
generality. We evaluate IaaS and PaaS with increased importance 4 as the
organization must implement cryptography to protect the confidentiality, au-
thenticity or integrity of information. For SaaS the CSP has the responsibility.

12.4 Security of system files: Similar to 11.4

12.5 Security in development and support processes: Similar to 11.5

12.6 Technical Vulnerability Management: The organization transfers the re-
sponsibility to CSP going from IaaS to SaaS, similar to 10.3.

13.1 Reporting information security events and weaknesses: Similar to 12.6

13.2 Management of information security incidents and improvements: For
both the solutions it is the responsibility to the organization for management
of information security incidents with highest importance factor 5.

14.1 Information security aspects of business continuity management: There
are many business continuity benefits and detriments that the organization
must evaluate in its BCP. Therefore both the solutions are evaluated with
maximum importance factor 5.

15.1 Compliance with legal requirements: For both the solutions it is the max-
imum responsibility to the organization to comply with the legal require-
ments. Both the solutions are evaluated with maximum importance 5.

15.2 Compliance with security policies and standards, and technical compli-
ance: The organization transfers the responsibility to CSP going from laaS
to SaaS for compliance with security policies and standards, and technical
compliance, similar to 13.1.

15.3 Information systems audit considerations: This is a high level organiza-
tional control objective and therefore this control objective is not evaluated.

Table 23.5: Details of ISO 27001:2005 Control objectives importance
evaluation [126]

23.4 Summary

This chapter defines a methodology to quantify the ISO 27001:2005 Requirements
grouped in control objectives, comparing on-premise and cloud environments. The
evaluation and analysis of ISO 27001:2005 standard result in the importance transfer
from cloud customer to CSP. Simultaneously cloud customer must provide a huge
effort to implement all control objectives with decreased importance in SLA with
its CSP.

We also define a methodology to quantify the ISO 27001:2005 Requirements
grouped in control objectives, for on-premise and different cloud service layers. We
evaluate that moving into cloud, 12 of 39 control objectives are for management, and
are not affected if the services are on-premise or in cloud. Importance factor doesnt



23.4 Summary 263

change on average seven Control Objectives, depreciates on 18, and increases on
only two of them. Thus, moving into cloud, cloud customers (SME) transfer the
importance of the security to its CSP, and expect that their data and applications to
be secured. Therefore, and due to emergent security challenges that cloud computing
produces, cloud customers must re-evaluate their BCPs.






Chapter 24

New Methodology for Open Source Cloud
Security Evaluation

Abstract After the decision to migrate its services in the cloud the company must
select on which type of cloud to migrate. The expected dilemma is either the migra-
tion to be realized in the public or private, or both and develop hybrid cloud? Further
on, should either the migration to be realized in the closed commercial public cloud
or in open source cloud solutions. Several open source cloud software solutions of-
fer a possibility to build own private cloud or even a hybrid cloud since many open
source cloud solutions offer interfaces to commercial public clouds services. This
chapter presents the cloud security challenges evaluation of OpenStack and other
open source clouds realized by the authors in [128, 122].

24.1 OpenStack Security Assessment

In this section we present the assessment of the information security challenges in
open source cloud softwares focusing on OpenStack cloud solution that the authors
published in [128] for the purposes of this thesis research.

Tsai et al. address the system security, networking security, user authentication,
and data security as information security issue of cloud computing in [153]. We add
and analyze additional security issues in the security assessment.

24.1.1 User Access Management

User access management is based on Role Based Access Control (RBAC) in Open-
Stack. Each role has predefined set of permitted operations. Then roles are assigned
to each user. The roles can be assigned when the user is created or editing the exist-
ing user profile.

Administrator is a project based role and has a privilege to add or remove an
instance, to remove an image and to add a key. IT security is global role that per-
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mits role holders to quarantine instances. Project Manager is default role for project
owners and permits the role holders to add or revoke roles to users of the project,
to manage network and all the privileges that Administrator role has. Network Ad-
ministrator role allows particular user to allocate and assign publicly accessible IP
addresses, and to create and modify firewall rules. Developer role is a global role
that is assigned to users by default and user assigned with this role can create and
download keys.

OpenNebula has the similar RBAC policy. Eucalyptus and CloudStack have more
features such as LDAP integration and X.509 certificates.

24.1.2 Network Access Management

OpenStack Nova supports three kinds of networks: Flat Network Manager, Flat
DHCP Network Manager, and VLAN Network Manager. The first two kinds of
network assign the IP addresses of the subnet that is specified by the user with net-
work administrator role. Therefore this control objective is not satisfied with these
two kinds of networks.

In VLAN Network mode, Nova creates a VLAN and bridge for each project.
Each project gets a range of private IP addresses that are only accessible from inside
the VLAN. Each project gets its own VLAN, Linux networking bridge, and subnet
in this mode.

A special VPN instance needs to be created in order for a user to access the
instances of the virtual machine in their project. Certificate and key are generated to
access the VPN which provides private network segment for instances of the project.

Berger et al. [15] develop a trusted virtual datacenter (TVDc) technology to ad-
dress the need for strong isolation and integrity guarantees in virtualized, cloud
computing environments. It clearly splits the management responsibilities between
the cloud and tenant administrators.

All analyzed open source solutions have integrated firewall rules within the con-
troller.

24.1.3 Operating System Access Control

Operating systems of the instances are controlled by the users. Those on the Open-
Stack physical servers are managed by the system administrator. The volumes, im-
age and storage data are secured with project keys.

OpenNebula offers three authentication for the images: user-password scheme,
x509 certificates based authentication and EC2. CloudStack has LDAP based au-
thentication and Eucalyptus has LDAP and secret keys based authentication.
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24.1.4 Application and Information Access Control

OpenStack has the application Dashboard for image, volume and instance manage-
ment. The access is controlled via username and password. Khan et al. [83] propose
and implement OpenlD-Authentication-as-a-Service APIs that allows users to use
their OpenlD Identifiers to log into the OpenStack Dashboard.

Other analyzed open source solutions have integrated LDAP and X.509 certifi-
cates.

24.1.5 Mobile Computing and Teleworking

OpenStack ensures information security when using mobile computing and tele-
working facilities if it is configured in VLAN Network mode and if a special VPN
instance is created by network administrator.

CloudStack has an option for creating VPN, Eucalyptus can create remote desk-
top, but without establishing VPN. OpenNebula can not create VPN.

24.1.6 Cryptographic Controls

OpenStack does not use cryptographic controls by default. Using OpenID can in-
crease OpenStack overall security [83]. Neverthless, all OpenStack services does
not use any SSL / TLS.

Other analyzed solutions provide different usage of cryptography.

24.1.7 Security of System Files

OpenStack ensures the security of customers’ system files with instance access keys.
The customer data is deleted after instance is shut-downed. The data saved in vol-
umes is protected with access keys as well.

Other analyzed open source solutions have similar features.

24.1.8 Information Security Incident Management

Despite the fact that OpenStack allows cloud service providers to audit logs it pro-
vides, it does not possess some internal tool to manage the logs for incident man-
agement. However, there are additional tools that provide resource monitoring to
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help in incident management. Nice tool is Zenoss [170] which manages OpenStack
cloud servers, images, instances etc.

All other analyzed open source solutions have the systems for monitoring, both
for users and administrators.

24.1.9 Backup and Disaster Recovery Procedure

OpenStack allows cloud service providers easily to create a snapshot of instances
to store the customers data that are in the instances. It has a well designed disaster
recovery procedure in case of a disk crash, a network loss, a power cut, etc.

All open source solutions have interfaces to Amazon’s AWS providing good so-
lution to backup and disaster recovery.

24.2 Open source Cloud Solution Security Evaluation with
OpenStack

This section evaluates the security for open source cloud solutions described in Sec-
tion 1.4 and compared to the OpenStack solution. The basics of security assess-
ment is explained in Section 24.1 and the evaluation is based on assessment of ISO
27001:2005 [73] control objectives as a guideline for security evaluation.

24.2.1 Security Evaluation Metric Definition

In this section we define the metrics for security evaluation of the open source cloud
solutions compared to OpenStack. Table 24.1 describes the metrics used in the eval-
vation. This assessment addressees only relative measures and is not attended to
benchmark all solutions, but rather to analyze the OpenStack solution and its secu-
rity in comparison to the other open source cloud computing solutions.

The suggested metrics include evaluation with O if the same level of security
is found compared to the OpenStack solution, and correspondingly 1 or -1 if the
security level is better or worse than OpenStack.

24.2.2 Security Evaluation

Open source cloud solutions are evaluated in comparison to OpenStack solution
according to the metrics presented in Table 24.1. The evaluation is based on security
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# Description

0 The security level is the same as OpenStack
-1 The solution security level is better than OpenStack
+1 The solution security level is worse than OpenStack

Table 24.1 Metrics for security evaluation in comparison to OpenStack solution [128]

assessment in Section 24.1 and assessing each ISO 27001:2005 control objectives
that depend of cloud solution.
The results are analyzed by calculation of the average of obtained values for each
control objective and the average value of each analyzed open source cloud solution.
Table 24.2 presents the results of the evaluation. Column ON identifies Open-
Nebula, CS identifies CloudStack and Eu identifies Eucalyptus opensource cloud
solution.

# Control Objective ON CS Eu Avg
10.5 Back-up 0o 0 0 O
10.6 Network security management 0O 0 0 O
10.7 Media handling 0 0 1 033

10.10 Monitoring 0o 0 0 O
11.2 User access management 0 1 1 067
11.4 Network access control 0o 0 0 O
11.5 Operating system access control 0O 0 0 O
11.6 Application and information access control 1 1 1 1
11.7 Mobile computing and teleworking -1 0 -1-0.67
12.3 Cryptographic controls 1 1 1 1
12.4 Security of system files 0 0 0 O
13.1 Reporting information security events and weaknesses 1 1 1 1
14.1 Information security aspects of business continuity management 0 0 0 O

Average security level evaluation compared to OpenStack 2 4 4 333

Table 24.2 Security evaluation of open source cloud solutions [128]

24.2.3 Security Evaluation Analysis

Only 13 out of 39 or exactly 1/3 of the ISO 27001:2005 control objectives depend
on cloud solutions. These are presented in Table 24.2.

Figure 24.3 depicts the results of our qualitative analysis of the security evalu-
ation. CloudStack and Eucalyptus achieve the best security with 4 security points
ahead of OpenStack, meaning that in 4 out of 13 analyzed relevant control objec-
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tives (30.77%) they achieve better security. OpenNebula achieves 2 security points,
i.e. achieves better security in 2 out of 13 control objectives (15.4%) ahead of Open-
Stack.

4.5

3.5
3
25
2
15
1
0.5
Q
OoN Cs Eu AVG

Fig. 24.1 The qualitative analysis of the security evaluation of other open source cloud solutions
compared to OpenStack [128]

Betterthan OpenStack (Security Points)

The conclusion is that OpenStack has the worst level of security.

Figure 24.2 presents another view on the security evaluation comparing open
source solutions to OpenStack. It shows the average results of each solution accord-
ing to the security evaluation compared to the OpenStack security level.

OpenStack achieves equal security level with other open source cloud computing
solutions in 7 out of 13 analyzed relevant control objectives (53.85%) and worse
security level in 5 relevant control objectives (38.46%).

Only in 1 out of all 13 analyzed relevant control objectives (7.69%) OpenStack
achieves better security level than other open source cloud computing solutions. It
concerns Mobile computing and teleworking.

24.3 OpenStack security pros and cons

This section presents pros and cons of OpenStack security as a result of our security
assessment. A comparison with the other open source cloud solutions is presented.
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8%

i Equal as
OpenStack

H Better than
OpenStack

i Worse than
OpenStack

Fig. 24.2 The average of the security evaluation [128]

24.3.1 OpenStack Pros

Positive aspects of security that we found during the security assessment of Open-
Stack are:

OpenStack manages user access securely with role based access control;
OpenStack manages network access securely only if it is deployed in VLAN
Network mode;
OpenStack manages operating system access securely;
OpenStack ensures information security when using mobile computing and tele-
working facilities if it is configured in VLAN Network mode;
OpenStack ensures the security of customers’ system files;
OpenStack provides log files for incident management but not the tools to process
them in real time; and

e OpenStack provides disaster recovery procedure in case of disk crash, network
loss a power cut etc.

Comparing with the other open source solutions we can conclude that OpenStack
has better security level than CloudStack and Eucalyptus (same security level as
OpenNebula) for mobile computing and teleworking facilities if it is configured
in VLAN Network mode because it can configure VPN to the instances of virtual
machines. For all the other OpenStack security pros the other open source cloud
solutions provide equal or even better security level.
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24.3.2 OpenStack Cons

Despite the advantages and security benefits, the OpenStack provides several secu-
rity detriments, such as that OpenStack:

e can be configured in Flat Network Manager or Flat DHCP Network Manager
where all instances of all projects are assigned IP addresses from one subnet,
which does not provide segregation in networks and is incompliant with ISO
27001:2005;

e does not use cryptographic controls for its web services neither for authentication
of web GUI for administration - OpenStack Dashboard; and

e does not provide a tool to monitor the system which is necessary for information
security incident management.

Comparing the other open source solutions we can conclude that all of them
handles better the security issues that are cons for OpenStack. Even more, for the last
two cons all other solutions have better security level (Table 24.2) than OpenStack.

24.4 Security Evaluation of Open Source Clouds

This section evaluates the security assessment realized by the authors in [122] for
the purpose of this thesis research based on ISO 27001:2005 [73] control objectives.

24.4.1 Metrics Definition

This section defines the metrics for security evaluation of the open source cloud
solutions. Table 24.3 describes the metrics used in the evaluation. The suggested
metrics include evaluation with - if the particular control objective does not depend
of cloud solution, with -1 if particular solution is not compliant, with 0 or 1 cor-
respondingly if particular solution is partially compliant or partially compliant that
can be upgraded to compliant, and with 2 for fully compliant solution.

24.4.2 Security Evaluation and analyses

Open source cloud solutions are evaluated according to the metrics presented in
Table 24.3. The evaluation is performed for the purpose of this thesis research based
on security assessment in [122] assessing each ISO 27001:2005 control objective.
The results are analyzed by calculation of the average value of each analyzed cloud.

Table 24.4 presents the results of the evaluation. Column OS identifies Open-
Stack, ON identifies OpenNebula, CS identifies CloudStack and Eu identifies Euca-
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# Description

- The particular control objective does not depend of the particular cloud solution

-1 The solution is not compliant with particular control objective

0 The solution is partially compliant with particular control objective

1 The solution is partially compliant but can be upgraded to be compliant with particular con-
trol objective

2 The solution is fully compliant with particular control objective

Table 24.3 Metrics for security evaluation [122]

lyptus cloud solution. Only 11 out of 39 or 28.2% of the ISO 27001:2005 control
objectives depend on cloud solutions presented in Table 24.4.

Figure 24.3 depicts the results of qualitative analysis of the security evaluation.
CloudStack earns average 2 security points, i.e. conforms with all 11 control objec-
tive. Eucalyptus and OpenNebula achieve average 1.82 and 1.73 average security
points, i.e. more than 1.5 security points, and OpenStack achieves average 1.45.

0 j I I I
0s oM cs Eu

Fig. 24.3 The qualitative analysis of the security evaluation [122]
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The conclusion is that CloudStack is the best solution to ISO 27001:2005 con-
formity ahead of Eucalyptus and OpenNebula. OpenStack is the worst for ISO
27001:2005 conformity.

Figure 24.4 presents another, quantitative view of the security evaluation. It de-
picts the comparison of security points distribution. As depicted, CloudStack earns
11 times 2 security points and nothing else. Eucalyptus earns 10 times 2 security
points and only one 0 security point. OpenNebula has 9 times 2 security points and
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# Control Objective OS ON CS Eu

5.1 Information security policy - - - -

6.1 Internal organization - - - -

6.2 External parties - - - -

7.1 Responsibility for assets - - - -

7.2 Information classification - - - -

8.1 Prior to employment - - - -

8.2 During employment - - - -

8.3 Termination or change of employment - - - -

9.1 Secure areas - - - -

9.2 Equipment security - - - -

10.1 Operational procedures and responsibilities - - - -
10.2 Third party service delivery management - - - -
10.3 System planning and acceptance - - - -
10.4 Protection against malicious and mobile code - -
10.5 Back-up 2 2
10.6 Network security management 2 2
10.7 Media handling - - -
10.8 Exchange of information - - - L
10.9 Electronic commerce services -
10.10 Monitoring 1
11.1 Business requirement for access control -
11.2 User access management 1
11.3 User responsibilities -
11.4 Network access control 2
11.5 Operating system access control 2
1

2

[
N
[

—_
N
[

11.6 Application and information access control

11.7 Mobile computing and teleworking

12.1 Security requirements of information systems -
12.2 Correct processing in applications -
12.3 Cryptographic controls 0
12.4 Security of system files 2
12.5 Security in development and support processes - - - -
12.6 Technical Vulnerability Management - - - -
13.1 Reporting information security events and weaknesses 1 2 2 2
13.2 Management of information security incidents and improvements - - - -
14.1 Information security aspects of business continuity management - - - -
15.1 Compliance with legal requirements - - - -
15.2 Compliance with security policies and standards, and technical compli- - - - -

ance
15.3 Information systems audit considerations - - - -

O N NN
NN NN
O N NN

N
NS S
NN

Table 24.4 Security evaluation of open source cloud solutions [122]
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by one times 0 and 1. OpenStack achieves only 6 times 2 security points, 4 times 1
point and only one O security points. No one solution gets -1 security point.
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Fig. 24.4 The quantitative analysis of the security evaluation [122]

The same ranking is obtained in this analysis, i.e. CloudStack is the best solution
in front of Eucalyptus, OpenNebula and the worst OpenStack solution.

24.5 Summary

IT quality managers have always a dilemma which platform should they select,
commercial or open source, on which to drive their services. Both platforms have
advantages and detriments. Commercial platforms usually offer more stable, tested,
reliable, trusted and less riskiness solutions. However, usually they are more ex-
pensive than open source. Open source platforms usually offer acceptable stable
solutions. Those solutions are not tested properly and a lot of new versions and sub
versions are released in a short period of time. The main advantage of this platform
is the small amount of money or even totally free for many products and services.
Another huge advantage is the source code that can be used by the customer to
redevelop the solution to its requirements.

Both commercial and open source platforms provide solutions to build a private
cloud. Almost all commercial and some of the open source provide a solution to
build new or interfaces to existing public clouds.

All key commercial cloud providers possess some security certificate as a com-
pany. Additionally all of them offer some security services to their customers [126].
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Open source solutions provide a small number of security services to the clients or
generally do not provide any.

Neither security assessment nor comparative security analysis of the cloud were
not performed in the literature so far. We have analyzed the security issues that
OpenStack cloud software possess and what other security tools can be integrated to
improve its overall security. The evaluation of the security was realized by assessing
the relevant control objectives defined by ISO 27001:2005 and comparing it to the
other open source cloud computing solutions.

The results of our assessment show that Eucalyptus and CloudStack have inte-
grated the maximum security level in front of OpenNebula. OpenStack has inte-
grated the least security compared to others solutions.

General conclusion of the evaluation is that all open source clouds take care
about some level of security. The results of the evaluations show that CloudStack is
the best choice of all open source clouds to migrate the services and integrated the
maximum security level in its architecture. It conforms with all ISO 27001:2005 11
control objectives that depends of the cloud solution. Eucalyptus and OpenNebula
has also reached far in security. OpenStack is worst solution to migrate the services
in the manner of security.

Although open source clouds heed the security, the company still have other 28
technical requirements, organizational and management requirements that should
be conformed. Also, ISO 27001:2005 defines general requirements, i.e.management
responsibility and establishing, managing, reviewing and improving the information
security management system.
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AICPA American Institute of Certified Public Accountants.

COBIT Control Objectives for Information and Related Technology.
DHCP Dynamic Host Configuration Protocol.

ENISA European Network and Information Security Agency.
HIPAA Health Insurance Portability and Accountability Act.
ISACA Information Systems Audit and Control Association.

ISO International Organization for Standardization.

LDAP Lightweight Directory Access Protocol.

NIST National Institute of Standards and Technology.

PCI DSS PCI Data Security Standard.

REST Representational State Transfer (REST) is a style of software architecture
for distributed systems.

SOAP Simple Object Access Protocol for exchanging XMLs between Web Ser-
vices.

X.509 An ITU-T standard for a public key infrastructure (PKI).
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