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ABSTRACT Networks (ANN) [5] , Support Vector Machines (SVMs) [8],
T . ' -Nearest Neighbors (kNN) daifier [7] and Expectation
MRI classification is a very important field of research due aximization (EM) as a statisal classification scheme.

the area of its |mplementat|o_n. The aim of this artlcle IS ﬁ? some cases [9], combination of extension theory and neural
compare support vector machines (SVM), k-nearest ne|ghbor§ . e L
networks is used to enha classification efficiency,

and CA.5 classifiers w_hengjn are apphed to M.RIS' Theaccuracy and stability. The proposed method decreases
dataset used for classification contains magnetic resonapce

images classified in nine class@ll images of the dataset arqmmmg time and increases recognition rate, which is very

described with seven descriptors. The analysis of é)ortant for MRI.
i, ptors. . y % M based method, proposed in [8], is used for automated
classifiers was made for each descriptor separate

; : s¥gmentation and classification of brain MRI. The method is
According to experimental results we conclude that SUPPRG pared against other classifiesach as k-nn classifier and

\l\//?éfodr ;nacfglnesda_ret;he mquE'Cﬁe and appropriate for thq\/lulti Layer Perception (MLP) classifier and RBF classifier.
ataset used in this research. The results show that the proposed method using Least

Squares Support Vector Machines (LS-SVM) classifier

achieves the best performance among the tested approaches.

The amount of medical images is constantly increases. Hec@ethod using fuzzy support vector machines for detection

their manual or semi-automated analysis and classificatio@fidreast cancer is proposed in [10]. The results show that the

practically impossible. Manual analysis could be highfizzy SVM outperforms normal SVM methods. In [11] SVM

subjective and non-reproducible, providing huge amount adéssifier is applied on breast multi-spectral magnetic

errors and impreciseness. To avoid errors invoked by tesonance image with the intention to classify the breast

subjective human interpretation of the continuously growitigsue separately. The proposed method is compared against

number of medical images, antomated image classificationC-means algorithm, and is concluded that SVM outperforms

technique is required. the C-means technique.

Magnetic resonance is a technique which is widely usedTine aim of this paper is to compare classification techniques

medical environments. Magnetic Resonance Imaging (MRPplied to magnetic resonance images. The techniques

has become a useful modality since it provides plentifoclude SVM classifier, KNN classifier and the C4.5

medical image information, high sensitivity and resolutiotiassification algorithm.

and non-invasive nature. Moreover, MRI provides high

spatial resolution and contrast and superior soft tissue I1l. CLASSIFICATION TECHNIQUES

differentiation. MRI has beconwucial and irreplaceable part

_of the meo!ical diagnosis prae Bec_ause of_the intensityA_ Support Vector Machines for Multiclass Classification

inhomogenity (also known as bias field), noise, and partigl

volume effect that induce theverlapping tissue intensity o ;

distributions, MRI classification is a very sensitive probleff’ the hyper-plane that maximizes the margin between two

and challenging issue. This behavior of MRI comes from tHESSEs. In fact,.SVM classifier in its_ basis .iS a binary
flaws of the MRI process of image acquisition. classifier. It was fII’S.t proposed by V_apnlk and his collqagues
Efficient and automated analysis of magnetic resonar?ée Bell Iabor_atoriis B[12][13] \;V'tﬂ If'urt'he.r alg?”gqu?/l

images rapidly increases as the number of images gro _ro.;/.eme'nts n [I ].h ut, one Of the. gmtgtlons 0 h
Various classification techniques are used in the field pssifiers is exactly the nature of their basic concept — the

radiology that take into consideration the huge amount a&:}ility for binary clg_ssific_ation Or.“.V' l_\Iamer, the primary
medical images, and, for therpose of MRIs — their specific goal of SVM classifiers is classification of examples that
characteristics. ’ belong to one of two possible classes.

However, SVM classifiers could be extended to be able to
solve multiclass problems as well. Next subsections briefly
describe the approaches for extending SVM classifier, used in
this paper.

Magnetic Resonance Images classification is a challengdge of the strategies for adayy binary SVM classifiers for
area for researchers. Many studies have been made in dbiging multiclass problems is one-against-all (OvA) scheme.
field of research [1][2][3][45]. Researchers have usedt includes decomposition of ¢hM-class problem (M>2) into
classification techniques which vary in their complexity argkries of two-class problems. The basic concept is to construct
performance, such as Bayesssidier [1][6], Artificial Neural M SVMs where the i-th classifier separates the class i from all

I.  INTRODUCTION

e Support Vector Machinewe based on the idea to look

Il.  OVERVIEW ON EXISTING CLASSIFICATION TECHNIQUES IN
THE FIELD OF MAGNETIC RESONANCEIMAGING
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other (M-1) classes. All M classifiers are then trained to hawéhile the tree is fast to train and built, one drawback is that it
the ability to make a difference between the examples thequires a large number dfaining samples to produce
belong to the class and those that belong to all other classgsificant decision capabilities.

[15].

This strategy has a few advargagsuch as its precision, the IV. TITLE AND HEADINGS

possibility for easy implementation and the speed in t
training phase and the recogaitiprocess. That is the reaso
for its wide use.

ﬂ'nethe paper we make analysis when applying the described
algorithms for classification oMagnetic Resonance Images
and to choose the best one and the most appropriate for the
B. K Nearest Neighbors Classifier given dataset. The considered dataset contains magnetic
resonance images provided by [19] and [20]. The dataset
83nsists of brain and abdomen MRIs and MRIs from the
ecology domain. A brief textual description is available
each image from the dataset. We applied text based
ftrieval to organize the imagek fact, we organized the
ges in a hierarchical wawhere the first level represents
tegorization according to therpaf the body, i.e. brain,

The k nearest neighbors algorithm (k-nn) algorithm [16] h
been widely used method for classifying objects based
closest training examples. K-nn is among the simpl
machine learning algorithms and one of the most effectily
ones. The process of classification is made by a voting.

object is classified by a majority of vote of its k-neareé

neighbors. K is a parameter which can be adjusted, it Sdomen, gynecology. Theeeond level of the hierarchy

usually an integer. W_hen Kis 1 the object is assigned 0 8udes dividing each category from the first level on the
class of its nearest neighbor. Q'Fe

The neighbors are taken from a set of objects for which ses of pathology presenttire image characteristic for the

e D ; L ecified category. The hieclny that represents this
classification is previously known. It is important to note th med category \ P !
. ) ) assification is depicted on Fig. 1.
the data which the algorithm emates are usually objects o
multidimensional features.

The same method can be used for regression, by simr é‘gjf:;fe

assigning the property value ftre object to be the average Tmages

of the values of its k nearestighbors. There are cases il

which is useful to assign weights to the votes, i.e. the clo Brain Gynecology

the neighbor is the more valuable his vote is. But there
many variations of this technique. _ S
The main drawback of this technique is that classes wh| e “Takob Others Tomor Others
have a number of examples, fareater than other classes dlscase
tend to dominate the prediction process, i.e. objects which

want to classify, have a greater probability to be labeled

members of the dominant classes.

Abdomen

malignancy/
C. C45 A|gor|thm matastasis Sarcoma
Another method being compared in this paper is the Ca.o
algorithm [17,18]. C4.5 is used for building decision tregsigure 1: Hierarchical organization of the magnetic resonance
from a set of training data, using the concept of information images

entropy. The data used during the training cycle is a set of

pre-classified samples. These samples are usually manu%ﬁﬁwe. canhsee from the Fig. 1, the first level of the hi?rarchy
classified. Each sample is a vector of values, where eSPAt&INs three categories:aém, Abdomen and Gynecology.
value represents some feature or attribute. C4.5 is a popT re are three subclasses contained in the Brain class. The

tool for classification that is relatively fast to train and mak&St one contains images taken from patients in whom
predictions. It is similar to ID3 algorithm, but has fednalignancy, metastases or tumor has been diagnosed in the

improvements. C4.5 is made to handle both continuous &3t Of their brain. The second subclass represents MRIs
discrete attributes. In the case of continuous values C#fere Creutzfeldt-Jakob diseaseresent. The last subclass,
creates a threshold and then splits the list into features wHi@jned Others, includes imagetth none of the mentioned
are above the threshold and features which are below or e§@dfologies and/or images where no pathological region has
to it. Another important feature is that C4.5 naturally hand/@gen detected. The Abdomerass was divided into four
missing data. Missing values are simply discarded in the ggitpclasses. The first class aint images with presence of
and entropy calculations. The algorithm also handles nomiff//gnancy, metastases or tumor in the abdominal part of the
attributes. uman body, while the seconq class reprgsents the images
Finally, once the tree is constructed, C4.5 goes back throx\%w presence of sarcoma. Tlierd subclass includes MRIs
the tree and attempts to remove the branches, which dofigt denote presence of cyststire abdominal part of the

contribute to the decision pr bv replacing them with leaf€x@mined patients. All other abdmal MRIs are classified in
nodes. praze By fep ¢ the fourth subclass of the Abdomen class. In the third,

Gynecology, class two separated subclasses could be
obtained, according to the presence or absence of tumor,

Cyst Others
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respectively. Therefore, thexamined magnetic resonanc@he first three descriptors are part of the MPEG-7 standard.
images could be classified intine classes, presented by thAs a result from the feature extraction process, separate

leaf nodes in the hierarchy from Fig. 1.

feature vector for each of the ages belongs to both, the train

There are 1870 magnetic resno@ images in the datasetand the test set was obtained. The feature vectors are then
The whole dataset is separated so that 2/3 are used as artmaimalized using min-max normalization technique.
set and 1/3 - as a test set. Thus, the train set consists of IA4hg the second process, namely the classification of MRIs,
MRIs, while the test set consists of 623 MRIs. Table 1 depigte examined three classification algorithms:

the distribution of the number ahages through the classes.

Table 1: Distribution of the number of images through the

e Support vectomachines based on one-against-all
(OvA) scheme
K - nearest neighbor classifier

classes e« C4.5 algorithm
Level Class  Train Test
Level 2 Total
1 & No. set set ° We present the results provided by our examination. The
malignancy 67 34 101 minimal classification error, obtained when each of the
Imatastases classification algorithms was applied to the dataset of
magnetic resonance images, is depicted in Table 2 and Table
28 14 42 3. The feature vectors that describe the images from the
dataset, provided by using a different kind of descriptor, were
separately passed through the classifiers. Thus, the
36 18 o classification error provided bgach classifier in the case of
Edge Histogram Descriptor, Homogeneous Texture
455 228 683 Descriptor and Region Based Descriptor are depicted in Table
2. Similarly, the classifid®on error provided by each
malignancy |, 53 57 80 classifier in the case of Walet transformations, Moment
/matastases invariant descriptor, Directional edge histogram descriptor, as
— well as Directional edge histogram moments descriptor are
reutzre 0 H
13 7 20 presented in Table 3.
n 343 171 514 Table 2: Classification error
Tumor 7 56 27 83 Classification EHD HTD RSD
Error (%)
Others 196 97 293 SVM one-
Total 1247 623 1870 K-nn 18,29 50,56 | 43,82
C4.5 32,91 51,04 51,21

V. EXPERIMENTAL RESULTS

Table 3: Classification error

In our examination, two main processes could be
distinguished, the feature extraction process and the
classification process. In thieature extraction process we
applied seven descriptors to provide the description of the
visual content of the magnetic resonance images:

. Edge Histogram Descriptor (EHD) [21]
Homogeneous Texture Descriptor (HTD) [21]
Region-based Shape Descriptor (RSD) [21]
Wavelet transformations [22]

Moment Invariants Descriptor (MID) [23]

. Directional Edge Histogram Descriptor (DEHD) [23]

Classification
Error (%) Wavelets | MID DEH | DEHM
SVM one-
againgt-all 44,12 56,02| 46,22 | 60,19
K-nn 44,28 51,36 49,44 61
C4.5 51,21 50,72 | 59,71| 58,59

. Directional Edge Histogram Moments DescriptﬂrC

(DEHMD) [23]

cording to the results depicted in Table 2, we should notice
that the best results were produced by the SVM classifier
based on one-against-all strategy. Minimal classification error
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obtained from this classifier was 17,66% when Eddé] wareld, S. K., Kaus, M., Jolesz, F. A., Kikinis, R., Adaptive, template
Histogram descriptor is used to describe MRIs, 47,51% whggflerated, spatially varying statistiadhssication. Med Image Anal 4 (1),
Homogeneous texture is used for feature extraction from 1‘355' Mar 2000.

image content, and 41,73%tme case of Region-based shapé&! M- Selvaraj, S. Thamarai Selvi, D. Selvathi, L. Gewali, Brain MRI
ices Classification Using Least Squares Support Vector Machine,

descriptor. International Journal of Intelligen€omputing in Medical Sciences and
Table 3 shows that the minimal classification error wasage Processing, Vol. 1, No. 1, Issue 1, 2007.
provided by SVM classifier when wavelet transformations 8] Chuin-Mu Wang, Ming-Ju Wu, Jian-Hong Chen, Cheng-Yi Yu,
Directional edge histogram is used to describe the visGafension Neural Network approach ttassification of brain mri, Fifth
image content. On the other hand, when Moment invariant%”fﬁmf‘go”a' 09”fere”%elsogl'gtez”c')%%mformat"’” Hiding and Multimedia
Directional edge histogram moments are used for feat ' riaBr.OC?SS'ng’ Pp. 5.tomo 8, 2588 S

. . ai Xing-Li, Qian Xu, Medicalmage Classification based on Fuzzy
extraction, the C4.5 algomhm has shown the b pport Vector Machines, Intefitnal Conference on Intelligent
classification results. Computation Technology and Automation, 2008.
According to the results presented in Table 2 and Tablg12] Chuin-Mu Wang, Xiao-Xing Mai, Geng-Cheng Lin, Chio-Tan Kuo,
obtained for the examination performed on the MRI dataségssification for Breast MRI Using Suppdfector Machine, Proceedings of
we can conclude that the best results were provided by S or'lz(fggp'g“zrgggona' Conference Gemputer and Information Technology
cla55|_f|er with One-agamSt-a" S(.:heme’ and Edge hIStOgr ] V. Vapnik. The Nature of Statistical Learning Theory, 2nd Edition
descriptor used for feature teaction from the images. Thegpyinger, New York, 1999.
best classification error is 17,66%. From the other point [QB] C. J. C. Burges. A tutorial on support vector machine for pattern
view, we shuld signify that foall examined classifiers, recognition. Data Min. Kowl. Disc. 2 (1998) 121.
minimal classification error is obtained when Edge histogrdf®] T. Joachims. Making large-scale SVM learning practical. In B.

descriptor is used for feature extraction from magnefigh olkopf, C. J. C. Burges, and A. J. Smola, editors, Advances in Kernel
resonance images. Methods—Support Vector Learning,ges 169-184, Cambridge, MA, MIT

Press, (1999).

[15] Vi Liu  Zheng, Y.F., One-agast-all multi-class SVM classification
VI. CONCLUSION using reliability measures, Neural Merks, 2005. IJCNN '05. Proceedings.

. . . . 2005 |IEEE International Joint Conferenaélume 2, 849- 854, 31 July-4
Magnetic Resonance is a very powerful technique mdég 2005, o Y

used _f(_)r medical diagnos.is support. Effigient orggnization @] xindong Wu, Vipin Kumar, J. Ross Quinlan, Joydeep Ghosh, Qiang
classification of magnetic resonance images is of cruciahg, Hiroshi Motoda, Geoffrey Mcichlan, Angus Ng, Bing Liu, Philip
importance. Yu, Zhi-Hua Zhou, Michael Steinbach, David Hand, Dan Steinberg, Top 10

; ; if Igorithms in data mining, Knowledgend Information Systems, Vol. 14,
In this paper, we made analysia three classifiers, Suppor o.1.. pp. 1-37 (1 January 2008)

vector mac.:hmes base.d. on One_agam.St_one st_rategy, th[Pl Quinlan, J. R. C4.5: Programs for Machine Learning. Morgan
nearest neighbor classifier a@d.5 algorithm applied to the k4 fmann Publishers. 1993.
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