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ABSTRACT

Effective team building is an important issue of human 

resource management (HRM). In order to keep up with 

technological improvements and changes, selecting the right 

person for the right job position is very important. This paper 

describes a research and development methodology for 

establishing a more sophisticated approach for composing 

effective teams.    

Data mining (DM) techniques and algorithms, like decision 

trees, Bayesian networks and fuzzy logic, were utilized to 

build a model to predict the best possible person for a specific 

job. We have applied K-means and fuzzy C-means clustering 

and decision tree classification algorithms. Pruned and 

unpruned trees were contributed using ID3, C4.5 and CART 

algorithms. By using these techniques, the patterns of 

employee performance were generated. To validate the 

generated model, several experiments were conducted using 

data collected from IT companies. After evaluation, the most 

appropriate algorithms are recommended to be used in the 

process of effective team building. 

I. INTRODUCTION

In the recent years the significant changes are done in every 

industry which has important implications on data mining 

(DM). Organization and companies are using information 

technology (IT) for generating, storing and analyzing mass 

produced data, not only for operational purposes, but also for 

enabling strategic decision making to survive in a competitive 

and dynamic environment. DM helps in reducing information 

overload along with the improved decision-making by 

searching for relationships and patterns from the huge dataset 

collected by organizations. It enables company to focus on the 

most important information in the database and allows 

retailers to make more knowledgeable decisions by predicting 

future trends and behaviours. 

In addition, today’s organization has to struggle effectively 

in terms of cost, quality, service or innovation. The success of 

these tasks depends on having enough right people with the 

right skills, deployed in the appropriate locations at the 

appropriate point [1]. Well-trained and dedicated workers 

directly affect the success of the company, so employers 

introduce different techniques when selecting employees. 

Particular attention is paid to the selection of employees in 

building teams. Teams are an integral part of almost every 

company. The team is actually a group of people who share 

the same responsibility for a given activity and whose 

interaction and cooperation affect the successful 

implementation of the activity. Building effective teams is a 

complex process, as it requires a large amount of data 

manipulation: personal and technical characteristics of the 

human resources in companies; customer characteristics; 

characteristics of the projects. At the beginning, the process 

of building teams has been performed manually by the HRM 

experts. Manual selection of employees is impractical because 

it takes a lot of resources and a profound impact on the choice 

has the subjectivity of the person who made the choice. 

The implementation of information technology in the fields 

of HRM, the process of building an effective team can 

automate to reduce costs and improve quality [2]. Techniques 

of DM, such as Bayes' theorem, clustering, association rules, 

prediction and classification, are best for analyzing data and 

generating schemes that can be used in the future. These 

techniques are commonly used for efficient and effective 

decision making in the process of building effective teams.  

Recently, there are some researches that show great interest 

on solving HR problems using data mining approach [3]. In 

addition, until now there are quite limited discussions on 

human resources problems such as for talent forecasting, 

employee development [4, 5] and performance evaluation [6] 

use data mining approach. In HR, data mining technique used 

focuses on personnel selection [7, 8] especially to choose the 

right candidates for a job. The classification and prediction in 

data mining for HR problems are infrequent and there are 

some examples such as to predict the length of service, sales 

premium, to persistence indices of insurance agents and 

analyze miss-operation behaviors of operators [9]. Due to 

these reasons, this study attempts to use data mining 

classification techniques to effective team building using past 

experience knowledge. 

The aim of this paper is to evaluate the DM algorithms and 

techniques which can be used for effective team building. In 

order to reach the goal, tests have been made on the dataset 

that is a representative of a dataset of an existing 

organization. According to the results from the testing a 

comparison between the algorithms is made, and their 

advantages and disadvantages are described.  

As a final result of this paper, the most appropriate 

algorithms are recommended to be used in the process of 

effective team building. 
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II. OVERVIEW OF ALGORITHMS FOR EFFECTIVE TEAM 

BUILDING

A. K-means Clustering 

Unsupervised K-means learning algorithms are used for 

solving the well known clustering problem. The algorithm 

aims at forming k clusters of n objects such that the resulting 

intra-cluster similarity is high but the inter-cluster similarity is 

low. The algorithm randomly selects k of the n objects and 

one of them is assigned to each cluster to represent the cluster 

mean or the center. For each of the remaining objects, an 

object is assigned to the cluster to which it is most similar, 

based on the distance between the object and the cluster 

mean. Then new mean is computed for each cluster and the 

process iterates until the criterion function converges. A 

square-error criterion is used and defined as (1) [10]. 
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Place k points into the space represented by the objects that 

are being clustered. These points represent initial group 

centroids. 

Assign each object to the group that has the closest centroid. 

When all objects have been assigned, recalculate the 

positions of the k centroids. 

Repeat Steps 2 and 3 until the centroids no longer move. 

This produces a separation of the objects into groups from 

which the metric to be minimized can be calculated. 

B. ID3 Algorithm 

ID3 is a simple decision learning algorithm that uses 

statistical property call information gain to select which 

attribute to test at each node in the tree. Information gain 

measures how well a given attribute separates the training 

examples according to their target classification [11]. 

Entropy is a measure in the information theory, which 

characterizes the impurity of an arbitrary collection of 

examples. If the target attribute takes on c different values, 

then the entropy S relative to this c-wise classification is 

defined as (2) 
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where pi is the proportion/probability of S belonging to class 

i. Logarithm is base 2 because entropy is a measure of the 

expected encoding length measured in bits. 

The information gain, Gain(S, A) of an attribute A, relative 

to the collection of examples S, is defined as (3) 
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where Values(A) is the set of all possible values for attribute 

A, and Sv is the subset of S for which the attribute A has value 

v. We can use this measure to rank attributes and build the 

decision tree where at each node is located the attribute with 

the highest information gain among the attributes not yet 

considered in the path from the root. 

C. C4.5 Algorithm 

C4.5 algorithm is a successor of ID3 that uses gain ratio as 

splitting criterion to partition the data set. The algorithm 

applies a kind of normalization to information gain using a 

“split information” value (4) [12]. 

∑−=
=

s

i
T

T

T

T
ii xTSplit

1
||

||
2||

||
)(log)(      (4) 

where |Ti| is the number of instances in the training set T with 

it value for the attribute T and |T| is the total number of 

instances in the training set. Gain ratio is defined as in (5) and 

the attribute with maximum gain ratio is selected as the 

splitting attribute. 
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D. CART Algorithm 

CART is a recursive partitioning method that builds 

classification and regression trees for predicting continuous 

dependent variables and categorical predictor variables. The 

fundamental idea is to select each split of a subset so that the 

data in each of the descendant subsets are purer than the data 

in the parent subset. Main Steps for making a decision tree 

using CART Algorithm [13]: 

The first is how the splitting attribute is selected. 

The second is deciding upon what stopping rule need to be 

in place. 

The last is how nodes are assigned to classes. 

E. Bayesian Network  

A Bayesian network encodes the joint probability distribution 

of a set of v variables, as a directed acyclic graph and a set of 

conditional probability tables.

Bayes’ theorem addressed both the case of discrete 

probability distributions of data and the more complicated 

case of continuous probability distributions. In the discrete 

case, Bayes’ theorem relates the conditional and marginal 

probabilities of events A and B, provided that the probability 

of B does not equal zero (6) [14]: 
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In Bayes’ theorem, each probability has a conventional name: 

• P(A) is the prior probability (or “unconditional” or 

“marginal” probability) of A. It is “prior” in the sense 

that it does not take into account any information about 

B; however, the event B need not occur after event A.  

• P(A|B) is the conditional probability of  A, given B. It is 

also called the posterior probability because it is derived 

from or depends upon the specified value of B. 

• P(B|A) is the conditional probability of B given A. It is 

also called the likelihood. 

• P(B) is the prior or marginal probability of B, and acts as 

a normalizing constant. Bayes theorem in this form 

gives a mathematical representation of how the 

conditional probability of event A given B is related to 

the converse conditional probability of B given A. 

The initial development of Bayesian networks in the late 

1970s was motivated by the need to model the top-down 

(semantic) and bottom-up (perceptual) combination of 

evidence in reading. The capability for bidirectional 

inferences, combined with a rigorous probabilistic 

foundation, led to the rapid emergence of Bayesian networks 

as the method of choice for uncertain reasoning in Artificial 

Intelligence (AI) and expert systems replacing earlier, ad hoc 

rule-based schemes. 

III. PROBLEM DESCRIPTION 

Teams are an integral part of almost every organization. The 

use of teams allows consideration of expertise in multiple 

areas as team members are often brought together with 

diverse knowledge, skills, and abilities. 

The first and most important step in building teams is a 

detailed analysis of the project and preparation of specific 

technical specification for the client’s demands [15]. In order 

to bring a project to realization, a construction of team made 

of top experts in their field is needed. For that purpose, 

employees’ profiles that will be part of the team to be 

engaged in the realization of the project are being defined. 

The profile defines the technical, social and organizational 

characteristics that employees to be part of the team should 

have. Several methods that give satisfactory results for 

automatic employee selection are being developed and are 

being used in most of the existing systems [16, 17, 18, 19]. In 

the last few years, the work on the improvement of the current 

techniques is being made, in order to gain better results that 

will directly affect the final selection.The fuzzy data model 

[20] is the most used model in employee selection. With this 

method, new employee pre-selection for already defined 

working profiles is being done. The model analyses the 

attributes of the employees and compares them with the 

attributes from the defined profiles. In this way, a fair and 

independent applicant selection is ensured; who will be later 

further interviewed in order to assess their additional 

characteristics. 

Grouping the employees using the clustering and classifying 

techniques is another phase in the building of an effective 

team. Clustering is a process of segregation of the data set in 

several sub groups on the basis of some similar 

characteristics. Clustering enables the use of several attributes 

in the identification of similar characteristics in a group. The 

biggest problem with this technique is the selection of 

attributes because the performances of the algorithm are 

proportional to the number of attributes [21]. 

Also, the fuzzy C-means and K-means clustering algorithms 

have been used [22] in effective team building. The main idea 

implemented in these algorithms is a non-uniform division of 

data in a collection of clusters, which increases the freedom in 

the selection of most appropriate cluster. 

In the process of creation of classification rules, usually the 

decision trees that are most simple for interpretation and 

understanding are being used [23]. The most famous 

algorithms that use the logic of decision trees, ID3, C4.5 and 

CART are being successfully used in the process of effective 

team building [24, 25]. These algorithms obtain accurate and 

precise results from the data analysis, but still, the extent of 

successful application of these algorithms depends on the data 

structure. 

The division of employees in teams can be also made with 

the use of classification techniques like Bayes nets, 

associative rules and neural networks. Bayes nets are used for 

classification of structured data, and usually use stochastic 

algorithms [26]. Associative rules on the other hand are used 

in the process of data reduction, which significantly facilitates 

the further process of classification [27]. The benefit of using 

neural nets is that their application does not require prior 

training of the data set [28]. 

For a team to function efficiently, except for the process of 

team formation, the process of modifying its structure is of 

utmost importance as well. If a team member is off, it is 

necessary to fill his place with another employee whose 

expert characteristics are in accordance with the working 

position. The conducted researches in this area use hybrid 

models of multiple algorithms for more successful project 

realization [29, 30]. 
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IV. DATA SETS

When the idea of the study came into mind, it was intended to 

apply a classification model for predicting performance 

depending on a dataset from a certain IT company. So that 

any other factors regarding the working environment, 

conditions, management and colleagues would have similar 

effect on all employees, and so the effect of collected 

attributes would be more apparent and easier to classify. 

Unfortunately, data collected from the real IT Company was 

not enough to be the base of such a classification model. In 

this case, another attempt was taken to collect another group 

of data from another IT company. In order to collect the 

required data, we decided to use the dataset from data mining 

challenge [31]. Dataset contains one table with details of the 

employees and one table that contain details of the project 

requirements. The first dataset includes the historical 

employees details and consists of 2800 records, the second 

dataset includes the details of the project task and consists of 

3500 records. From the dataset, it is observed, that the dataset 

consists of more than 95% of records to be in the rejected 

category. Hence the machine learning algorithms were very 

excellent in recognizing the rejected data however they were 

not able to identify selected records to a large extent. 

Therefore the dataset was premeditated, and almost 758 

records in both categories were used for experimentation.  

Figure 1 shows the process of obtaining results from this 

dataset which includes: data preparation, model creation and 

evaluation of results. 

Figure 1: Data preparation, model creation and evaluation of 

results 

When the records were chosen for the learning process, the 

distribution of the status in the original data was maintained.  

The dataset tables were prepared and converted to (csv) 

format to be compatible with the WEKA data mining toolkit, 

which is used in the model building [32]. The algorithms 

were trained and tested with the 10-folds cross validation 

technique. The 10-folds cross validation is implemented to 

acquire the correct percent. For each 10-folds cross 

validation, the data set was first partitioned into 10 equal 

sized sets and each set was then in turned used as the test set 

while the system acquires rules from the other nine sets [33]. 

V. EXPERIMENTS AND RESULTS

After the data has been prepared, the classification models 

have been built. Five classification techniques have been 

applied on the dataset on hand to build the classification 

model. The techniques are: The decision tree with two 

versions, ID3 and C4.5 (J4.8 in WEKA), CART, Fuzzy K-

means and Bayes classifier. For each experiment, ROC Area 

[34] was evaluated using 10-folds cross validation. The 

results are presented in Table 1 and Table 2.  

Table 1:  The results using full attributes 

Algorithm 
ROC Area 

Performance 

Bayes classifier 0.925

C4.5 0.847

ID3 0.782

Fuzzy K-means 0.630

CART 0.599

Table 2:  The results using selected attributes 

Algorithm 
ROC Area 

Performance 

Bayes classifier 0.926

C4.5 0.847

ID3 0.798

Fuzzy K-means 0.662

CART 0.599

It was observed that the ROC Area performance of Bayes 

classifier was better than other classification techniques. The 

constructed trees were used to study the impact of the input 

attributes. It may be observed from Table 1 and Table 2 that 

ID3 algorithm has a poor performance and the tree 

constructed with the C4.5 algorithm has better ROC Area 

performance. Generated rules were explored to determine the 

attributes that impact the team building process. 

VI. CONCLUSION & FUTURE WORK

In this paper, we have described the significance of the study 

on the use of data mining algorithms for effective teams 

building. Traditional methods of assembling teams are based 

on manual matching of individual skills to the requirements 

of the project tasks. These methods often do not consider the 

quality and mix of the teamwork and collaboration skills 

across the team members. By automating the building of 

teams and considering taskwork and teamwork competencies, 

the team members will be better prepared tackle the mission 

goals in a collaborative manner. 

We proposed sophisticated team composition algorithms 

which represent a more robust method to index, study, and 
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predict team performance. The underlying datasets have been 

analyzed to identify the best algorithms for creating the 

model. Most popular clustering and classification techniques 

were deployed in solving the problem. It was observed that 

Fuzzy C-means and K-means clustering techniques are not 

suitable for this type of data distribution. The three popular 

decision tree construction algorithms, ID3, C4.5 and CART 

have been applied. It has been observed that rule generated 

with Bayesian Network has better ROC Area performance. 

Analysis has been made on the constructed tree to deduce 

viable rules. 

The future directions of the research is to investigate other 

DM algorithms for analyzing various types of data. As future 

work, it is recommended to collect more proper data from 

several companies. Databases for current employees and even 

previous ones can be used, to have a correct performance rate 

for each one of them.  
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