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Network-dependent Server Performance
Analysis of HTTP Adaptive Streaming

Sasho Gramatikov

Faculty of Computer Science and Engineering,
sasho.gramatikov@finki.ukim.mk

Abstract. The HTTP adaptive streaming (HAS) is a popular mecha-
nism for delivery of live and on-demand video contents encoded with dif-
ferent qualities and divided into segments with equal length. The mech-
anism adapts the requested segment qualities to the quality of the link,
providing uninterrupted service even in congested network conditions. In
this work, we analyze the HAS for delivery of Video on Demand (VoD)
contents from server performance point of view for different segment
lengths and different network conditions. For that purpose, we created
an environment for real-case measurements of the server performance
and measured performance parameters like CPU utilization, generated
in-bound and out-bound traffic and number of established TCP connec-
tions. From the analysis of the obtained data, we conclude that streaming
of shorter video segments generates more appropriate and predictable
traffic pattern, but requires more CPU power and TCP connections.
Therefore, the shorter contents are suitable for streaming in networks
with very low packet losses. Longer video segments, on the other hand,
tend to require more resources only at the beginning of the streaming ses-
sion, which they release before the end of the session, and hence, alleviate
the network equipment. The main advantage of using long segments is
that they can achieve uninterrupted streaming experience even in harsh
network environments such as congested wireless networks.

Keywords: Adaptive streaming, Video-on-Demand, Performance

1 Introduction

The HTTP adaptive streaming (HAS) emerges as a response to the large popu-
larity of the video streaming services and the necessity to provide uninterrupted
video experience in networks with different bandwidth capacities for devices with
different capabilities. It is a hybrid mechanism that takes the advantages of the
traditional and the progressive streaming.

In the HAS, each video is encoded with several different qualities, and each
quality is divided into segments with the same length, but different size. The
segments typically have duration between 2 and 10 seconds. Apart from division
of the videos, a manifest file containing relevant information about the available
qualities of the video and the URL of the segments is created. The clients request
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the manifest file, and based on its content, their video player proceeds requesting
segments with size appropriate to the network conditions. Hence, the devices
with high resolution displays and high-speed Internet connection require the best
quality segments, while the mobile devices with limited bandwidth require the
lowest quality segments. The main feature of the HAS that makes it superior to
the other streaming mechanisms is that the devices can switch to lower qualities
whenever the player detects that the network conditions deteriorate and switch
back to the maximal quality when the network recovers. Although reducing the
quality of the video reduces the Quality of Experience (QoE), it keeps the clients
satisfied because it still provides uninterrupted service. Just like the progressive
streaming, the HAS uses the HTTP as application protocol to deliver the video
segments, i.e., the segments are equally treated as web pages. Therefore, the
videos can be hosted on ordinary web servers for hosting web contents, instead
of use of proprietary streaming servers typical for the traditional streaming.

Another huge advantage of the adaptive streaming comes from the fact that
the HTTP uses TCP as a transport protocol, which guarantees that the data
between the server an the client will arrive in order and with no errors. Moreover,
since the TCP uses the well known port number 80, the video contents can easily
pass through the firewalls of even the most restrictive administrators.

Unlike the progressive streaming, which tends to maximally utilize the avail-
able throughput enabling the clients to download significantly higher portion
of the video at the very beginning of the transfer, the HAS tends to entirely
download only one segment at a time with the maximal available speed. There-
fore, whenever the clients desire to stop the video session, no downloaded data
is wasted as it is the case with the progressive streaming.

The only disadvantage of the HAS streaming is that it requires extra storage
space for hosting many qualities of the some video. However, taking into account
the cost of storage per byte nowadays, this disadvantage is not a great concern
for the video service providers.

There are many commercial HAS implementations such as Apple’s HTTP
Live Streaming (HLS), Microsoft’s HTTP Smooth Streaming (HSS) and Adobe’s
HTTP Dynamic Streaming (HDS) used in the popular video streaming plat-
forms. In order to overcome the different segment and manifest file formats,
the HAS was standardized by MPEG into the open standard MPEG Dynamic
Adaptive Streaming over HTTP (MPEG-DASH) [10]. The standard defines the
format of the manifest file called Media Presentation Description (MPD). The
DASH standard is currently widely accepted by a large community of leading
streaming companies which formed the DASH Industry Forum (DASH-IF) [1].
The DASH-IF provides open-source software tools for implementation of the
DASH, which is the reason why we use DASH as a representative of the HAS
mechanisms in our work.

The main interest of our work is to find out how the streaming server performs
when streaming videos with different segment lengths under different network
conditions. There is a vast community that treats the HAS streaming with main
focus on performance of various algorithms used by the players to choose the
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appropriate video qualities. The goal of these algorithms is, on one hand, to pro-
vide uninterrupted service even in unfavourable network conditions, and on the
other hand, to reduce the number of quality switches. Thus, in [8][6][4][11] the
authors analyze the QoE for DASH streaming of a single video session for vari-
ous bandwidth restrictions, packet delay and packet loss probability. In [9][12][5],
the authors propose various algorithms for choosing the optimal quality levels in
order to achieve the aforementioned goals, comparing not only a single session,
but also competitive requests that share the same link by varying the network
conditions and other algorithm-specific parameters. However, to our knowledge,
there are no articles in the literature that treat the measurement of server per-
formance for simultaneous service of large number of clients. Therefore, the goal
of this paper is to measure and compare the resources required by the server for
VoD streaming using HAS, emphasizing the effect of the network conditions and
the video segment duration. For that purpose, we created test environment con-
sisting of a streaming server and clients that simultaneously generate requests for
videos from the server. Then, we measure the resources required by the stream-
ing server such as CPU utilization, out-bound, in-bound bandwidth and number
of established TCP connections in different emulated network conditions. The
results of these measurements give an overall picture of the efficiency of the HAS,
which can serve the VoD service providers in profiling their streaming servers
under different network conditions.

The rest of the paper is organized as follows: in Section 2 we describe the
network environment, the software and the content adaptation required for con-
ducting the measurements. Afterwards, in Section 3, we analyze the obtained
results and give the conclusions from our work in Section 4.

2 Measurement Environment

In order to create real-case scenarios for measurements of adaptive streaming,
we designed a simple network consisting of a web server that hosts videos with
different segment duration and clients that generate requests for the videos. The
server is a virtual machine with 4 CPU cores and 16 GB or RAM. Since the
adaptive streaming does not require dedicated video streaming server, we use
the Apache web server that runs on Ubuntu 16.04 operating system.

We use 3 client machines that are connected to the server on the faculty
campus network via 4 hops. The overall capacity of the links between the clients
and the server is limited to the speed of Fast Ethernet used to connect the clients
to the network. The small number of clients generate frequent requests in a short
time interval to simulate the streaming process of large number of clients that
request a single video . There are 42 clients that generate requests for videos
with a rate of 1 request per second.

In order to measure the server performance in different network conditions,
we use the built-in Linux Kernel module netem [7] that runs on the streaming
server. It emulates different network conditions by adding configurable delay or
packet loss probability to every packet that passes through the network interface.
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We measure and record the system performance during the streaming process
by using a dedicated program that runs on the server. The program uses the
SIGAR library [3] which provides a cross-platform, cross-language programming
interface to low-level information on computer hardware and operating system
activity. The program periodically gathers the performance data and writes it
in a text file that is used for latter analysis.

The clients use the Mozilla Firefox web browser to request videos and its na-
tive video player to play the received data. The main reason for choosing Mozilla
Firefox is that it is among the few browsers that allow establishing a configurable
number of simultaneous TCP connection to the same host. This feature is es-
sential for conducting the experiment where only a few clients establish large
number of simultaneous connections to the same server.

Since the HAS streaming is not explicitly supported by the native players of
the web browsers, we use an open-source JavaScript library for DASH streaming,
developed and maintained by the DASH Industry Forum [1]. The library pro-
cesses the requested manifest file and uses its contents to request video segments
which are further played by the native video player.

The server hosts one sample 720×680 video with duration of 60 seconds. The
video is encoded with the H264 codec in MP4 format with playback rate of 1.1
Mbps and total size of 8.2 MB. We used the open-source MP4Box tool [2] to
divide the video in segments with duration of 2, 5, 10, 30 and 60 seconds, and
to create a MPD manifest file for each duration of the segments. We consider
only a single quality video, i.e., there are no rate switches when the network
conditions change.

3 Results and analysis

For each simulation scenario, we conduct three independent measurements and
use their mean value in the analysis. In order to reduce the periodic spikes that
appear in most of the analyzed parameters, we apply a smoothing function that
calculates a moving average of the proximate measurement data.

In our first scenario, we measure the out-bound traffic originating from the
streaming server for delivery of videos with different segment length. The results
from the measurements are shown in Figure 1. The figure shows that as the
segment length increases, so does the peak value of the traffic requested by the
server. This peak is reached earlier in the time for longer segments. On the
contrary, for segments with length of 2 seconds, the amount of traffic increases
slowly and reaches the peak in the interval when all the clients in the system
play the video. The peak value in this moment equals the sum of the playback
rates of all clients in the system. The adaptive streaming with small segment
length has the properties of traditional streaming, which downloads the video
data with rate equal to its playback rate.

In the case when the segment length equals the length of the video, the peak
is reached shortly after the first initiated requests as a result of the tendency
of the TCP to maximally utilize the available bandwidth between the two end-
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Fig. 1. Out-bound traffic for different segment duration

points. Thus, every client buffers the entire video at the beginning of the session
and generates no traffic until the end of the session. Therefore, the curve for
out-bound traffic reaches value zero shortly after the last request for video. In
the moments when all the clients are simultaneously playing the video, there is
no load on the server. The system has similar behaviour when the clients request
videos with segment length of 30 seconds, but the out-bound traffic reaches the
peak at the moment when part of the clients that reached half of the video
request the second half, and the clients that initiate the session in that moment
request the first half.

From the results of Figure 1, we can conclude that having short segments
does not overload the network, requiring maximum bandwidth that equals the
total playback rate of the videos. In this situation the traffic demands for a
certain number of simultaneous session can be easily predicted, unlike the long
segments which can lead to initial delays due to the tendency to use the available
bandwidth. Another advantage of short segments is that if the clients decide to
end the session at the middle of the streaming, there is no waste of transferred
data since the video segments are downloaded as they are watched. In the case
of long segments, the link is pushed to its capacity limits. However, the clients
initially obtain large amounts of the video, which gives them enough time to load
the rest of the video in case that the link saturates and, hence, the download
rate becomes lower than the playback rate. Other disadvantage of long segments
is that there is waste of the downloaded data in case that the client decides to
end the session.

Another aspect of the traffic in the network is the number of established TCP
connections for delivery of the video segments with different lengths shown in
Figure 2. Although the short segments proved to generate lowest amount of peak
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out-bound traffic, they dominate with the number of established concurrent TCP
connections. As the playback of the video proceeds, the player establishes a new
connection for every subsequent segment. Upon reception of the segment, the
player releases the connection. Hence, when the segment duration is very short,
the connection establishment frequency increases, which leads to high number of
concurrent connections. As expected, the peak number is reached when all the
clients are receiving a video, which is at the middle of the first request and the end
of the last session. Although there are 42 simultaneous streaming sessions at the
time of the peak value, there are only approximately 9 connections since at the
time of the measurements only that number of clients are downloading segments
while the rest of the active clients are playing the buffered segments downloaded
previously. The same analogy applies to the low number of connections for long
video segments. In this case there are fewer segments that have to be downloaded,
which imply lower number of established connections. Therefore, in Figure 2, the
segments with duration of 60 seconds reach a peak number of approximately 4
connections. Each connection in this case is used to load entire segment and is
never used by the client later during the session.
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Fig. 2. Number of established TCP connection for different segment duration

The CPU utilization is another performance parameter considered in our
work. For every video, the web server initially receives request for the MPD
manifest file, and based on its content, continues receiving requests for the sub-
sequent video segments. The number of requests depends on the length of the
video, and therefore, it is expected that the web server will utilize different
processing power to handle the requests. The CPU utilization for serving videos
with different segment lengths is shown in Figure 3. The CPU is loaded the most
when serving videos with segment length of 2 seconds. It reaches the peak value
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before the last request for video and slowly decreases to zero utilization at the
end of the last session. The curves for CPU utilization for longer segments have
similar shape in the initial part of the measurements since all sessions start with
request for the MPD manifest file. The maximum difference in their peak values
is approximately 1.5%. What makes the curves different is the descending shape
after the peak value is reached. The videos with segment length of 60 seconds
rapidly release the CPU before the sessions end, while the shorter segments start
releasing the CPU with higher intensity, and then, slowly decrease to value zero.
It is interesting to note that the peak of the CPU utilization does not temporally
coincide with the out-bound traffic and the number of TCP connections peaks.
From the figure, we can conclude that longer segments are more appropriate for
use than shorter segments from CPU utilization point of view because not only
they reach lower peak values than the short segments, but they also keep the
server’s CPU busy shorter time.
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Fig. 3. CPU utilization for different segment duration in perfect network conditions

In order to analyze the server performance in harsh network conditions, we
conducted the same measurements, but we introduced emulated packet loss with
probabilities of 2, 5, 10, 12 and 15%.

In Figure 4, we show the out-bound traffic behaviour in unfavorable network
conditions with packet loss probability of 10% for streaming videos with different
segment lengths. The figure shows that the segments with lengths of 2 seconds
are not appropriate for use in networks with high packet loss, which can be
proved by the fact that there is still significant amount of out-bound traffic
after the expected finish time of all sessions. This traffic implies that the clients
experience stalls during the session. The reason for the stalls is that within the
short duration of each segment, there is not enough time for the lost packets to
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be re-transmitted. Apart from the increased stall time, we can observe that the
peak values of the traffic are reduced compared to the perfect network conditions
as shown in 1, since the average time for delivery of one segment is increased,
and hence, the average download rate per session is decreased.
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Fig. 4. Out-bound traffic during time for different segment duration with packet loss
probability of 10%

The dependence of the out-bound and in-bound traffic on the packet loss
probability for segments with duration of 2 seconds is shown in Figure 5(a) and
5(b), accordingly. In Figure 5(a), we can see that the short segments can be
delivered to the clients in time only in perfect network conditions since, as the
packet probability increases, the peak out-bound traffic reduces. This fact implies
delay in completing the whole segments, and hence, interruptions in the playback
of the video. Another indicator of the increased number of session interruptions
is the presence of traffic after the predicted end of the last session.

The packet loss probability has also a significant impact on the server in-
bound traffic as shown in Figure 5(b). The reason for the increased amount of
received traffic for higher loss probabilities is that the clients send more requests
for re-transmission of the unacknowledged TCP segments.

Unlike the short segments, the longer segments are more resistant to packet
loss, which can be seen from the traffic patterns for segments with duration of 60
seconds in Figures 6(a) and 6(b). We can witness that the streaming process can
withstand packet loss probabilities as high as 10% without interruptions of the
watching experience. The only drawback of the long segments in harsh network
conditions is that the clients may suffer a short initial delay until there is enough
buffered data to play the video, however, this issue is mostly tolerable as there are
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Fig. 5. (a) Out-bound and (b) in-bound traffic for different packet loss probabilities
for segments with duration of 2 seconds

no further interruptions. The figure also shows that for packet loss probabilities
above 12% the clients will suffer intolerable number of interruptions.
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Fig. 6. (a) Out-bound and (b) in-bound traffic for different packet loss probabilities
for segments with duration of 60 seconds

In Figure 7(a) and Figure 7(b), we show the impact of the packet loss prob-
ability on the number of established concurrent TCP connections for segment
duration of 2 and 60 seconds. We can see that high packet loss probability implies
higher number of TCP connections compared to the low packet loss probability.
The reason for this behaviour is the fact that each client holds the connection
longer time as a result of re-transmission of the unacknowledged segments. The
connection is released upon a complete video segment delivery, and therefore,
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Fig. 7. Number of established TCP connection for different packet loss probabilities
for segments with duration of (a) 2 and (b) 60 seconds

the more packets are lost, the longer it will take the server to deliver the entire
segment.

Figures 8(a) and 8(b) show the impact of the packet loss probability on the
server CPU utilization for serving the videos for segment duration of 2 and
60 seconds. The general conclusion from the figures is that, in cases of better
network conditions, the CPU is kept longer time busy serving the requests that
arrive with appropriate timing, unlike the cases with harsh conditions where
some of the requests are delayed, and so is their processing by the CPU.
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Fig. 8. Server CPU utilization for different packet loss probabilities for segments with
duration of (a) 2 and (b) 60 seconds
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Increasing the packet loss probability implicates more interruptions of the
streaming sessions in general, however, the results obtained from our measure-
ments show that certain segment lengths are more tolerant to packet loss than
others. Table 1 shows an overview of the dependence of the service continuity
for different segment lengths on the packet loss probability. From the results we
can conclude that short video segments are only suitable for delivery of videos
in reliable networks. As the segment length increases, so does the resilience to
the packet loss. According to Table 1, the optimal segment length for unreliable
networks is 10 seconds. Longer video segments also show satisfactory results, but
their main downside is that the clients my suffer long initial delays. From the
results we conclude that the HAS streaming with segment length of 10 seconds
can be used to provide uninterrupted streaming service in congested wireless
networks.

Table 1. Overview of segment lengths eligibility for uninterrupted streaming for dif-
ferent packet loss probabilities

packet loss probability

seg. duration 0% 2% 5% 10% 12% 15%

2s yes no no no no no

5s yes yes yes yes no no

10s yes yes yes yes yes no

30s yes yes yes yes no no

60s yes yes yes yes no no

4 Conclusion

In our work, we analyzed the influence of the video segment duration and the
network conditions on the server performance for delivery of VoD contents using
the HTTP adaptive streaming mechanism. For that purpose we created an en-
vironment for measurement of the server performance for serving clients in the
campus network under different emulated network conditions.

From the analysis we concluded that hosting videos divided in shorter seg-
ments is more appropriate in better network conditions because they do not
generate spikes in the required server traffic, i.e., the server traffic requirements
are even and easily predictable. Their main disadvantage of short segments is
that they require more CPU power and more resources for establishing TCP
connections. Longer videos, on the other side, generate traffic patterns that can
congest the network, but require less CPU power and fewer TCP connection.
Their strong point is their resilience to unfavourable network conditions, which
can be of great importance in congested wireless networks. The trade-off for
providing predictable traffic patterns, fewer TCP connections, modest CPU uti-
lization, and what is most important, uninterrupted watching experience is di-
viding the videos in segments with duration of 10 seconds. The results of our
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work can be a useful guideline for the VoD service providers in planing the server
requirements for predefined demands and network conditions.
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