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Abstract The growing popularity of the Video on Demand service in the In-
ternet Protocol Television environments and the demand for increased quality
of the offered videos are becoming a serious threat for the service providers
because the high amounts of video traffic are causing congestion in the de-
livery networks. One of the most acceptable approaches to solve this issue
is the peer-assisted streaming, where the peers participate in the streaming
process in order to alleviate the load on the streaming servers and in the
core of the network. Although the reliability of the Peer-to-Peer service is
considerably improved in the managed networks because of the control that
the operators have over the clients’ Set-Top Boxes, the failures of the peers
still cannot be completely eliminated. The operator can take advantage of the
streaming and storage resources of the clients and use them for peer-assisted
streaming only while they are watching a video, but not after they finish the
streaming session because they may turn off their receiving devices until the
next session. In this chapter, we address the issue of the failures of the peers in
such environments and their influence on the traffic requested from the servers
for providing uninterrupted video experience. For that purpose, we propose a
precise mathematical tool for modelling a peer-assisted system for Video on
Demand streaming in managed networks with non-cooperative peers, which
may decide not to share their resources while they are not active. This tool
calculates the performance of the system taking into consideration large vari-
ety of system parameters, including the failure probability and the time the
peers spend until they decide to turn on the STB and join the network. As the
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results from the simulations verify the correctness of the mathematical model,
we use it to analyse how the failures of the peers are affecting the system’s
performance for different system parameters.

Keywords Peer-assisted streaming - VoD - Stochastic model - Failures -
Performance

1 Introduction

The advances of the network technologies and the high popularity of the videos
made a solid ground for the video domination in the global consumer traffic.
The video contents are becoming so popular that, according to the estimations,
by the year 2017, they will occupy 80-90% of the globally exchanged traffic
worldwide [9]. A significant part of this traffic will belong to the Video on
Demand service (VoD) which, according to the same estimations, will triple
the amount of traffic that it generates nowadays. The main reason for the
popularity of the VoD service is that it offers a great convenience to the clients
to watch a large variety of videos at any time. Moreover, it has become more
accessible to a larger community as a result of the expansion of the Internet
Protocol Television (IPTV), which, apart from the linear TV, started to offer
VoD service. However, the delivery of these traffic-intensive contents requires
a separate unicast flow for every request of the clients, which is a serious
burden for the delivery network and the streaming servers. In addition, the
demand for higher quality videos and the growing popularity of the service
further increases the amount of the traffic which threatens to congest the
delivery networks. Therefore, finding an optimal way to deliver the videos in
the network has been a challenging task for the network operators and the
research community.

One of the approaches used to solve the problem of network congestion
is the Peer-to-Peer (P2P) concept. As it proved to be a successful solution
for sharing large files in the Internet, this concept has encouraged many re-
searchers to consider its implementation in live and VoD streaming in the
Internet [24, 23]. However, the main issue of the P2P for delivery of video con-
tents is the real-time nature of the VoD service, i.e., the blocks of video data
have to be provided in consequent order, at the moment when they are re-
quested. This requires reliable links and participation of the entire community
of peers, otherwise, the viewing experience will suffer interruptions and long
waiting times. However, in the Internet based solutions, the participation of
the peers and the Quality of Service (QoS) cannot be guaranteed because. The
participation of the clients largely depends on the clients’ will to cooperate.
The reliability issues are partially overcome in the managed networks where a
desired level of QoS can be provided, and the human factor of participation in
sharing of the contents can be significantly reduced because the operators have
the control over the users’ Set-Top Boxes (STBs) and can easily reserve part of
their storage and uplink capacity for streaming purposes. Another convenience
of the STBs is that they are becoming cheap storage devices with capacity to
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store large amounts of data. These facts make the managed networks a suit-
able environment for implementation of P2P distribution of video contents.
The conditions under which the P2P concept becomes beneficial for providing
IPTV services are studied in [5, 6, 4].

A more common practice for reducing the traffic in the managed envi-
ronments is the use of the peer-assisted streaming, where the peers take an
important role in the streaming. However, although the peers participate in
the streaming process, the servers still remain an inevitable part of the sys-
tem that guarantees the required QoS. The peer-assisted streaming combined
with various content distribution schemes prove to be efficient in reducing
[7, 3,12, 14, 37, 20, 16, 10, 11] and even eliminating the traffic requested from
the streaming servers [18, 17]. While some of these systems assume that the
peers are perfectly reliable, the authors in [3], deal with the possibility that
some of the peers may be failed at the moment of choosing peers to assist in
the streaming. In [7, 37], the authors go one step further by considering the
cases when some of the peers may fail while they are streaming to the other
peers. This situation is handled by the streaming servers which compensate
the remaining parts of the videos originating from the failed peers. Moreover,
in order to better utilize the streaming resources of the peers, the systems in
[11, 16] first try to redirect the peers that are receiving videos from failed peers
to other available peers in the system, and, if there are no such peers, they are
eventually redirected to the streaming servers. Although these systems treat
the failures of the peers, they only consider the contribution of the peers to
the improvement of the performance, ignoring the degradation of the service
as a result of the failures of the peers.

In the real managed environments, although the operator has the control
over the STBs, the resources cannot be guaranteed with certainty because the
clients are those who have the final decision on whether to participate in the
streaming. The clients might decide to turn off their STB after watching a
video and keep them off until their next session. During this period of time,
their streaming and storage resources are unavailable, which is a major concern
for the QoS and the performance of the entire system. In order to provide
uninterrupted streaming experience, similarly like in [7, 37], we propose a
system where all the interrupted streams are immediately compensated by
the streaming servers. However, unlike the previous systems, the main question
that is addressed in this work is how the failures of the peers and the time it
takes them to recover will affect the overall performance, especially the load
of the servers. On one hand, the interruptions of the streams due to failures
of the peers increase the server traffic because of the additional compensation
streams, but on the other hand, the failures of the peers reduce the number
of requests in the system which implies less traffic on the servers. Hence, one
of the objectives of this chapter is to determine the amount of extra traffic
requested from the servers due to the compensation for the interrupted streams
and the amount of reduced traffic due to the reduced number of requests.

In our previous work [15], we have also proposed a system for peer-assisted
VoD contents in managed networks, but its main weakness was the assumption
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that the peers are fully reliable. In that work, we focused on the design of a
mathematical model for the proposed system and used it to analyse how some
environmental parameters influence the performance. However, the model can-
not be a representative of a real system since it does not take into consideration
the failures of the peers. Therefore, our main objective of this work is to in-
clude the failures of the peers in the basic mathematical model and analyse
their influence on the overall system’s performance.

There are many mathematical models of different P2P systems which aim
to give a precise estimation of the behavior of the systems. In [13, 28, 29],
the authors propose mathematical models for pure P2P networks for sharing
of a general type of contents. A model for sharing contents between multi-
ple P2P communities connected in one network is proposed in [25]. Since the
video streaming is different from content sharing, the authors of [22] define
a mathematical model for live P2P streaming and the authors of [26] pro-
pose P2P mash-based analytical model for VoD streaming. A mathematical
model for peer-assisted streaming is proposed in [36], but it only establishes
a relationship between the peers’ storage capacity, the network size and the
off-loaded traffic on the servers and it considers peers with streaming capacity
higher than the playback rate of the videos. In [31, 30], the authors present
analytical studies of the streaming capacity growth in large scale P2P systems.
Although they consider peers with limited streaming capacity and analyze the
effect of the failures on the overall streaming capacity of the system, they do
not treat the problem of additional traffic in the network for the compensation
of the interrupted streams. All these models do not take into consideration the
distribution of the contents among the peers and refer to large-scale systems.
To the best of our knowledge, there is no mathematical model of a peer-
assisted streaming in managed network which, apart from the distribution of
the contents in the peers with a streaming capacity lower than the playback
rate of the videos, takes into account the failures of the peers and their effect
on the system’s performance. Therefore, in this work, we propose a mathe-
matical model, which is an extension of our previous work [15] and includes
the probability that the clients will fail after they receive the entire content
and the time it takes the failed peers to recover. We use this model to give
the answers on how the failures of the peers influence the performance of the
systems.

The rest of the chapter is organized as follows: After the description of the
system for peer-assisted streaming with non-cooperative peers in Section 2, in
Section 3, we present the details of the representation of the described system
as a stochastic mathematical model. The verification of the model and analysis
for various system parameters are presented in Section 4. Eventually, we give
the conclusions from our work in Section 5.
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2 System overview

The system for peer-assisted streaming is aimed for IPTV service providers
which use Asymmetric Digital Subscriber Line (ADSL) technology to deliver
the video contents to the clients. It is a hybrid solution that unites the high
reliability and scalability of the IPTV architecture and the storage space and
unused uplink bandwidth of the P2P architecture. The system consists of
streaming servers placed in the network core and clients with STBs connected
to a Digital Subscriber Line Access Multiplexer (DSLAM) that gives them
access to the streaming servers. The main streaming functionality is provided
by the streaming servers. They have limited storage and streaming capacity,
but as a whole, they host the entire video library and can serve any request
from the clients. The clients, apart from requesting videos, can also assist in
the streaming process. In our system, the clients are non-cooperative, i.e., they
can decide to turn off their STB after they watch the requested video. Unlike
the P2P networks where the clients have the control of the contents they share
and the resources they offer to the community, in the managed network that
we consider, the STBs are owned by the service provider. Therefore, as long
as they are active, part of their unused storage and streaming capacity can be
reserved for the needs of the peer-assisted streaming of contents distributed
by the service provider. It is important to emphasize that, although the peers
take part in the streaming of videos, the streaming servers still have the main
role in the entire streaming process. The peers are used only to alleviate the
load of the streaming servers and to reduce the network traffic for distribution
of the videos from the servers to the clients.

Because of the limited number of connections of a DSLAM, the peers are
grouped in local communities. Each peer can assist only in the streaming of
the clients within the same local community. The clients from different com-
munities cannot assist in each others streaming because, the cross-community
traffic would cause additional burden in the core of the network. The size of a
local community is n peers. We assume that the number of peers in the local
community subscribed for the VoD service is constant within time period nec-
essary for reaching a stationary state, i.e., there are no new contracts and no
terminations of the existing contracts for VoD service. This assumption does
not mean that the number of active peers in given time is constant. On the
contrary, this number is variable since a peer may be active, but it can also fail
once it receives the video it requested. However, although a peer might fail, it
is still part of the local community. The failed peers do not leave community,
but they temporarily turn off their STB and rejoin the community when they
turn on their STBs to watch new contents. Therefore, the size of the local
community composed of active and failed peers is considered constant. If the
overall number of peers in the community changes, then the results for esti-
mating the system’s performance should be recalculated with the new value
of n.

In our system, the peers have less streaming capacity than the playback
rate r of the videos since the current ADSL technology cannot offer upload
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rates equal to the rates necessary for streaming the required quality of videos.
In order to include such peers in the streaming, the videos are divided into m
parallel strips. Each strip contains equidistant portions of the video. A video
can be played only when all the strips are gathered and assembled into one
stream. The division of the contents enables independent streaming of different
strips of the same video from multiple peers. The time necessary to stream one
strip is equal to the time necessary to stream the entire video, however, the
streaming occupies m times less uplink capacity on the peers. The capacity
r/m necessary to stream one strip is defined as a channel. In that sense, the
streaming capacity k of each peer is expressed as the number of channels that
it can simultaneously stream, and the storage capacity s is expressed as the
number of strips that it can store. Since the provider has the control over
the peers, it can define the size of the resources it reserves for peer-assisted
streaming. Therefore, the number of streaming channels k£ and the number of
strips that a peer can store s are determined by the operator and are equal for
each peer. Although a peer might have more available channels and storage
capacity, the operator uses only k channels and s strips storage capacity for
the purpose of the peer-assisted streaming.

The streaming servers are generalized with one server placed at the edge
of the network, called Edge Server (ES). Since all the streaming servers have
the capacity to store the entire video library and to serve any request, the
generalized ES has the capacity to serve any request from its local community.
We use this generalization since the main purpose of this work is to analyse
the influence of different system parameters on the overall amount of traffic
served by the servers in general, not a specific server. The ES is the entry point
of each request from one local community. Apart from the role of a streaming
server, in order to provide the P2P service, the ES has additional role of an
index server which keeps up-to-date information about the availability of the
contents on the peers and their current available uplink capacity. Whenever
it receives a request, it first checks whether there are peers with available
channels that host strips of the required video. Then, it sends a list of peer-
strip pairs to the requesting peer. Each item of the list contains the number
of the strip of the video and the address of the peer that will serve that strip.
Afterwards, the peer establishes independent connection with each peer from
the list and initiates streaming session. If the peers cannot completely provide
service for all the strips of the video, the remaining strips are served by the
ES.

The video content library contains ¢ videos stored both in the peers and
the servers. In the peers, the videos are distributed in strips. One peer hosts
different strips of different videos. This approach increases the availability of
the videos since the peers can store a larger variety of contents. The videos are
distributed in the peers in the off-peak hours. The size of the video library c
is constant. We assume that the operator does not insert new videos or delete
the existing ones on short terms. The probability that a content will be chosen
to be stored in a peer depends on the distribution scheme implemented by
the service provider and is noted as P, (v). Although divided into strips, the
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videos are stored entirely in the servers so that any number of requested strips
of a single video can be streamed. The servers host the entire video library.

The peers are generating requests for videos according to the Poisson pro-
cess with arrival rate A. The videos from the video library are requested with
different probability P(v), where v is the popularity rank of the video within
the library. The process of streaming the strips also obeys the Poisson process
with service rate p = 1/d, where d is the average time a client spends watching
a video. When the client finishes the streaming session, it decides with prob-
ability poy to turn off the STB. This probability is called failure probability.
The peers can fail only after the end of a session because we assume that the
clients are interacting with their STB only when they decide to watch a video,
during the video session and at the end of the session. They do not fail during
the session since that failure would be considered as an end of a video session,
which is already defined with the service rate u. If they decide not to turn off
the STB, they will not interact with it until their next video session.

After the failure, the average time the client spends until it turns on the
STB is T,s, also called recovery time. After the recovery, the client requests
another video. The recovery time has exponential distribution, and therefore,
the process of the recovery of the peers is also modelled as a Poisson process
with service rate pop = 1/T,5, also referred to as recovery rate.

An overview of the parameters used in the model is given in Tab. 1.

As the peers are non-cooperative, they may decide not to share their re-
sources after they finish their video session. The main issue that causes this
behaviour is that all the streams originating from these peers will be inter-
rupted and the video service will be deteriorated. To prevent this scenario, the
system is monitoring the state of the STBs in the period after their streaming
session ends, and, if it detects that a peer has failed, it runs a procedure to
compensate all the streams that were streamed by the failed peer. In order
to avoid long delays for the new recovery streams to begin, the system puts
the reliable streaming servers in charge of finishing the interrupted streams.
The system excludes the other active peers to compensate the interrupted
streams because they also might fail at certain point of the streaming and
cause additional processing from the ES. For every failure or recovery of a
peer, the ES updates an availability table which is used in the request process
for redirecting the requests to other peers in the local community.

The utilization of this model raises a discussion related to the effects that
the failures have on the traffic on the servers, especially in the cases of de-
creased reliability of the clients. On one hand, the failures of the peers increase
the load on the servers because the failure of one peer means also interruption
of all the strips it is streaming to other peers. In order to provide uninterrupted
video service, the remaining content of the strips that were streamed by the
failed peer are assigned to be streamed by the server. On the other hand, the
failure of the peers implies fewer requests for videos and thus less traffic on the
servers. Hence, one of the goals of chapter is to determine the amount of extra
traffic on the servers generated for the compensation of the strips streamed by
the failed peers and the amount of reduced traffic due to the reduction in the
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n Size of a local community

Nidle Number of idle peers

Nyew Number of receiving peers

Nofr Number of failed peers

Nact Number of active peers

m Number of strips per video

k Number of streaming channels per peer

s Number of strips that can be stored on a peer

c Size of the video content library

o Average rate of service of videos by one peer or server

d Average duration of a video session

A Average arrival rate of video requests generated by one client

w Average time a peer waits to make a request

Doff Failure probability of a receiving peer

Hoff Average recovery service rate of a failed peer

Tog Average recovery time of a failed peer

Toff Average recovery time of a peer

k(t) = (¢,7,1) | State vector of the system at time ¢, with ¢ occupied channels on the
peers, j occupied channels on the servers and [ failed channels

P (1) Probability that the system is in state (7, j,1) at time ¢

P;j:z‘,j,l (At) Probability that there will be one arrival on the active peers within period
At when the system is in state (3, j,1)

Ps_,i,j,l(At) Probability that there will be one departure on the server within period
At when the system is in state (3, j,1)

Ap,igil Average system arrival rate of requests that arrive at the peers when the
system is in state (%, j,1)

Hes,i g, Average system video service rate on the server when the system is in
state (i, 7,1)

Di,j,1 Stationary probability that the system is in state (4, 7,1)

Ppop(i,1) Probability that a request will be served by a peer when there are i busy
channels on the peers and [ failed channels

P(v) Probability that a request for item v will be generated in the system

Py (v) Probability that item v is chosen to be stored on the peers

w(t, z) Probability that z available channels are distributed on exactly t peers

n Utilization of the streaming capacity of the active peers

[4 Portion of streaming traffic served by the active peers

] Portion of traffic served by the server relative to the the maximum sys-

tem’s throughput

Table 1 Overview of the parameters used in the model.

number of requests. The answers to these questions will be given with the aid
of the stochastic model.

3 Mathematical model description

In this section, we present the steps that lead to the mathematical model for
the peer-assisted streaming model defined in the previous section. We model
the system as a network of queues and present the dependencies of its state
probabilities as a system of linear equations. Then, we thoroughly explain the
steps for calculating the system’s coefficients and, after solving it, we use the
obtained results to calculate the utilization of the streaming capacity of the
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peers and the portion of the overall traffic streamed by the peers and the
servers.

3.1 Representation of the system as a network of queues

The general view of the system is an essential step for obtaining a better
picture of the entire process of service with non-cooperative peers. It describes
the system viewed as a whole, without entering into the insides of the system,
i.e., ignoring the fact that the peers can assist in the streaming. In this view, the
system is considered as a set of n peers that generate requests for videos, get
served and occasionally fail. Since all of these processes are Poisson processes
and the number of peers in a local community is finite and constant, the system
can be considered as a closed network of queues with finite population [19].
Each queue of this network of queues represents one of the processes in which
the peer can enter: process of waiting to make a request, process of receiving
a video or process of failure. The relation of these queues is shown in Fig. 1.

The waiting queue is serving the idle peers and its size in stationary state
is n;qie- Idle peers are all those peers which are waiting to request a video.
Although they are not receiving a video, they participate in the streaming of
contents to other peers. The peers in the receiving queue are called receiving
peers because they requested a video, and therefore, are receiving strips of the
video. The size of this queue in stationary state is n.,.,. The receiving peers
are also participating in the streaming of contents to other peers. The idle
and the receiving peers are altogether called active peers because they both
participate in the process of streaming. Their cumulative number is noted as
Nact = Nidle + Nrey. The failure queue is ”serving” the failed peers and has
average size in stationary state noy. The failed peers do not participate in the
streaming process, i.e., they neither send nor receive streams.

1 “Pore

idle queue

failure queue

Fig. 1 General representation of the system as a closed network of queues with finite
population.

For each request, the ES tries to find peers that have the strips of the
required content and have available channel for streaming the strip. The strips
that cannot be provided by the peers are streamed by the server. No matter
the availability of the contents and the occupancy of the peers, each request
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is immediately served, i.e., the peer leaves the waiting queue and enters the
receiving queue. It stays in this queue until it watches the video, which is
in average d = 1/pu, and then, it decides with probability p,y whether to
turn off the STB. If so, it enters the failure queue, where it stays in average
Top = 1/ ogr. After this special service, the peer re-joins the community when
it turns on the STB to make a new request and enters the receiving queue. This
process is also called recovery process. We omit the case that a peer enters the
idle queue after the recovery since it is straight forward that a client would not
turn the STB on just to leave it idle without watching a video. In the opposite
case, the peer decides to keep the STB on with probability 1 — poy and let its
resources available for serving other peers in the community. It stays in the
waiting queue in average w = 1/X until it requests a new content and enters
the receiving queue.

A more detailed representation of the system can be given if each peer
that makes a request for m different strips of one video is treated as m peers
that make independent request for a strip of a different video. In this case,
the system is considered to have mn peers that make independent requests
of only one strip of video. Applying this approach to the network of queues
from Fig. 1 and representing the server and the peers as separate service
facilities, the detailed representation of the system gets the form shown in
Fig. 2. In Fig. 2, the video service queue is represented by two different queues:
a server, represented by an M /M /mn queue and a representative peer which
has the streaming and storage capacity of all the peers in the local community
modelled as an M /M /kn queue. The probability that the requested strip can
be found on a peer that has available channels is Ppa, and is a complex function
that depends on the current state of the system and the distribution of the
contents on the peers. In the detailed representation of the system, the sizes
of the waiting and the failure queues are mn;q. and mnqy since each peer
is treated as m peers that request one strip. The failures of the peers give
more complexity to the system since once a peer fails, the system has to
handle all the streams that were streamed by the failed peer and pass them
to the server. Thus, at the moment of a failure, some channels on the server
are released because the streams received from the peers are over, but some
channels will be instantly occupied for providing uninterrupted service to the
peers that were receiving strips from the failed peer.

In order to obtain the portion of the traffic that is served by the peers, we
have to determine the average number of occupied channels on the peers and
on the server. Although we can obtain the stationary value of the number of
idle, receiving and failed peers from Fig. 1, the percentage of requests served
by the peers or the server separately cannot be easily determined because of
the complexity of calculation of the probability Py, and the additional traffic
burden on the servers caused by the failures.
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Fig. 2 Detailed representation of the system as a closed network of queues with finite
population.

3.2 The system’s behavior as a birth-death process

In order to get the average number of busy channels of the active peers and the
average number of busy channels on the server for serving the active clients
and compensating for the failed peers, first, we define the set of states of the
system in the time. Since each peer in the network of queues must be in any
of the four queues (Fig. 2), the state of the system at time ¢ can be uniquely
defined as k(t) = (4, 4,1), where i € {0, 1, ..., kn} is the number of busy channels
on the peers, j € {0,1,...,mn} is the number of busy channels on the server
and ! € {0,1,...,kn} is the number of failed channels. The values of the state
triple must satisfy the condition i + j + { < mn.

The average number of busy channels on any facility can be calculated if
the probability P; ;;(t) = P(k(t) = (4,4,1)) of every possible state is found.
Based on the exponential nature of the service times of all the facilities, the
whole system represents a Markov population process, and therefore, in an
infinitesimal small time period At, there can be only one request, one end of
streaming, one failure, one recovery or none of the four events. More precisely,
if the system is in a state k(t+ At) = (4, j, () at time ¢t + At, also referred to as
a central state, only one of the following events could have happened during
the interval At:

1. the system had been in state k(¢) = (i,7 — 1,1) and a request for a strip
arrived at the server from an idle peer,

2. the system had been in state k(t) = (¢,7 — 1,1+ 1) and a request for a strip
arrived at the server from a failed peer,

3. the system had been in state k(¢t) = (i — 1,7,1) and a request for a strip
arrived at an active peer from an idle peer,
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4. the system had been in state k(t) = (i —1, 5,14 1) and a request for a strip
arrived at an active peer from a failed peer,

5. the system had been in state k(t) = (¢,7 4+ 1,1) and a streaming of a strip
has been completed on the server without failure of the peer,

6. the system had been in state k(t) = (4,7 + 1,! — 1) and a streaming of a
strip has been completed on the server with failure of the peer,

7. the system had been in state k(¢t) = (i + 1, 4,1) and a streaming of a strip
has been completed on a receiving peer without failure of the peer,

8. the system had been in state k(t) = (¢ +2,j — 1,/ — 1) and a streaming of
a strip has been completed on a receiving peer with failure of the peer,

9. the system had been in state k(t) = (4, j, 1) and neither request arrived nor
a stream has been completed on any of the service facilities.

The explanations of these conditions are quite straight-forward except the
one for condition (8). According to this condition, the central state (i,7,1)
can be reached when a receiving peer finishes the reception of a stream from
the peers and immediately fails, provided that the system was previously in
state (i + 2,7 — 1,1 — 1). The reason for decreasing the number of channels
on the peers for reaching the central state by two, instead by one, is that if
one stream that originates from a peer finishes and the peer fails, it means
that the peer that fails is receiving peer, which also streams one stream to the
other peers in the community. Therefore, besides the finished stream, there is
also one interrupted stream due to the failure of the peer. This comes from the
fact that if a receiving peer fails, the number of finished strips that come from
other receiving peers on the failing receiving peer is the same as the number
of interrupted streams.

in_idle Win_rev
——

[N —

k

out

(a) Idle peers (b) Receiving peers (c) Failed peers

Fig. 3 Illustration of peer-assisted streaming.

This can be proven if we take a closer look at the peer-assisted streaming
process in Fig. 3. The figure shows the three different categories of peers:
the idle peers which only stream strips, the receiving peers which stream and
receive strips and the failed peers which do not participate in any of these
activities. The number of outgoing streams k,,; that originate from the active
peers (idle and receiving) is the same, because as long as the peers are active,
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there is no importance to the ES whether the peers are idle or receiving a
stream in the moment when it assigns them to serve a request for a strip.
The total number of incoming streams on every receiving peer is the number
of strips that composes the video m. From all these input streams, ki, jdie
originate from the idle peers, k;;,_rcy Originate from the receiving peers and the
rest of the streams originate from the server. The total number of outgoing
strips from the receiving peers is n,cykout and the total number of incoming
streams that each receiving peer receives from the receiving peers is kip_reo =
(nrcv - 1)kout/(nrcv - 1) = Kout-

This means that when k;,_;q streams finish and the receiving peer fails,
there will be also koyt = Kin_reo interrupted streams. The failure of these
strips will increase the number of failed strips in the system by k., but it will
also increase the number of strips served by the servers by k,,: because the
server has to compensate for the interrupted strips. As a conclusion, the end
of kin_rev strips with failure of the peer implies reduction of the overall number
of strips streamed by the peers by 2k;,_ ¢, and increment of the number of
failed streams and the number of streams served by the server by ki, _rco, 1.€.,
the central state (i, j,1) can be reached only from the state (i + 2k;n_rcv,J —
kinrevs ! — Kin_rev). Substituting ki, o = 1 will give the originating state
(1+2,5—1,k—1) in the condition (8).

From the conditions (1)-(9), the probability P; ;(t + At) that the system
will be in state k(t + At) = (i, 4,1) can be expressed as:

P7J(t+At) ,J 1i(t

( P+ _1(At +Pi,j—l,l+1(t)P:,_i,j—l,lJrl(At) +
+ Pqj(t

(

(

(At)

Bl 1.(At) + Pz‘fl,j,z+1(t)P;i—Lj,lH(At) +
i1 (A + P i1 ()P (A + (1)

P ji(A) + Piyaj 1010 P, ;1o ;-1 (A +

+ Poja() - (1= P ,.(40) (1= B .(40) -
(1= Pouan) (1= Py uan)

where the probabilities of any of the above defined events during the interval
At are marked in a way that the superscript +/— denotes whether an arrival or
an end of service has happened, the first subscript denotes the service facility
where the event has happened, with notation p referring to a peer and s to
a server, and the remaining three subscripts denote the previous state of the
system, before the event happened.

The first four lines of the expression refer to the conditions (1) to (8), ac-
cordingly, while the end of the expression refers to the condition (9) represent-
ing the joint probability that nor arrival of request, neither end of streaming
will happen in the system when it is in state k(t) = (4, j,1).

From the definition of a Poisson process with service rate A, the probability
that exactly one event will happen within an infinitesimal interval At is:

P(k =1, At) = MAte 4t = XAt + o( At) (2)

+ Py j(t
+ Pipa(t
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If we use (2) to define the probabilities of the possible events in (1), divide
the whole expression by At, make some rearrangements and let At — 0, the
expression for stationary state will become:

0= Agij—1,1Pij—1,0 F+ Xsi,j—1,141Pij—1,1+1 +
+ Apic1,5,1Pi—1,5,0 + Api—1,4,1+1Pi—1,4,1+1 +
+ s,ij+1,0Pi,5+1,0 T Msij+1,1—1Di,j+1,1—1 T+ (3)
+ Wpit1,5,1Pi+1,50 T Bpit2,i—1,1—1Pi+2,5—1,1—1 —
— (Nsyigl F Apyigil + gl + Msinjl)Dijl

where p; j; is the stationary probability of the state (¢, j,1).

3.3 Determining the coefficients of the system of equations for the system’s
state probabilities

We can solve the system of equations (3) provided that we calculate the de-
parture and arrival rates that lead to the central state.

The coefficient s ; j—1, refers to the arrival rate of requests directed to
the server from the idle peers when the system is in state (i, — 1,1). Its value
depends on the number of peers in the waiting queue, obtained by subtracting
the number of peers in the video service and failure queues from the overall
number of peers in the system, and the arrival rate of each request A. From all
these candidate peers in the waiting queue, only those that cannot be served
by the peers will be directed to the server. The portion of these requests is
1 — Pyop(i,1), where Ppo,(7,1) is the probability that a strip can be served by
a peer when there are ¢ busy channels on the peers and [ failed channels. The
probability of finding a peer that will stream a strip is a function of ¢ and [
because they are necessary to determine the number of potential active peers
which could possibly serve the request in case they have available channels
and copy of the requested strip. Eventually, the final value of the intensity of
requests directed to the server when the system is in state (i,5 — 1,1) is:

Asyii—1,0 = (1= Ppop(i,1))(mn —i— j 4+ 1 —=1)A (4)

The coefficient As; ;—1,+1 determines the arrival rate of requests directed
to the server from the failed peers, when the system is in state (¢, — 1,1+ 1).
Any of the [ + 1 peers in the failure queue can recover with rate pop and
independently request a strip, however, only a portion 1 — P,o,(i,l + 1) of
them will be directed to be served by the server. Therefore, the intensity of
the probability flow from state (i,5 — 1,1+ 1) will be:

Asyij—1041 = (1= Ppop (i, 1+ 1)) (1 + 1) pogr (5)

The coefficient A, ;_1,;,; determines the arrival rate of requests directed to
the active peers from the idle peers when the system is in state (i — 1, j,1).
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It is similar to (4) because the peers that make the requests are those in the
waiting queue, but it differs in the portion of requests that will be directed to
the peers, which is determined by the probability Ppo,(i — 1,1) that the peer
is able to serve the required strip when the system is in state (i — 1, 7,1) :

)\p}ifl,jJ = szp(i — 1, l)(mn —1 + 1-— ] — l)/\ (6)

The coefficient A, ;—1 ji+1 determines the arrival rate of requests directed
to the active peers from the failed peers when the system is in state (i —1, j, [+
1). Its value is obtained by multiplying the rate of recovery of the peers pqp
with the size of the failure queue, which is j + 1, and the probability that the
peers can serve the requested strip:

Ap,i—l,j,l—!—l = Ppgp(i — 1, l + 1)(l + 1),“40]7 (7)

The coefficient 115 ; ;11,1 determines the departure rate of finished streams
on the receiving peers from the server, without failure of the peer, when the
system is in state (¢,j + 1,1). In this state, there are j + 1 streams that could
possibly end but only a portion of 1 — poy of them will decide not to fail.
Therefore its value will be:

Psigril = (1 —pog)(j + Dp (8)

The coefficient s ;,j+1,1—1 determines the departure rate of finished streams
on the receiving peers from the server with failure of the receiving peer, when
the system is in state (i,5 + 1,1 — 1). Its value is similar to the value obtained
in the previous expression, with the difference that the portion of candidates
that would finish the stream with failure is equal to the probability of failure

DPoff+

Ms,ij+1,0-1 = Po (J + 1) (9)

The coefficient i ;41,5 determines the departure rate of finished streams
on the receiving peers streamed from the active peers without failure of the
peer that receives the stream, when the system is in state (i + 1,4,1). The
explanation of the expression for this coefficient is the same as (8), with the
difference that the streams are originating from the active peers:

it = (1 — pog) (i + 1)p (10)

The coefficient fi ;42 j-1,-1 determines the departure rate of finished
streams on the receiving peers streamed from the active peers with failure of
the peer that receives the stream, when the system is in state (i4+2,j—1,1—1).
Its value is obtained by multiplying the video service rate p with the size of
the failure queue i + 2 and the probability that each of the peers will decide
to fail pog:

Php,it2,j—1,1—1 = Dogr (1 + 2) (11)
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In order to obtain the values of the remaining coefficients, we should ex-
amine more precisely the last member of the expression (1) which denotes the
probability that neither arrival nor departure happens when the system is in
state (i,4,1). The first multiplier 1 — P(:,ri’jJ(At) denotes the probability that
there will be no arrival for a request on the server. There are two situations
when arrival can happen on the server: when an idle peer makes a request and
when a failed peer makes a request immediately after the recovery. Therefore,
the overall rate of arrivals will be the sum of the rates of each of these events.
The final value can be obtained by adding or subtracting such values to the
indexes of the functions defined in (4) and (5), so that they get the values 4,
4 and [. The result of this operation is:

)‘s,w‘,l = )‘SJ,jflJrl,l + )\s,i,jfl+l,l+171 =
= (1= Ppop(, 1)) (mn — i — j — DA+ (1 = Ppop(i,1))lpog  (12)

In a similar fashion, from the second multiplier 1 — P: i ,(At), the arrival

rate of requests on the peers is calculated from (6) and (7):

Apigl = Api—141,4,0 T Apic14+1,4,+1-1 =
= Ppop(i,1)(mn — i — j — DX+ Ppop (4, D)o (13)

The calculation of the coefficient ps;;; comes from the third multiplier
1— P, ;,(At) of (1),which determines the probability that there will be no
end of a stream on a server within the interval At when the system is in state
(4,4,0). The end of a stream on a server implies two possibilities: that the
receiving peer will not fail and that the receiving peer will fail. The sum of
the rates of these two events is the total departure rate of finished streams on
the server. Like in the previous cases, it will be obtained from (8) and (9) by

adjusting their indexes to values i, j and [:

Ps,igl = Ms,ij+1—1,0 1 Msij+1-1,1—14+1 =
:poffjﬂ+(1_pojf)juzjﬂ (14)

In a similar way, from the fourth multiplier 1 — P~ . (At) of (1), (10) and

R
(11) the coefficient iy, ; j; will be calculated as:

Hpijl = Hpit+1-141 T HUpit2-2,j—141,1-1+1 =
= (1 = pogr )it + Pogripe = ip (15)

In the expressions for the coefficients, the only unknown variable is the
probability Ppa,(4,1) that a request for a strip will be redirected to be served
by the peers when the system is in any of the set of states (¢, j,1) such that j €
[0, mn—i—I]. The method for determining this value justifies the representation
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of all the peers in Fig. 2 with one representative peer that has the cumulative
streaming and storage resources of all the peers. The probability Ppa,(i,1)
depends only on the number of busy channels on the peers ¢ and the number of
failed channels [, which define the number of available channels in the system.
For the given set of states such that j € [0, mn —i—1], the number of available
channels is kn — i — [. These available channels can be distributed on various
ranges of peers. The minimum number of peers that can have that many
available channels is [(kn — ¢ — [)/k], which is the case when almost each of
these peers has k channels available. The maximum number of peers that can
have that number of available channels is min(n, kn—i—1). In the last case, we
use the minimum of the two values because if the number of available channels
is lower than the number of peers, then the result would be distributing one
available channel on each of the peers. In the opposite case, the maximum
number of peers that can have that number of available channels will be n,
where each of these peers will have at least one available channel. Having the
minimum and maximum values, the range of peers that can have kn — ¢ — [
available channels can be defined as:

R= Uk”_];_l] ,min(n, kn — i — 1)} (16)

Using the values of this range and the approach from [15], the probability
that a request for a strip will be served by a peer when the system has ¢ busy
channels and [ failed channels will be determined as:

Ppop(i,1) = ZP(U) Zw(t, kn—1i—1) (1 - (1 - SPQ;SJ)> ) (17)
v=1

teER

where w(t, z) is the probability that z available channels will be distributed
on t peers from the range R, P, (v) is the probability that a video with rank v
will be stored in the peers and P(v) is the probability that a video with rank
v will be requested.

Substituting the coefficients (4)-(15) in (3) will give the final equation for
the probability of each state in the system:

0 = (1 — Ppap(4, D)mn —i—j+1-— l))‘pi,jfl,l +
+ (L= Ppop (i, 1+ 1))+ D ptogpij—1,041 +
+ Ppop(i — L) (mn—i+1—j—DApi—1,j1 +
+ Ppop(i — L1+ 1)(L + D popi—1,j141 + (18)
+ (1 = pog)(J + V) ppi 1,0 + Do (5 + V) ppijr1i-1 +
+ (1 = pog) (i + Dppig1,4.0 + Poy (1 + 2)pupiyaj—10-1 —
= ((mn —i—j = DX+ lpogr + (i + ) 1)pija
If we write this equation for every state of the system, we will obtain a
system of linear equations which, if solved, will give the percentage of the traffic
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served by the peers and the server. In order to make a clearer picture of the
system of linear equations, Fig. 4 shows a diagram of the flow of probabilities.
In the diagram, the probability of every state of the system is represented by an
elliptic node and the flow of probability from one state to another is represented
by an arrow showing its direction. The intensity of each flow is the coefficient
that multiplies the probability state in equation (18), but for clarity, it is
intentionally omitted in the figure. The self-loop representing the probability
flow from the central state to the central state is also omitted. Because of
the large size and complexity of the diagram, in the figure, it is emphasized
only the probability of the central state (i,j,{) and the probabilities of the
states from which the central state can be reached. The diagram contains
kn + 1 plains, where each plain contains the probabilities of the states with
the same number of busy channels on the peers. In the partial diagram of a
single plane, the probabilities of the states with the same number of failed
channels are placed in the same row. The probabilities of the states with the
same number of busy channels on the server are placed in the same diagonal.
In the partial diagram that refers to the states that have ¢ busy channels on
the peers, the first row (the furthermost row) has mn — i + 1 states, and each
following row has one state less than the previous. The last (closest to the
viewer) row of each partial diagram has only one state.

The size of the system depends on the number of peers in the system
n, the number of strips of each video m, and the number of channels of
the peers k. From Fig. 4, it can be seen that the size can be obtained by
summing the size of the partial diagrams of the separate plains and equals
(nk +1) (n? + 6m? + 2k* — 9mk) + n(18m — 8k) + 12) /12.

3.4 Calculation of the system’s performance

The final step for calculating the system’s performance is to determine the
state probabilities of the system in stationary state by solving the system of
linear equations (18). In order to obtain unique solution, we modify the system
by substituting an arbitrary equation with the condition that the sum of the
state probabilities of the entire system equals 1.

The average number of busy channels on the peers can be obtained as the
expected number of busy channels in the system. For that purpose, we have
to calculate the probability that the system will have exactly ¢ busy channels,
which is the sum of the probabilities of all the states that lie in the plain in
the diagram of probabilities shown in Fig. 4 corresponding to ¢ busy channels:

P, = i > pij (19)

If we use this value in the expression for the expected value of a random
variable, we get the average number of busy channels K in the system as:
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mn-kn+1

kn S mn-kn+1

K

(20)

I
=
=
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]

5

We can calculate the average utilization of the streaming capacity if we
divide the average number of busy channels by the total number of active peers.
Therefore, we have to find the number of idle peers n;q. and the number of
receiving peers n,..,. For that purpose, we use the condition for equilibrium of
the network of queues in Fig. 1 in stationary state. According to the condition
for equilibrium [19], the arrival rate of customers that enter in one queue has to
be equal to the departure rate of served customers that leave the queue. Since
the considered network of queues is a closed system with finite population, in
stationary state, it will achieve equilibrium, i.e., there will be no change of the
number of customers (channels) in each service facility. The invariant number
of customers in the service facilities means that there is also equilibrium in
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the flows of customers between adjacent service facilities, i.e., the number of
customers entering a service facility in a given time interval must equal the
number of customers that leave the facility in the same interval. Taking into
consideration this fact, we derive the following equations:

)\nidle = (]- - poﬁ”)ﬂnrcv (21)
Hoff off = Poff HTrcv (22)
UNpey = Anidle + Hoff Noff (23)

From the condition that in a closed network the number of peers is constant,
it can be written:

Nidle T+ Nrev + N =N (24)

Using any two of the equations (21)-(23) and (24) will give the expression
for the number of active peers in the system:

1_poﬁ+p n
(1+ 7o) p+ 1 — pogr

Nact = Nidle T Nrcv = (25)
where p = A/p is the service rate of the system and 7o = pog /o = Popr Loft
is the average off-time of the peers.

Eventually, we will calculate the average utilization of the streaming ca-
pacity of the active peers n as a portion of the overall number of channels on
the active peers in the system that are actually occupied with streaming strips
to the other peers:

K
nactk

n= (26)

The portion of traffic served by the peers 6 can be calculated as a ratio
between the traffic served by the active clients, which expressed as number
of channels is the average number of busy channels in the system K, and the
overall traffic in the system. The overall traffic in the system, expressed as
number of strips, is the traffic received by the receiving peers, and is obtained
by multiplying n,.., with the number of strips per video m. Hence:

K E1-—p,
0= :n—ipﬁ_‘_p (27)
NycyM m P

Another parameter that will be considered in the analysis is the quantity
of streaming traffic served by the server, expressed as a percentage of the
maximum system’s throughput, i.e., the traffic that would be generated if all
the peers were receiving a stream, without failures:

P = (1) (28)

n
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4 Model verification and analysis

In order to verify the mathematical model, we developed a simulation model in
the discrete event simulator OMNeT++ [33], which is an extensible, modular,
component-based C++ simulation library and framework for building network
simulators. It offers graphical runtime environment for defining different net-
work topologies and simulation scenarios. We also use the INET library [32],
which is an open-source communication networks simulation package for the
OMNeT++ simulation environment. This framework contains models of most
of the wired and wireless networking protocols. In the simulations, we define
a network of servers and peers organized in local communities, which request
videos from the servers. The peers are served either from the servers or from
the other peers from the same local community. The entire communication is
simulated by exchanging messages encapsulated with headers of the different
networking protocols of the TCP/IP protocol stack.

We verify the correctness of the mathematical model by comparing the
results obtained from the mathematical model with the results obtained from
simulations of the real-time behavior of the system for peer-assisted VoD
streaming with non-cooperative peers. In the simulations, the network con-
sists of one local community of n = 200 peers and one representative server
with sufficient resources to serve all the peers. This server has a role of an ES
and index server. It hosts a library of ¢ = 1500 Standard Definition (SD) qual-
ity contents with playback rate r = 2 Mbps, divided into m = 10 strips. The
streaming capacity of the peers has a variable value and is expressed as a num-
ber of channels k for streaming a single strip of a video (200 kbps). The storage
capacity s is expressed as a number of strips that can be stored in a STB and
it has a value s = 100 strips, which is equivalent of 10 videos. The videos
are previously distributed in the peers according to a distribution scheme that
dedicates 30% of the storage space of the STBs for uniform distribution of the
popular videos and the rest of the storage for uniform distribution of the not
popular contents. According to the 20-80 rule [35], the first 20% of the most
requested videos in the library are considered as popular, while the rest are
not popular. Although we choose this distribution scheme for the initial simu-
lation scenarios, it can be based on arbitrary probability function. The peers
in the system are homogeneous, i.e., all the peers have the same storage and
streaming capacity. This case is easy to be implemented because the operator
can reserve the same amount of storage and streaming resources although the
peers might be heterogeneous with different streaming and storage capacities.

The requests for VoD arrive with inter-arrival time of w = 1/ = 20 min,
which is the average time a client waits to request a video after previously
watching a video. The average duration of the watching sessionisd = 1/ = 90
min. The probability that a client will decide to turn the STB off after the end
of the streaming session p.y is a parameter that will be varied throughout the
simulations, but in most of the cases it will be p,y = 0.3. The average time
that will take the clients to recover after a failure is Ty = 150 min.
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The popularity of the video contents obeys the Zipf-Mandelbrot (ZM) dis-
tribution [21]. This distribution is a modification of the Zipf distribution,
commonly used for modelling popularity of web pages [2], obtained by the
introduction of a shifting constant g:

__ (v+g"
D per(k+q)—

This expression gives the relative frequency of the v-th ranked video out of
c videos in the library, where « is a skew factor which indicates the dispersion
between the popular and not popular contents. The ZM distribution is used to
better describe the specific behaviour of the clients when they request video
contents: client that already watched one video will not repeat a request for the
same video. This causes the steepness of the Zipf distribution curve to reduce
for the popular videos, which is achieved by adding the shifting constant g.
In the literature, the value of the skew factor obtained from trace data of
systems with different sizes of the content library varies between 0.2 and 1
[34, 35, 8, 12, 3]. In our simulation, we use ZM distribution with skew factor
a = 0.8 and shifting constant ¢ = 10 [1].

Since the mathematical model is defined for a stationary state of the sys-
tem, the simulated time is long enough so that stable values of the parameters
of interest are obtained.

In the first simulation scenario, we analyse the impact of the probability
of failure poy on the utilization of the streaming capacity 7 when the recovery
time of the failed peers is T,y = 150 min for streaming capacity of k& =
2 and 5 channels. The first conclusion from the comparison of the results
obtained from the simulations and the mathematical model in Fig. 5(a), is the
correctness of the mathematical model which is validated by the insignificant
differences between the curves. The figure also shows that as the probability
of failure pog increases, the utilization of the streaming capacity falls almost
linearly in both cases of streaming capacity. This behavior is quite expected
because the increasing failure probability increases the number of failed peers
in stationary state, which implies fewer peers that participate in the streaming.
Therefore, although the peers have available streaming resources, they cannot
be optimally used because the probability that a requested strip will be found
somewhere on the peers reduces.

The effects of the worsened uplink utilization can be also seen in the per-
centage of the traffic streamed from the peers shown in Fig. 5(b). In this figure,
the peer-assisted traffic falls from 50% to 20% of the overall traffic with the
increasing of the failure probability p,ywhen the streaming capacity is k = 5.
For streaming capacity of k = 2 strips, the uplink utilization falls more evenly,
which is a result of the small participation of the peer-assisted traffic in the
overall traffic. Fig. 5(b) also verifies the accuracy of the calculated results with
the mathematical model compared to the results obtained from the simula-
tions.

To show that the failures of the peers introduce more reduction of the peer-
assisted traffic than the reduction that would cause only the reduced number

P(v) (29)
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Fig. 5 Dependence of (a) the uplink utilization n and (b) the peer-assisted traffic § on
the probability of failure of the peers p,g for streaming capacity £ = 2 and 5 channels and
recovery time Ty = 150 min.

of active peers, Fig. 6(a) shows a comparison of the overall server traffic in
the case when the system has constant size n and there are failures of the
peers and when there are no failures, but the size of the system n,. changes
so that it has the same number of peers as there would be active peers when
there are failures. For every value of the failure probability p.g, the size of the
system n = ng is calculated according to (25). The purpose of this simulation
scenario is to show the amount of additional traffic that is requested from the
server for compensating the failure of the peers for uninterrupted streaming.
Since there is different amount of overall traffic in the two considered cases,
we choose the maximum streaming capacity of a system with n = 200 peers
as a reference point for comparison. Therefore, we present the amount of the
server traffic @ as a percentage of the maximum traffic that could be generated
in the system, i.e. the traffic that would be generated when all the n clients
would simultaneously receive a stream. Fig. 6(a) shows that in the case when
there are no failures, as expected, the reduction of the size of the system
causes reduction of the requested traffic from the server . However, when
there are failures in the system with the same number of active clients as
when there are no failures, there is smaller reduction of the server traffic. The
reduction of the traffic comes from the reduced size due to the failures, but the
more even slope of the curve comes from the additional traffic generated for
compensating the strips that are interrupted with the failure of the peers. The
additional traffic is actually the difference between the curve obtained for a
system with failures and without failures. The value of the failure probability
Doge has a great impact on the amount of this additional traffic. As it increases,
there are more peers that fail and thus there are more streams that have
to be compensated. Fig. 6(a) also shows that the additional traffic increases
with the streaming capacity of the peers. There is more additional traffic
when there are kK = 5 channels, rather than when there are k = 2 channels,
which is explained by the fact that the higher capacity implies higher number
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of outgoing streams from the active peers, and thus, the failure of one peer
requires more compensating streams from the server. We intentionally omitted
the comparison of the simulated values in the figure since the percentage of
traffic served by the server @ is calculated from the peer-assisted traffic 6,
which was proven to be accurately computed in the Fig. 5(b).

Server traffic @ [%]

Peer uplink utilization n [%]

—8— k=2, with failures

—=— k=2, without failures
—o6— k=5, with failures 10
—8— k=5, without failures

—©— k=2, mat. model
— % — k=2, simulation
—&— k=5, mat. model
—%— - k=5, simulation

0 0.2 0.8 1 100 200 300 400 500

X .6
Probability of failure [ Recovery time To”[min]

(a) (b)

Fig. 6 (a) Comparison of the requested traffic from the server @ of a system with failures
and a system without failures with the same number of active peers as the system with
failures for recovery time T,y = 150 min and streaming capacity k¥ = 2 and 5 channels and
(b) Dependence of the peer uplink utilization 7 on the recovery time of the peers T,y for
streaming capacity k = 2 and 5 channels and failure probability p,z = 0.3.

In the next simulation scenario we show the influence of the recovery time
of the failed peers T,y on the system’s performance. For that purpose, we set
the probability of failure to value poy = 0.3 and vary the recovery time T
in the range from 10 to 510 min. The results presented in Fig. 6(b), show
that the uplink utilization has a linear dependence on the recovery time Tig.
The longer it takes a failed peer to recover, the less active peers are there in
the system that can serve the receiving peers. Comparing the results obtained
for the two different streaming capacities (k = 2 and 5 channels), it can be
concluded that, although insignificantly, the influence of the duration of the
failure state is more emphasized for higher streaming capacities.

The influence of the recovery time T,y on the percentage of the traffic
served by the peers 6 is shown in Fig. 7(a). According to the figure, a system
with peers with £ = 5 channels will be more affected by the longer recovery
time of the failed peers than a system with k& = 2 channels. Comparing the
influence of the probability of failure p,s and the recovery time 7oy, we can
conclude that the former has more important role in the performance of the
system. The failure probability p.s is more important because the traflic that
has to be compensated is generated only in the moment of failure, which
depends on p.g, while the recovery time To¢ only determines how long there
will be the reduced number of active clients in the system.
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As in the previous analysis, these figures also show that the results from the
mathematical model mostly overlap with the results obtained with simulation.
For clarity, in the future analysis, this comparison will be intentionally omitted.

25

Peer-assited traffic 0 [%]
Server traffic @ [%]
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—%— k=5, simulation —8— k=5, without failures
0 100 200 300 400 500 0 100 200 300 400 500
Recovery time T__ [min] Recovery time T__[min]

off off

(a) (b)

Fig. 7 (a) Dependence of the server traffic @ on the recovery time T for streaming capacity
k =2 and 5 channels and failure probability p,y = 0.3 (b) Comparison of the server traffic
@ of a system with failures and a system without failures with the same number of active
peers as the system with failures for failure probability p,; = 0.3 and streaming capacity
k = 2 and 5 channels.

The additional traffic requested from the server for compensating the streams
of the failed peers is shown in Fig. 7(b) by comparing the curves of the server
traffic in a system with failures with a constant size of the network and the
server traffic in a system without failures and size of the network equal to the
number of active peers of the system with failures. The maximum value of ad-
ditional traffic is achieved for the smallest value of the recovery time Ty = 10
min, and then, it slightly reduces, which can be seen from the curves which are
almost parallel with each other and have a tendency to join for very high val-
ues of the recovery time T,y. This figure justifies the earlier explanation that
the additional traffic mainly depends on the failure probability p.y which de-
termines the number of compensating streams from the failed peers, while the
recovery time Tog only determines the general reduction of the traffic because
of the reduced number of peers.

Fig. 8(a) shows the dependence of the server traffic on the failure prob-
ability pog and the service rate p = A/u. In order to obtain different values
of the service rate p, we set the average duration of the streaming sessions
to value d = 100 min and the inter-arrival time to values w = 10, 20, 50
and 100 min. Thus, the service rate obtains values p = A\/u = d/w = 10, 5,
2 and 1, respectively. Each value of the service rate is a separate simulation
and is presented with a separate curve. The streaming capacity of the peers
is k = 5 channels and the recovery time is T,y = 150 min. The server traffic
is presented as a portion of the maximum throughput of the system. When
there are no failures in the system (po,y = 0) the server is most loaded for
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the highest service rate and slowly reduces as the number of failures increases.
The server load decreases because the recovery time T,z is longer than the
duration of the streaming session, which means that in equilibrium there will
be more failed peers than streaming peers. The server traffic for compensating
the interrupted streams increases but not considerably compared to the other
cases because the reduced number of streaming peers implies only a moderate
number of strips that have to be compensated. This can be seen from the curve
obtained for the case when there are no failures, but there is the same number
of peers as the number of active peers. On the contrary, for low service rates
(p = 1), the server traffic increases as the failure probability poy increases. The
reason for this is that, initially, there is a large number of idle peers. As the
probability of failure increases, the number of receiving peers that fail increases
and therefore the traffic that has to be compensated by the server increases.
Thus, although the system has a tendency to reduce the server traffic with
the reduction of the size of the community in the cases with no failures of the
peers, for low service rates, the traffic is considerably increased for compensat-
ing the streams from the failed peers. This means that in the cases with low
service rate, instead of alleviating the servers, the increased number of failing
peers adds more load on the servers.
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Fig. 8 (a) Dependence of the server traffic @ on the probability of failure p,y and the
system’s service rate p for k = 5 channels and recovery time Tog = 150 min, (b) Dependence
of the server traffic @ in the joining point on the recovery time T,z for duration of the session
d = 50, 100 and 150 min.

Another important observation from Fig. 8(a) is that, as the probability of
failure pog increases, all the curves converge to one point which is reached for
Doff = 1. No matter what the service rate p is, for the case when all the peers
fail with certainty, the server has to serve the same amount of traffic. This
phenomenon can be justified with the fact that, when poy = 1, the number
of idle peers is n;qe = 0, i.e., a peer is either streaming or it is failed. The
number of streaming and failed peers is independent on the inter-arrival rate,
which can also be seen if p,y = 1 is substituted in (25). From the two different
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behaviors of the system, i.e., the tendency of the server traffic to decrease
for some values of the service rate and to increase for others, it is natural
to expect that for some value of the service rate p, the server traffic will be
constant, independent on the failure probability. The value of this service rate
pe 1s an important parameter for the system since for any rate higher than
po the server traffic will decrease with the increment of the probability, and
for the lower service rates the traffic will increase. Since for this specific case
D(por = 0) = P(poyy = 1), the value of p, can be found from the curve of the
dependence of the server traffic @ on the service rate p obtained for poy = 0
by locating the point which has value equal to @(poy = 1). The value of the
service rate in the point is the required critical value of the service rate p,,.

For a given service rate, the position of the joint point will depend on the
value of the recovery time Top. As the value of Toy decreases, the point moves
upwards. This can be shown in Fig. 8(b), which gives the dependence of the
server traffic in the joining point on the recovery time 7oy for value of the
duration of the video sessions d = 50, 100 and 150 min. If Fig. 8(b) is taken
into consideration, the dependence in Fig. 8(a) for different values of T,y can
be visualized by joining the initial points for p,y = 0 with a point obtained
for a specific value of T4.

Fig. 9(a) gives the dependence of the server traffic @ on the peers’ storage
capacity s for streaming capacity £ = 5 channels and recovery time T, = 150
min. The server traffic has highest values for small storage capacities because,
although the peers have available channels for streaming, they are not fully
used as a result of the small number of strips they host. Therefore, all the
requests for the strips that are not stored in the peers have to be streamed by
the server. As the storage capacity increases, the availability of the contents
increases, and the server traffic reduces. The figure shows that for storage
capacities higher than s = 100 strips, the curves that describe the dependence
of the server traffic on the failure probability have the same shape and are
parallel to each other, which implies that the system reacts in nearly the same
manner to the failures in all the cases of storage capacity, but with a different
scale.

The comparison of the server traffic @ with failures with the traffic gen-
erated in a network with the same size of active peers, but with no failures,
shows that the additional traffic requested from the servers for compensating
the interrupted streams is almost the same in all the cases for different storage
capacities s and same probability of failure p,s. This can be seen from the
equal distance between the curves obtained for a case with failures and those
obtained for a case without failures for all considered values of the storage
capacity s.

Fig. 9(b) shows the same dependence as in Fig. 9(a) with the difference that
the recovery time is T,y = 50 min. The shorter recovery time T; requires more
additional traffic from the server, which causes the overall traffic requested
from the server @ to increase with the increment of the failure probability p.y,
although there is a smaller number of receiving peers. In the same way as in
the previous case, the additional traffic requested from the servers has almost
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the same value for all the cases of streaming capacities for a given value of the
failure probability pos.
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Fig. 9 Dependence of server traffic @ on the probability of failure p,; and the peers’ storage
capacity s for k = 5 for recovery time (a) Tpy = 150 min and (b) T = 50 min.

The next simulation scenario shows the dependence of the server traffic @
on the distribution of the contents in the peers obtained by changing the per-
centage of the storage capacity dedicated to the popular contents [ for storage
capacity s = 100 strips and recovery time Togy = 150 min. The distribution
of both the popular and not popular contents is uniform, but with a different
portion of the storage space dedicated for each of the two groups of contents.
Fig. 10(a) shows that the server is most loaded when the peers store only the
not popular contents, i.e., when the portion of the storage space dedicated to
the popular contents is | = 0%. Dedicating only [ = 10% of the storage to
the popular contents will significantly reduce the traffic originating from the
server. Furthermore, the figure shows that dedicating more space to the popu-
lar contents will not remarkably contribute to the reduction of the server traffic
because the curve obtained for I = 20% slightly differs from the one obtained
for complete dedication of the storage to the popular contents (I = 100%).
As far as the additional traffic for compensating the interrupted strips is con-
cerned, it can be concluded that the key factor is the failure probability p.g,
while the distribution has only minor effect.

The similar dependence of the server traffic @ on the portion of the stor-
age space dedicated to the popular contents [ can be observed in Fig. 10(b),
where the recovery time is T,y = 50 min. The difference is that instead of the
tendency to decrease, the server traffic increases as the probability of failure
Doy Increases.
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Fig. 10 Dependence of server traffic @ on the probability of failure p,y and the portion of
storage dedicated to popular contents [ for streaming capacity k = 5 channels and recovery
time (a) T,y = 150 min and (b) T,p = 50 min.

5 Conclusion

In this chapter, we proposed a system for peer-assisted VoD streaming in man-
aged networks with non-cooperative peers and developed a stochastic mathe-
matical model of the system, which apart from a large set of variables, includes
the failure probability of the peers and their recovery time. The simulations
showed that the mathematical model is an accurate representative of the pro-
posed system since the results obtained with the calculations are identical to
the simulation results. Throughout the chapter, the mathematical model was
used as a tool to conduct various analyses on how the failures influence on the
system performance. The results showed that the duration of the streaming
sessions, the inter-arrival time, the failure probability and the recovery time
have a crucial role in the overall performance. One of the findings with a sig-
nificant importance is the fact that by increasing the failure probability, the
traffic streamed by the servers converges to one point for any value of the
inter-arrival rate of the request. However, in the cases when the service rate
of the system is higher than some threshold service rate, although there is
additional traffic to compensate the interrupted streams, the overall traffic of
the server decreases with the increasing failure probability of the peers. In the
opposite case, however, the failures of the peers have tendency to increase the
overall streaming traffic from the servers. This fact could be a serious issue for
the VoD provider because the servers are loaded with more traffic than it is
planned for conditions with cooperative peers.

The storage capacity of the peers is also important for the amount of served
traffic in the cases of failures, but this parameter only determines the initial
value of the dependence curve, which follows the same shape as in the other
cases of storage capacity. The same conclusion can be taken for the portion of
storage space dedicated to the popular contents since it has a minor influence
on the shape of the curve of the dependence on the server traffic for small
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values, but for the rest of the values it only determines the elevation of the
curve.

The mathematical model proved to be a powerful and precise tool for
estimating the behavior of the system for various parameters depending on the
level of cooperativeness of the clients. The model could be used for planning the
networks and predicting their performances for a large variety of parameters,
which could save precious time and resources of the providers of VoD service
in the privately managed networks.

The model opens a wide area of future work towards more realistic mod-
elling of the managed networks, better utilization of the last-mile links and
higher QoS. In that direction, we are encouraged to develop a heterogeneous
model with peers that have different streaming and storage capacities. Our
future work will tend to increase the reduction of the traffic in the core of
the network by utilization of various incentive methods. Following the new
trends of streaming technologies, the heterogeneity of the system could be ex-
tended to the very streaming process by implementation of Dynamic Adaptive
Streaming over HTTP (DASH) [27]. This extension infers higher granularity
of the streaming channels, storage of various copies of the strips for different
streaming rates and introduction of probability that a client will switch from
one streaming quality to other depending on the current state of the network.
The price for these extensions will be the considerably increased complexity
of the stochastic model and computation resources needed for obtaining the
results.
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