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Abstract. Motivated by an increasing number of new applications, the
research community is devoting an increasing amount of attention to the
task of multi-label classification (MLC). Many different approaches to
solving multi-label classification problems have been recently developed.
Recent empirical studies have comprehensively evaluated many of these
approaches on many datasets using different evaluation measures. The
studies have indicated that the predictive performance and efficiency of
the approaches could be improved by using data derived (artificial) hier-
archies, in the learning and prediction phases. In this paper, we compare
different clustering algorithms for constructing the label hierarchies (in a
data-driven manner), in multi-label classification. We consider flat label
sets and construct the label hierarchies from the label sets that appear
in the annotations of the training data by using four different clustering
algorithms (balanced k-means, agglomerative clustering with single and
complete linkage and predictive clustering trees). The hierarchies are then
used in conjunction with global hierarchical multi-label classification
(HMC) approaches. The results from the statistical and experimental eval-
uation reveal that the data-derived label hierarchies used in conjunction
with global HMC methods greatly improve the performance of MLC meth-
ods. Additionally, multi-branch hierarchies appear much more suitable for
the global HMC approaches as compared to the binary hierarchies.
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1 Introduction

Multi-label learning is concerned with learning from examples, where each exam-
ple is associated with multiple labels. Multi-label classification (MLC) has recei-
ved significant attention in the research community over the past few years,
motivated by an increasing number of new applications. The latter include
semantic annotation of images and video (news clips, movies clips), functional
genomics (predicting gene and protein function), music categorization into emo-
tions, text classification (news articles, web pages, patents, e-mails, bookmarks...),
directed marketing and others.
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Madjarov et al. [1] presented an extensive experimental evaluation of the
most popular methods for multi-label learning using a wide range of evaluation
measures on a variety of datasets. In particular, the authors have experimen-
tally evaluated 12 methods using 16 evaluation measures over 11 benchmark
datasets. The results reveal that the best performing methods over all evalua-
tion measures are the Hierarchy Of Multi-label classifiERs (HOMER) [2] and
Random Forests of Predictive Clustering Trees for Multi-target Classification
(RF-PCTs for MTC) [3], followed by Binary Relevance (BR) [4] and Classifier
Chains (CC) [5].

Binary Relevance method addresses the multi-label learning problem by
learning one classifier for each class, using all the examples labeled with that class
as positive examples and all remaining examples as negative examples. Classi-
fier Chain method involves Q binary classifiers linked along a chain where each
classifier deals with the binary relevance problem associated with label λi ∈ L,
(1 ≤ i ≤ Q). The feature space of each link in the chain is extended with the 0/1
label associations of all previous links. On the other hand, HOMER transforms
the (original, flat) multi-label learning task into a hierarchy of (simpler) multi-
label learning tasks, based on a hierarchy of labels derived from the data. The
hierarchy is obtained by applying an unsupervised (clustering) approach to the
label part of the data that comes from the original MLC problem. For solving
the newly defined MLC problems in each node of the hierarchy, HOMER uti-
lizes local BR classifiers. We believe that the better predictive performance and
efficiency of the HOMER method as compared to BR and CC in the extensive
experimental evaluation [1], is a result of the data derived (artificial) hierarchy,
that HOMER defines over the output space of the original MLC problem first,
and then uses it in the learning and prediction phases.

In this paper, we experimentally show that structuring the output space
(label part) of a flat MLC problem, and using this structure by a classifier that
can directly handle HMC problems can improve the predictive performance of a
classifier that does not use this structure and directly solves the flat MLC prob-
lem. In particular, we derive a hierarchy from the output space of the (original)
flat MLC problem using a clustering approach first, and then use a HMC method
for solving the newly defined hierarchical multi-label classification problem. To
show the improvements that can be achieved by using a data derived structure on
the label space, we compare: single PCT [6] for solving classical MLC problems
[3], and single PCT for solving HMC problems [7] (both in global settings). Also,
we evaluate and analyze the influence of the data-derived label hierarchies, by
using four different clustering methods: balanced k-means clustering [2], agglom-
erative clustering with single and complete linkage [8] and clustering performed
by predictive clustering trees for multi-target classification (MTP) [6].

The remainder of this paper is organized as follows. Section 2 defines the tasks
of multi-label classification, multi-label ranking and hierarchical multi-label clas-
sification. The use of data derived label hierarchies in multi-label classification is
presented in Sect. 3. Section 4 describes the multi-label datasets, the evaluation
measures and the experimental setup, while Sect. 5 presents and discusses the
experimental results. Finally, the conclusions and directions for further work are
presented in Sect. 6.
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2 Background

In this section, we define the task of multi-label classification and the task of
hierarchical multi-label classification.

2.1 The Task of Multi-label Classification (MLC)

Multi-label learning is concerned with learning from examples, where each exam-
ple is associated with multiple labels. These multiple labels belong to a predefined
set of labels. We can distinguish two types of tasks: multi-label classification and
multi-label ranking.

In the case of multi-label classification, the goal is to construct a predictive
model that will provide a list of relevant labels for a given, previously unseen
example. On the other hand, the goal of the task of multi-label ranking is to
construct a predictive model that will provide, for each unseen example, a list
of preferences (i.e., a ranking) on the labels from the set of possible labels.

The task of multi-label learning is defined as follows [9]:

Given:

– An input space X that consists of vectors of values of primitive data types
(nominal or numeric), i.e., ∀xi ∈ X ,xi = (xi1 , xi2 , ..., xiD ), where D is the size
of the vector (or number of descriptive attributes),

– an output space Y that is defined as a subset of a finite set of disjoint labels
L = {λ1, λ2, ..., λQ} (Q > 1 and Y ⊆ L)

– a set of examples E, where each example is a pair of a vector and a set from the
input and output space respectively, i.e., E = {(xi,Yi)|xi ∈ X ,Yi ⊂ L, 1 ≤
i ≤ N} where N is the number of examples of E (N = |E|), and

– a quality criterion q, which rewards models with high predictive performance
and low computational complexity.

If the task at hand is multi-label classification, then the goal is to

Find: a function h: X → 2L such that h maximizes q.
On the other hand, if the task is multi-label ranking, then the goal is to

Find: a function f : X ×L → R, such that f maximizes q, where R is the ranking
on the labels for a given example.

An extensive bibliography of learning methods for solving multi-label learning
problems can be found in [1,4,10,11].

2.2 The Task of Hierarchical Multi-label Classification (HMC)

Hierarchical classification differs from the multi-label classification in the follow-
ing: the labels are organized in a hierarchy. An example that is labeled with a
given label is automatically labeled with all its parent-labels (this is known as
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the hierarchy constraint). Furthermore, an example can be labeled simultane-
ously with multiple labels that can follow multiple paths from the root label.
This task is called hierarchical multi-label classification (HMC).

Here, the output space Y is defined with a label hierarchy (L,≤h), where L is
a set of labels and ≤h is a partial order representing the parent-child relationship
(∀ λ1, λ2 ∈ L : λ1 ≤h λ2 if and only if λ1 is a parent of λ2) structured as a tree
[9]. Each example from the set of examples E is a pair of a vector and a set from
the input and output space respectively, where the set satisfies the hierarchy
constraint, i.e., E = {(xi,Yi)|xi ∈ X ,Yi ⊆ L, λ ∈ Yi ⇒ ∀λ′ ≤h λ : λ′ ∈ Yi, 1 ≤
i ≤ N} where N is the number of examples of E (N = |E|). The quality criterion
q, rewards models with high predictive performance and low complexity as in
the task of multi-label classification.

An extensive bibliography of learning methods for hierarchical classification
scattered across different application domains is given by Silla and Freitas [12].

3 The Use of Data Derived Label Hierarchies
in Multi-Label Classification

In this study, we suggest to transform the flat multi-label classification problem
into a hierarchical multi-label one and solve it by using an approach for HMC
[12]. In particular, one should derive a hierarchy from the label part of the
original (flat) multi-label classification problem first, and then use this hierarchy
to construct hierarchical classification problem that later solves by using a HMC
approach [12].

3.1 Generating a Label Hierarchy on a Multi-label Output Space

The process of generating label hierarchies on a multi-label output space is criti-
cal for the good performance of the HMC methods on the transformed problems.
When we build the hierarchy over the label space, there is only one constraint
that we should take care of: the original MLC task should be defined by the
leaves of the label hierarchy. In particular, the labels from the original MLC
problem represent the leaves of the tree hierarchy (Fig. 1), while the labels that
represent the internal nodes of the tree hierarchy are so-called meta-labels (that
model the correlation among the original labels).

An example hierarchy of labels generated by using the agglomerative clus-
tering method with single linkage from the emotions multi-label classification
task (used in the experimental evaluation) is given in Fig. 1. The original label
space of the emotions dataset has six labels {λ1, λ2, ..., λ6} and each example
from the dataset originally is labeled with one or more labels. Table 1 shows
five examples from the emotions dataset with their original labels (third col-
umn - original labels) and the corresponding hierarchical labels (fourth col-
umn - hierarchical labels) obtained by using the label hierarchy from Fig. 1
(HL = {μ1, μ2, μ3, μ4, μ5, λ1, λ2, λ3, λ4, λ5, λ6}). Each example in the trans-
formed, HMC dataset is actually labeled with multiple paths of the hierarchy,
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μ1
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λ3 μ5

λ6
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Fig. 1. An example of label hierarchy defined over the flat label space of the emotions
dataset by using agglomerative clustering method with single linkage (λi - original
label, μi - artificially defined meta-label).

defined from the root to the leaves (represented by the relevant labels for the
corresponding example in the original MLC dataset).

In this study, we use four different clustering approaches (two divisive and two
agglomerative) for deriving the hierarchy on the output space of the (original)
MLC problem:

– balanced k-means clustering approach [2] (divisive approach),
– predictive clustering trees [6] (divisive approach),
– agglomerative clustering by using complete linkage [8], and
– agglomerative clustering by using single linkage [8].

Balanced k-means creates the label hierarchy by partitioning the original
labels recursively in a top-down depth-first fashion. The top node of the hierarchy
contains all labels. At each node n, k <= |Ln| child nodes are created. The labels

Table 1. Five examples from the emotions dataset with their original labels and the
corresponding hierarchical labels obtained by using the label hierarchy from Fig. 1
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of the current node are distributed (divided) using a clustering method into k
disjoint subsets (k meta-labels) with an explicit constraint on the size of each
subset, one for each child of the current node.

In this work, we use a specific setting from the predictive clustering frame-
work as in [3,13], where the target space is equal to the descriptive space, i.e., the
descriptive variables are used to provide descriptions for the obtained clusters.
This focuses the predictive clustering setting on the task of clustering instead of
classification.

Agglomerative clustering algorithms treat each example as a singleton cluster
at the outset and then successively merge pairs of clusters until all clusters have
been merged into a single cluster that contains all examples.

The predictive clustering trees and the agglomerative approaches produce
binary tree hierarchies, while the balanced k-means clustering approach produces
multi-branch tree hierarchies for k > 2.

3.2 Solving MLC Problems by Using Classification
Approaches for HMC

After the transformation of the original MLC problem into a HMC one, the new
HMC problem can be solved by a hierarchical multi-label learning approach. The
transformed hierarchical multi-label dataset satisfies the hierarchy constraint (an
example that is labeled with a given label is automatically labeled with all its
parent-labels).

Figure 2 presents the pseudo-code of the algorithm for solving a MLC problem
by using data-derived label hierarchies and a classification approach for HMC.
The algorithm first defines the hierarchy, then solves the HMC problem by using
a classification approach for HMC. It finally extracts the predictions for the
leaves of the hierarchy (that are actually the predictions for the original labels)
and evaluates the performance.

Etrain and Etest denote the training and testing examples, while Wtrain is
only the label part (label data) of the training set. Using the label hierarchy
derived from the label data, Wtrain is transformed into new hierarchically orga-
nized label data Wtrain

H . Etrain
H and Etest

H denote the corresponding hierarchi-
cal multi-label datasets obtained by transforming the original (flat) multi-label
datasets (Etrain and Etest) into hierarchical form.

PH denotes the predictions for the examples of the hierarchical multi-label
dataset Etest

H , while P denotes the predictions for the original labels. The latter
are obtained by extracting the probabilities in the leaves of the label tree from
the predictions PH . The predictions PH are represented as vectors of probabil-
ities (one vector for one example), where each probability is associated to only
one label from the hierarchy (meta-label representing an internal node or origi-
nal label representing a leaf). Predictions P in the original multi-label scenario
can be obtained by using different approaches for transforming the hierarchical
multi-label predictions PH . In this work, we use the simplest approach: only the
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probabilities for the leaves from the hierarchical predictions PH are evaluated,
while the other probabilities (for the meta-labels) are simply ignored.

procedure MLCToHMC(Etrain ,Etest) returns performance

1: Wtrain = ExtractLabelSet(Etrain);
2: Wtrain

H = DefineHierarchy(Wtrain);
3:
4: //transform multi-label dataset to hierarchical multi-label one
5: Etrain

H = MLCToHMCTrainDataset(Etrain, Wtrain
H );

6: Etest
H = MLCToHMCTestDataset(Etest, Wtrain

H );
7:
8: //solve transformed hierarchical multi-label problem
9: //by using approach for HMC

10: HMCModel = HMCMetod(Etrain
H );

11:
12: //generate HMC predictions
13: PH = HMCModel(Etest

H );
14:
15: //Extract predictions only for the leaves from the HMC predictions PH

16: P = ExtractLeavesPredictionsFromHMCPredictions(PH , Wtrain
H , Wtrain);

17: return EvaluatePredictions(P);

Fig. 2. Solving flat MLC problems by using classification approaches for HMC.

3.3 Classification Approaches for HMC

Based on the existing literature, Silla and Freitas [12] propose a unifying
framework for hierarchical classification, including a taxonomy of hierarchical
classification problems and methods. One of the dimensions along which the
hierarchical classification methods differ is the way of using (exploring) the hier-
archical label structure in the learning and prediction phases. They reviewed two
different approaches that utilize the hierarchy: the top-down (or local) approach
that uses local information to create a set of local classifiers and the global (or
big-bang) approach.

The recent research shows that learning a single global model for all labels (in
the hierarchy) can have some advantages [3,14] over the local approaches. The
total size of the global classification model is typically smaller as compared to
the total size of all the local models learned by local classifier approaches. Also,
in the global classifier approach, a single classification model is built from the
training set, taking into account the label hierarchy and relationships. During
the prediction phase, each test example is classified using the induced model, in
a process that can assign labels to a test example at potentially every level of
the hierarchy. Because of that, in this study we compare PCTs for MTP (as flat,
global MLC approach) and PCTs for HMC (in a global setting) [3], instead of
using local (“per parent node”) setting [12] as HOMER does.
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Table 2. Description of the benchmark problems in terms of application domain
(domain), number of training (#tr.e.) and test (#t.e.) examples, the number of fea-
tures (D), the total number of labels (Q) and label cardinality - average number of
labels per example (lc). The problems are ordered by their overall complexity roughly
calculated as #tr.e. × D × Q.

Domain #tr.e. #t.e. D Q lc

Emotions [15] Multimedia 391 202 72 6 1.87

Scene [16] Multimedia 1211 1159 294 6 1.07

Yeast [17] Biology 1500 917 103 14 4.24

Medical [18] Text 645 333 1449 45 1.25

Enron [19] Text 1123 579 1001 53 3.38

Corel5k [20] Multimedia 4500 500 499 374 3.52

Tmc2007 [21] Text 21519 7077 500 22 2.16

Mediamill [22] Multimedia 30993 12914 120 101 4.38

Bibtex [23] Text 4880 2515 1836 159 2.40

Delicious [2] Text 12920 3185 500 983 19.02

Bookmarks [23] Text 60000 27856 2150 208 2.03

4 Experimental Design

4.1 Datasets and Evaluation Measures

We use 11 multi-label classification benchmark problems used in previous studies
and evaluations of methods for multi-label learning. Table 2 presents the basic
statistics of the datasets. The datasets come from the domain of text categoriza-
tion, multimedia and biology and pre-divided into training and testing parts as
used by other researchers.

In any multi-label experiment, it is essential to include multiple and contrast-
ing measures because of the additional degrees of freedom that the multi-label
setting introduces. In our experiments, we used various evaluation measures
that have been suggested by Tsoumakas et al. [11] In particular, we used 12
bipartitions-based evaluation measures: six example-based evaluation measures
(hamming loss, accuracy , precision, recall , F measure and subset accuracy) and
six label-based evaluation measures (micro precision, micro recall , micro F1,
macro precision, macro recall and macro F1). Note that these evaluation mea-
sures require predictions stating that a given label is present or not (binary 1/0
predictions). However, most predictive models predict a numerical value for each
label and the label is predicted as present if that numerical value exceeds some
pre-defined threshold τ . The performance of the predictive model thus directly
depends on the selection of an appropriate value of τ .

Also, we used four ranking-based evaluation measures (one-error , coverage,
ranking loss and average precision) that compare the predicted ranking of the
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Fig. 3. The critical diagrams for the example-based evaluation measures: The results
from the Nemenyi post-hoc test at 0.05 significance leve.

labels with the ground truth ranking. A detailed description of the evaluation
measures is given in Appendix A.

4.2 Experimental Setup

The comparison of the multi-label learning methods was performed using the
CLUS1 system for predictive clustering. All experiments were performed on a
server with an Intel Xeon processor at 2.5 GHz and 64 GB of RAM with the
Fedora 14 operating system. We used the default settings of CLUS to learn the
single PCT approaches (PCTs for MTP - as flat MLC approach, and PCTs for
HMC). The threshold τ for the bipartitions-based evaluation measures was set
to 0.5 for all compared methods.

The balanced k-means clustering method requires to be configured the num-
ber of clusters k in each node of the hierarchy. For this parameter, five different
1 http://clus.sourceforge.net.

http://clus.sourceforge.net
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Fig. 4. The critical diagrams for the label-based evaluation measures: The results from
the Nemenyi post-hoc test at 0.05 significance level.

values (2–6) were considered in the cross-validation phase [2]. After determining
the best value of k on every dataset (via cross-validation on the training dataset),
the PCT for HMC was trained using all available training examples and was eval-
uated by recognizing all test examples from the corresponding dataset. The val-
ues of the parameter k are 3 for most of the datasets, 2 for the emotions dataset,
5 for the yeast dataset, and 4 for the enron and delicious datasets. Also, for the
balanced k-means and the agglomerative methods, Euclidean distance was used
as a distance measure.

4.3 Statistical Evaluation

To assess whether the overall differences in performance across the five different
approaches are statistically significant, we employed the corrected Friedman test
[24] and the post-hoc Nemenyi test [25] as recommended by Demšar [26].
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Fig. 5. The critical diagrams for the ranking-based evaluation measures: The results
from the Nemenyi post-hoc test at 0.05 significance level.

If a statistically significant difference in the performance is detected, then
next step is a post-hoc test to detect between which algorithms those differences
appear. The Nemenyi test is used to compare all the classifiers to each other. In
this procedure, the performance of two classifiers is significantly different if their
average ranks differ by more than some critical distance. The critical distance
depends on the number of algorithms, the number of datasets and the critical
value (for a given significance level - p) that is based on the Studentized range
statistic and can be found in statistical textbooks (e.g., see [27]).

We present the results from the Nemenyi post-hoc test with average rank
diagrams [26]. These are given in Figs. 3, 4 and 5. A critical diagram contains
an enumerated axis on which the average ranks of the algorithms are drawn.
The algorithms are depicted along the axis in such a manner, that the best
ranking ones are at the right-most side of the diagram. The lines for the average
ranks of the algorithms that do not differ significantly (at the significance level
of p = 0.05) are connected with a line.

5 Results and Discussion

In this section, we present the results from the experimental evaluation. For
each type of evaluation measure, we present and discuss the critical diagrams
from the tests for statistical significance. The complete results over all evaluation
measures are given in AppendixB. We have compared five different method:

– PCTs for MTP, that don’t use a hierarchy for solving the original MLC prob-
lem (labeled as MLC )
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Table 3. The predictive performances of PCTs for MLC obtained on the original (flat)
MLC problems and PCTs for HMC obtained on the transformed (newly) defined HMC
problems by using four different clustering approaches (balanced k-means, predictive
clustering trees, and agglomerative clustering with complete and single linkage) along
16 performance evaluation measures on all datasets.
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– PCTs for HMC, that use data-derived label hierarchies, defined by:
• balanced k-means clustering approach (labeled as BkM )
• agglomerative clustering by using complete linkage (labeled as ACL)
• agglomerative clustering by using single linkage (labeled as ASL)
• predictive clustering trees (labeled as PCT )

The results of the statistical evaluation are given in Figs. 3, 4 and 5, while the
complete results are given in Table 3. Considering the results from the statistical
evaluation, we can make several conclusions. The first conclusion that draws our
attention is that PCTs for HMC outperform PCTs for MLC on all datasets and
on all evaluation measures. The differences in predictive performance are rarely
significant at the significance level of 0.05, but the PCTs for HMC (that use
balanced k-means clustering approach) are significantly better than PCTs for
MLC on 12 out of 16 evaluation measures (accuracy , recall , F measure micro
recall , micro F1, macro precision, macro recall , macro F1, one-error , coverage,
ranking loss and average precision).

PCTs for HMC that use balanced k-means clustering for deriving the label
hierarchies outperform PCTs for HMC that use agglomerative clustering with
single and complete linkage and PCTs on all evaluation measures except on
hamming loss, precision, subset accuracy and micro precision. All clustering
approaches that produce binary hierarchies (agglomerative clustering with single
and complete linkage and PCTs) show similar results and there is no statistical
significant difference between their predictive performance.

Considering the complete results that are given in Table 3 we can see that
the highest improvement of utilizing the data-derived hierarchies is obtained on
delicious dataset, as a result of the largest number of labels and the largest label
cardinality (average number of labels per example). A large number of labels
and large label cardinality yields a larger hierarchy that emphasizes the relations
between labels, and improves the process of learning and prediction. PCTs for
MLC outperform PCTs for HMC only on the scene and emotions datasets,
which was a result of the smallest number of labels and label cardinality that
have these two datasets.

Finally, multi-branch hierarchy (defined by balanced k-means clustering) is
more suitable for the global HMC approach as compared to the binary hierarchies
defined by agglomerative clustering with single and complete linkage and PCTs,
especially on datasets with higher number of labels and higher label cardinality.

6 Conclusions and Further Work

In this paper, we have investigated the use of label hierarchies in multi-label
classification, constructed in a data-driven manner. We consider flat label-sets
and construct label hierarchies from the label sets that appear in the annotations
of the training data by using clustering approaches based on balanced k-means
clustering, agglomerative clustering with single and complete linkage, and clus-
tering performed by PCTs. The hierarchies are then used in conjunction with
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hierarchical multi-label classification approaches in the hope of achieving better
multi-label classification.

In particular, we investigate and evaluate the utility of four different data-
derived label hierarchies in the context of predictive clustering trees for HMC.
The experimental results clearly show that the use of the hierarchy results in
improved performance and the more balanced hierarchy offers better represen-
tation of the label relationships.

The label hierarchies used in PCTs for HMC greatly improve the perfor-
mance of PCTs for MTP (as used for MLC): The results show improvement
in performance on all evaluation measures considered. Multi-branch hierarchy
(defined by balanced k-means clustering) appears much more suitable for the
global HMC approach (PCTs for HMC) as compared to the binary hierarchies
defined by agglomerative clustering with single and complete linkage and PCTs.
It outperforms binary hierarchies on datasets with higher number of labels and
this improvement is especially emphasized on the delicious dataset, as a result
of the higher label cardinality that this dataset has in comparison to the other
evaluated datasets.

The final recommendation considering the performance of the evaluated meth-
ods is that we should use data-derived label hierarchies. We should transform
the original (flat) multi-label classification problem into hierarchical multi-label
one by using more balanced hierarchies, and solve the newly defined hierarchical
classification problem by a classifier that can directly handle HMC problems.

We plan to extend the experimental evaluation in this study by using different
local approaches (as the approaches per node and per parent node) for solving
the HMC problem. We plan to consider other MLC approaches, local and global,
for use in conjunction with the label hierarchies.

A final direction for further work might be the comparison of hierarchies
constructed by humans and hierarchies generated in a data-driven fashion. For
HMC problems, we can consider the MLC task defined by the leaves of the
provided label hierarchy. We can then construct label hierarchies automatically,
as described above, and compare these hierarchies (and their utility) to the
originally provided label hierarchy.
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A Evaluation Measures

In this section, we present the measures that are used to evaluate the predictive
performance of the compared methods in our experiments. In the definitions
below, Yi denotes the set of true labels of example xi and h(xi) denotes the set
of predicted labels for the same examples. All definitions refer to the multi-label
setting.
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A.1 Example Based Measures

Hamming Loss evaluates how many times an example-label pair is misclassi-
fied, i.e., label not belonging to the example is predicted or a label belonging
to the example is not predicted. The smaller the value of hamming loss(h), the
better the performance. The performance is perfect when hamming loss(h) = 0.
This metric is defined as:

hamming loss(h) =
1
N

N∑

i=1

1
Q

|h(xi)ΔYi| (1)

where Δ stands for the symmetric difference between two sets, N is the number
of examples and Q is the total number of possible class labels.

Accuracy for a single example xi is defined by the Jaccard similarity coeffi-
cients between the label sets h(xi) and Yi. Accuracy is micro-averaged across all
examples.

accuracy(h) =
1
N

N∑

i=1

|h(xi)
⋂ Yi|

|h(xi)
⋃ Yi| (2)

Precision is defined as:

precision(h) =
1
N

N∑

i=1

|h(xi)
⋂ Yi|

|h(xi)| (3)

Recall is defined as:

recall(h) =
1
N

N∑

i=1

|h(xi)
⋂ Yi|

|Yi| (4)

F1 score is the harmonic mean between precision and recall and is
defined as:

F1 =
1
N

N∑

i=1

2 × |h(xi) ∩ Yi|
|h(xi)| + |Yi| (5)

F1 is an example based metric and its value is an average over all examples in
the dataset. F1 reaches its best value at 1 and worst score at 0.

Subset Accuracy or classification accuracy is defined as follows:

subset accuracy(h) =
1
N

N∑

i=1

I(h(xi) = Yi) (6)

where I(true) = 1 and I(false) = 0. This is a very strict evaluation measure
as it requires the predicted set of labels to be an exact match of the true set of
labels.
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A.2 Label Based Measures

Macro Precision (precision averaged across all labels) is defined as:

macro precision =
1
Q

Q∑

j=1

tpj

tpj + fpj
(7)

where tpj , fpj are the number of true positives and false positives for the label
λj considered as a binary class.

Macro Recall (recall averaged across all labels) is defined as:

macro recall =
1
Q

Q∑

j=1

tpj

tpj + fnj
(8)

where tpj , fpj are defined as for the macro precision and fnj is the number of
false negatives for the label λj considered as a binary class.

Macro F1 is the harmonic mean between precision and recall, where the average
is calculated per label and then averaged across all labels. If pj and rj are the
precision and recall for all λj ∈ h(xi) from λj ∈ Yi, the macro F1 is

macro F1 =
1
Q

Q∑

j=1

2 × pj × rj

pj + rj
(9)

Micro Precision (precision averaged over all the example/label pairs) is
defined as:

micro precision =

∑Q
j=1 tpj

∑Q
j=1 tpj +

∑Q
j=1 fpj

(10)

where tpj , fpj are defined as for macro precision.

Micro Recall (recall averaged over all the example/label pairs) is defined as:

micro recall =

∑Q
j=1 tpj

∑Q
j=1 tpj +

∑Q
j=1 fnj

(11)

where tpj and fnj are defined as for macro recall.

Micro F1 is the harmonic mean between micro precision and micro recall. Micro
F1 is defined as:

micro F1 =
2 × micro precision × micro recall

micro precision + micro recall
(12)
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A.3 Ranking Based Measures

One Error evaluates how many times the top-ranked label is not in the set of
relevant labels of the example. The metric one error(f) takes values between 0
and 1. The smaller the value of one error(f), the better the performance. This
evaluation metric is defined as:

one error(f) =
1
N

N∑

i=1

[[ [
arg max

λ∈Y
f(xi, λ)

]
/∈ Yi

]]
(13)

where λ ∈ L = {λ1, λ2, ..., λQ} and [[π]] equals 1 if π holds and 0 otherwise for
any predicate π. Note that, for single-label classification problems, the One Error
is identical to ordinary classification error.

Coverage evaluates how far, on average, we need to go down the list of ranked
labels in order to cover all the relevant labels of the example. The smaller the
value of coverage(f), the better the performance.

coverage(f) =
1
N

N∑

i=1

max
λ∈Yi

rankf (xi, λ) − 1 (14)

where rankf (xi, λ) maps the outputs of f(xi, λ) for any λ ∈ L to {λ1, λ2, ..., λQ}
so that f(xi, λm) > f(xi, λn) implies rankf (xi, λm) < rankf (xi, λn). The small-
est possible value for coverage(f) is lc, i.e., the label cardinality of the given
dataset.

Ranking Loss evaluates the average fraction of label pairs that are reversely
ordered for the particular example given by:

ranking loss(f) =
1
N

N∑

i=1

|Di|
|Yi|

∣∣Ȳi

∣∣ (15)

where Di = {(λm, λn)|f(xi, λm) ≤ f(xi, λn), (λm, λn) ∈ Yi × Ȳi}, while Ȳ
denotes the complementary set of Y in L. The smaller the value of ranking
loss(f), the better the performance, so the performance is perfect when ranking
loss(f) = 0.

Average Precision is the average fraction of labels ranked above an actual
label λ ∈ Yi that actually are in Yi. The performance is perfect when avg
precision(f) = 1; the larger the value of avg precision(f), the better the per-
formance. This metric is defined as:

avg precision(f) =
1
N

N∑

i=1

1
|Yi|

∑

λ∈Yi

|Li|
rankf (xi, λ)

(16)

where Li = {λ′|rankf (xi, λ
′) ≤ rankf (xi, λ), λ′ ∈ Yi} and rankf (xi, λ) is

defined as in coverage above.
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B Complete Results from the Experimental Evaluation

In this section, we present the results from the experimental evaluation. Table 3
shows the predictive performance of the compared methods. First column of
the tables describes the methods used for defining the hierarchies, while the
other columns show the predictive performance of the compared methods and
hierarchies in terms of the 16 performance evaluation measures.
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retrieval using predictive clustering trees. In: Fürnkranz, J., Hüllermeier, E.,
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