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Abstract. This work presents an approach for blocking artifacts removal in 
highly compressed video sequences using an algorithm based on dictionary 
learning methods. In this approach only the information from the frame content 
is used, without any additional information from the coded bit-stream. The pro-
posed algorithm adapts the dictionary to the spatial activity in the image, by that 
avoiding unnecessary blurring of regions of the image containing high spatial 
frequencies. The algorithms effectiveness is demonstrated using compressed 
video with fixed block size of 8x8 pixels. 
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1 Introduction 

Digital video is essential part of human interaction today. Its widespread was made 
possible by introduction of fast and efficient standards for video compression. The 
most popular and most widely used today is H.264/MPEG-4 AVC, while the new 
HEVC standard is still in the phase of slow acceptance by the industry due to its com-
plexity. The compression algorithms used in most standards are prone to introduction 
of artifacts in the final compressed video sequence that can be especially noticeable at 
low bitrates. The nature of different types of artifacts, as well as the reasons for their 
introduction, is described in details in [1,2]. Among the different types of artifacts 
probably the most perceptually annoying are the blocking artifacts. To cope with this 
problem, compression standards for digital video of the H.264 series have embedded 
deblocking filter. Another widely used approach is post-processing, performed on the 
decompressed video sequence. In that direction many algorithms for reduction of 
blocking artifacts were proposed [3,4,5,6,7]. They use spatial filtering techniques [4] 
in the area where blocking effect appears or techniques in which the discontinuity in 
the luminance level is modeled with 2D linear function [5,6]. In [4], three filtering 
modes depending on the spatial activity and the characteristics of the human visual 
system (HVS model) are proposed. The algorithm depends on the coding information 
extracted from the bit-stream. These algorithms treat only the fixed blocking effect 
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introduced at the boundaries of the block, and not the blocking effect inside the block. 
In [7,8], fixed blocking artifacts, as well as displaced ones, that are result from motion 
compensation between frames, are effectively treated and reduced. In [7] a technique 
that utilizes 1D spatial filtering is proposed. It is implemented in two phases, detec-
tion of presence of the blocking artifacts and adaptive directional filtering. In [8], a 
fast algorithm for detection and reduction of displaced and fixed blocking-artifacts 
that considers only the luminance samples of the frame was proposed. Compared to 
[8], [7] is more computationally expensive, due to the fact that spatial filtering is ap-
plied on all 64 pixels in the block. Although many algorithms for adaptive filtering 
were proposed, still one of the major problems in these algorithms is introduction of 
blurring in the areas with high spatial activity. 

Another very pronounced artifact of video compression is blurring due to the high 
frequencies suppression in the quantization phase of the compression algorithm. This 
artifact is usually coped with using image restoration and super-resolution techniques. 
Many algorithms for single image super-resolution are based on the concept of joint 
dictionary learning and sparse representation [9,10,11,12]. These techniques are effec-
tive in boosting of high frequencies and, thus, sharpening the image. However, when 
applied to images containing blocking artifacts they often increase the visibility of the 
artifacts.   

In our approach an algorithm similar to those utilized for super-resolution is used. 
The algorithm aims to restore the compressed frame, with an intention of reducing the 
blocking artifacts and increasing the high-frequency content at the same time. Its no-
velty is in combining the adaptive filtering approach [8] and the dictionary learning 
methods via sparse representation of an image patch [9,10,11].   

In the Section 2 of the paper, a short overview of the nature of different compres-
sion artifacts is presented, after which the proposed algorithm is described. Experi-
mental results are presented in Section 3 and Section 4 contains conclusions and di-
rections for future research. 

2 Proposed Algorithm 

In order to better present the proposed algorithm, a short description of the blocking 
artifacts nature is presented in the following text. 

The utilization of blocks, as base units in processes of transformation, quantization 
and motion estimation generates unreal discontinuities in the block boundaries in the 
reproduced frame of the video sequence. These discontinuities can be classified into 
three sub-categories, usually designated as mosaic effect, staircase effect and false 
edge [1]. Mosaic effect appears in regions with low spatial activity, i.e. smooth re-
gions. On a block level, in the process of quantization, very often almost all alternate 
components (AC) from the DCT transform are quantized to zero, therefore, in the 
reconstruction stage blocks are reconstructed from the DC components. The fusion of 
these reconstructed blocks produces mosaic effect, and it is characterized with abrupt 
changes of the luminance level at the block edges. Staircase effect appears along a 
diagonal line or curve, in the form of fake vertical and horizontal edges at the block 



 Machine Learning Approach to Blocking Effect Reduction in Low Bitrate Video 175 

 

boundaries. False edge appears in the vicinity of real edge, and it is due to the motion 
estimation and compensation between frames in the video.  

Restoration of compressed images is a real challenge due to the existence of com-
pression artifacts. Since there is no available information about the uncompressed 
image, there is a need of a priori knowledge that can be obtained using machine learn-
ing approaches. Most intuitive approach in knowledge based image restoration is the 
dictionary learning approach that is widely used in single-frame SR approaches. 

The proposed algorithm was implemented to work with image blocks of size 8x8 
pixels; nevertheless, the same approach is applicable for different block sizes. In this 
paper only grayscale frames (Y component) are considered. The algorithm can be 
easily extended to consider color frames. 

The approach consists of three steps, shown in Fig.1 a). In the first step, image 
patch of size 8x8 pixels is extracted from the area around each pixel of the frame from 
the compressed video. For each extracted patch the procedure in the second step, 
shown in Fig.1 b), is applied separately for horizontal and vertical direction. 

In order to make a better distinction between the different types of compressed 
image patches, we trained three separate dictionaries depending on the spatial activity 
in the region around the pixel of interest. In the first step, the spatial activity is calcu-
lated and then depending on the activity one of the following cases applies. In case 
when spatial activity is very high, the extracted image patch remains unchanged and 
there is no need for reconstruction. If the activity is not very high, recovery patch is 
estimated using one out of three dictionaries, depending on the level of measured 
activity as described in subsection 2.1. After selecting one of the three dictionaries, a 
sparse representation of the recovery patch is estimated, as a linear combination of the 
available dictionary pairs. Iterative estimation of the sparse representation is per-
formed by minimizing the error between the extracted compressed image patch and 
the estimate of the patch. As a minimizing function, L2 norm with regularization term 
is used. In the third step back projection is performed by averaging the luminance of 
the overlapping areas of neighboring pixels. At the end the frames restored carrying 
out the procedure in horizontal and in vertical direction are averaged. 

2.1 Measuring the Local Spatial Activity 

The proposed algorithm uses three types of dictionaries. The selection of the dictio-
nary to be used is determined by the values of the parameters calculated from the 
luminance values of the neighboring pixels, following the approach of the filtering 
algorithm described in [8]. For the vertical direction these parameters (ܮ௜,௝ , ܴ௜,௝ and ܦ௜,௝) are calculated as shown by the equations (1), (2) and (3). Similar equations are 
used for the horizontal direction. 

௜,௝ܦ  ൌ ௜݂,௝ െ ௜݂,௝ାଵ (1) 

௜,௝ܮ  ൌ ∑ ห ௜݂,௝ି௠ െ ௜݂,௝ି௠ାଵหଷ௠ୀଵ  (2) 

 ܴ௜,௝ ൌ ∑ ห ௜݂,௝ା௠ െ ௜݂,௝ା௠ାଵหଷ௠ୀଵ  (3) 



176 A. Stojkovikj et al. 

 

Here ௜݂,௝ is the luminance value of the pixel at the coordinates ݅ and ݆ from the com-
pressed image. The value of ܦ௜,௝ reflects luminance difference at the border between 
columns ݆ and ݆ ൅ 1, and the values of ܮ௜,௝ and ܴ௜,௝ reflect the activity in the region of 
size 3 pixels left and right of the border, respectively.   

The same thresholds as in [8] were used, in order to distinguish which dictionary 
to use. As shown in Fig.1 b), the first dictionary is used in image regions with low 
spatial activity, where blocking artifacts are most noticeable. The second dictionary is 
used in regions with medium spatial activity, weak edges and textures. The third dic-
tionary is used for regions with high spatial activity, sharp edges and clear textures.  

Very high values of these measurements imply occurrence of natural edge, in 
which case the image pattern should be left unchanged. 

   

Fig. 1. Block diagram of the proposed algorithm 

2.2 Training Process 

The aforementioned dictionaries are constructed during the training process. 51 
cropped images of size 256x256, taken from frames of 10 different low bitrate videos 
were used for training. Different types of dynamic and static scenes, with big content 
variety, were considered.  

In order to employ the idea for joint dictionary learning that is usually applied in 
single-image super-resolution, we used the same concept as in [9] and [10]. Every 
dictionary is a set of pairs of patches - dictionary pairs. Each pair consists of a patch 
extracted from the uncompressed image and a corresponding patch from the com-
pressed image. All patches in a dictionary extracted from uncompressed frames are 
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forming a subset denoted as Du, and the corresponding parts of the dictionary pairs, 
extracted from the compressed frames are forming a subset denoted as Dc. Training 
set of dictionary pairs will be denoted with ۾ ൌ ሼ࢏ܠ, ܅ୀ૚࢏ሽ࢏ܡ , where ܆௨ ൌ ሼܠ௜ሽ௜ୀଵW  
represents the subset of uncompressed image patches, and   ܇௖ ൌ ሼܡ௜ሽ௜ୀଵW , is the subset 
consisted of compressed image patches. W is the number of patterns in the set.  The 
sparse representation is denoted with Z. 

 
Joint Dictionary Learning. Joint dictionary learning in the training stage is usually 
performed with utilization of (a) K-SVD algorithm, or (b) k-means algorithm, or 
simply by (c) alternate minimization of particular cost function of two variables, the 
estimated set {Du, Dc} and estimated sparse representation Z. 

Joint Dictionary Learning Using L2 norm Minimization. The estimation of the dictio-
nary is achieved by minimizing the cost functions of the form: 

 ۲୳ ൌ arg minሼ۲౫,܈ሽԡ܆௨ െ ۲୳܈ԡଶଶ ൅  ԡଵ (4)܈ԡߣ

܋۲  ൌ arg minሼ۲ౙ,܈ሽԡ܇௖ െ ۲ୡ܈ԡଶଶ ൅  ԡଵ (5)܈ԡߣ

by forcing the uncompressed and compressed representations to share same minimi-
zation code, as proposed in [9]. Minimization procedure, for both dictionary pair, and 
sparse representation is performed iteratively with appropriate alternation of the va-
riables (method (c) from above). This type of dictionary learning was performed with 
the Matlab package developed in [13] that utilizes Quadratically Constrained Qua-
dratic Programming Package. 

Joint Dictionary Learning Using Joint k-means Algorithm. Another approach for 
dictionary learning known as joint k-means clustering (JKC) is presented in [10]. In 
this approach the main idea is to jointly cluster both types of image patches, i.e. image 
patches from the compressed frame and the appropriate image patches from the un-
compressed frame.   

The procedure is similar to the classical k-means clustering. For k clusters, we can 
define a set of cluster centers ൛܋௝ൟ௝ୀଵ௞ , where each center ܋௝ consists of uncompressed 
and compressed parts, ܋௝௫ and ܋௝௬, respectively. According to the algorithm joint patch 
vector ܡܠ௜ ൌ ሺܠ௜,  .௜ share the same centerܡ ௜ andܠ ௜ሻ belongs to certain cluster if bothܡ
The algorithm is consisted of four steps with the two alternating steps (cluster as-
signment and cluster re-centering), as follows: 

1. Arbitrarily initialize the k centers. 
2. (Cluster assignment) For each ݅ ߳ ሼ1, … ܰሽ, ܮሺ݅ሻ ൌ ݆ᇱ if both ܋௝ᇱ௫ and ܋௝ᇱ௬, are the 

closest centers to ܠ௜ and ܡ௜, respectively; otherwise ܮሺ݅ሻ ൌ 0. 
3. (Cluster re-centering) For each ݆ ߳ ሼ1, … ݇ሽ, a related cluster is defined as ࣝ୨ ൌሼܢ୧ s. t. ሺ݅ሻۺ ൌ ݆ሽ and the joint center (܋௝௫,  .௝௬) is recomputed܋
4. Repeat steps 2 and 3 until L no longer changes. 



178 A. Stojkovikj et al. 

 

In this procedure, L is a vector of labels that contains, element by element, the index 
of the assigned cluster. We set L=0 for those vectors that do not find any placement, 
i.e. do not belong to the same neighborhood (cluster) of compressed and uncom-
pressed patches. 

Additionally, for each obtained dictionary pair, in order to counter-balance the 
negative effect of the pruning, simple geometrical transformations of the patches 
should be considered. These are: rotation of 90°, 180° and 270°, horizontal and ver-
tical reflection, as well as the two types of diagonal reflection. 

2.3 Patch Recovery and Image Restoration Process 

In this step of the proposed approach, the aim is to estimate the recovery patch by 
using the sparse representation as a linear combination from the patches in the Du 
subset of the dictionary. The coefficients of the sparse representation હ  are estimated 
by solving the optimization problem, as shown below. After that, estimation of the 
recovery patch x is performed using estimated coefficients. The procedure is as fol-
lows: 
Input: The appropriate trained dictionary consisted of ۲୳ and ۲܋ and the extracted 
patch ࢟ for each pixel of the compressed frame. 

1. Subtract the DC component from the particular image patch.  
2. Solve the optimization problem defined with: minહԡ۲܋હ െ ෝԡଶଶ࢟ ൅   .ԡહԡଵߣ
5. Estimate the restoration patch x=Du · હ .  
6. Backprojection: put the estimated patch back into the restored image ܆෡ by averag-

ing all estimated values for each pixel. Multiple values are estimated for each pixel 
due to overlapping blocks.  

Output: Restored image ܆෡. 
3 Results 

For the performance testing of the proposed approach, nine different video sequences 
were taken from the Consumer Video Library database site [14]. They were com-
pressed to constant bitrates in the range of 512 to 1200 kbps, and from each sequence 
one frame was extracted and converted to grayscale. The original uncompressed se-
quences labeled with 3, 4, 7 and 9 are VGA sequences (640x480p), and the sequences 
labeled with 1, 2, 5, 6 and 8 are HD videos (1920x1080p). Most of the testing frames 
were taken from parts of the videos (sequences labeled with 1, 2, 4, 6 and 8) where 
the scene was static and the camera wasn’t moving.  In sequence 3, the scene is static 
and there is a considerable zooming present, while in the sequences 7 and 9, the 
scenes are very dynamic and the camera is not moving. The sequence labeled with 5 
has a very dynamic scene and moving camera (football terrain). Content from natural 
scene is considered in sequences 1, 2, 3, 7 and 8, and the sequences labeled with 1, 4,  
 



 Machine Learning Approach to Blocking Effect Reduction in Low Bitrate Video 179 

 

5, 7 and 8 are abundant with details. Faces, as most searched content in an image, are 
considered in sequences labeled with 4, 6 and 9. 

 As a measure of quality we have used Peak Signal to Noise Ratio (PSNR) and 
Mean structural similarity index (MSSIM). These measures are frequently used when 
the objective and subjective quality are discussed, despite the fact that they do not 
correspond to the amount of blockiness in a particular image. In order to measure the 
amount of blockiness in the restored frame we have used Blockiness Measure (BM), 
as proposed in [15].     

In all tests the regularization factor λ was estimated using extensive search in the 
range [0, 1]. Visually most pleasing results were achieved using λ=0.1.   

 
 Fig. 2. PSNR, MSSIM and BM values for the compressed frames, and the restored ones with 
four versions of the proposed algorithm 
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Two variants of the proposed approach were considered in the performance testing. In 
the first variant the restoration is performed for each pixel in the frame, and in the 
second the restoration is performed only for the pixels where the blocking effect (re-
gion of BE) was detected, with the detection procedure described in [8]. Results from 
this comparison are shown in Fig.2. It can be noticed that when algorithm is applied 
to each pixel, the performance is better in terms of measured quality as well as visual 
quality. 

Two different algorithms for dictionary learning were considered. The results of 
using dictionaries constructed by algorithm labeled with (c), and the algorithm labeled 
with (b), (both described in Section 2) were compared.  

 
Fig. 3. PSNR, MSSIM and BM values for the compressed frames, the restored frames with the 
proposed algorithm, the restored frames with the algorithm from [8] and the restored frames 
with h.264 DA 
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If we compare the numerical results of different size dictionaries of different sizes, 
presented in graphics on Fig.2, we can notice that in most cases they have higher val-
ues when the images are restored using dictionaries of size 512. It can also be noticed 
that results achieved with dictionaries of size 256, don't differ too much from those 
achieved with dictionaries of size 512. This fact brings us to a conclusion that in cases 
where a particular dictionary is descriptive enough, increasing its size does not affect 
significantly the video quality. On the other hand, the usage of smaller dictionaries is 
more efficient in terms of computations and time consumption. Also, from Fig.2, it 
can be noticed that in the cases when all versions of geometrical appearance of the 
patch prototypes are considered in the dictionary, PSNR and MSSIM have smaller 
values compared to those when using dictionaries of sizes 256 and 512, suggesting 
that dictionaries without geometrical variations are more effective. At the same time, 
adding the geometrical variations to the dictionaries increases the variability of pat-
terns that are used in the restoration procedure, and due to this fact, the final estimate 
of the image has more details and distinguishable edges, thus better visual quality. In 
what follows only the results obtained using the dictionary 256 will be presented.  

Comparison results of different algorithms can be seen in Fig. 4. The fourth and 
the fifth row of Fig.4 show results obtained using the algorithm proposed in [8] and 
the in-loop adaptive deblocking algorithm implemented in h.264 (h.264 DA), [16], 
applied as a post-processing algorithm, respectively.  

The numerical results for the approach proposed in [8], and h.264 DA (mode 4 - 
strongest filtering), in comparison with the proposed algorithm are presented in Fig.3. 
As can be seen in Fig.3, our approach has achieved better results than [8] in 7 out of 9 
sequences in PSNR terms and in all 9 sequences in MSSIM terms. In terms of BM the 
proposed algorithm outperforms [8] only in four cases (sequences labeled with 4, 6, 7 
and 9). For the rest 5 sequences, the reduction of the blocking effect is obvious, but 
the numerical values show that the performance of the proposed and the algorithm 
from [8] are comparable. Considering h.264 DA, the proposed algorithm shows better 
performance in terms of PSNR and MSSIM for all sequences except for sequence 7. 
In this sequence, considering that the camera is moving and also the movement of the 
bees is rapid, applying stronger filtering with h.264 DA produced smoother outcome 
in which the blocking artifacts were reduced, while some details were lost. This 
caused higher PSNR and MSSIM values, compared to the results achieved with the 
proposed algorithm. 

4 Conclusion and Future Work 

In this paper an algorithm for adaptive restoration using dictionary learning methods, 
targeting blockiness reduction in highly compressed videos, was presented.  From the 
presented results it can be concluded that higher values of PSNR and MSSIM for the 
proposed algorithm are result of the performed restoration, which cannot be obtained 
using only adaptive low-pass filtering. The presented results also demonstrate signifi-
cant blocking-effect reduction. The overall performance of the proposed algorithm is 
comparable and, in some cases, superior to the algorithm proposed in [8] and h.264 
DA. Considering the computational cost of the algorithms, the proposed algorithm is 
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computationally more expensive compared to other two algorithms. However, it is a 
choice of tradeoff between the achieved higher quality and performance speed. 
 The future research will focus on expansion of the algorithm to work with color 
videos and different sizes of compression blocks. The research will also address the 
problem of computational complexity through optimization of the descriptive power 
of the dictionary.  
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