
future internet

Article

Homogeneous Data Normalization and Deep
Learning: A Case Study in Human
Activity Classification

Ivan Miguel Pires 1,2,3,* , Faisal Hussain 4 , Nuno M. Garcia 1 , Petre Lameski 5 and
Eftim Zdravevski 5

1 Instituto de Telecomunicações, Universidade da Beira Interior, 6200-001 Covilhã, Portugal; ngarcia@di.ubi.pt
2 Computer Science Department, Polytechnic Institute of Viseu, 3504-510 Viseu, Portugal
3 UICISA:E Research Centre, School of Health, Polytechnic Institute of Viseu, 3504-510 Viseu, Portugal
4 Department of Computer Engineering, University of Engineering and Technology (UET), Taxila 47080,

Pakistan; faisal.hussain.engr@gmail.com
5 Faculty of Computer Science and Engineering, University Ss Cyril and Methodius, 1000 Skopje,

North Macedonia; petre.lameski@finki.ukim.mk (P.L.); eftim.zdravevski@finki.ukim.mk (E.Z.)
* Correspondence: impires@it.ubi.pt; Tel.: +351-966-379-785

Received: 12 October 2020; Accepted: 9 November 2020; Published: 10 November 2020
����������
�������

Abstract: One class of applications for human activity recognition methods is found in mobile
devices for monitoring older adults and people with special needs. Recently, many studies were
performed to create intelligent methods for the recognition of human activities. However, the different
mobile devices in the market acquire the data from sensors at different frequencies. This paper
focuses on implementing four data normalization techniques, i.e., MaxAbsScaler, MinMaxScaler,
RobustScaler, and Z-Score. Subsequently, we evaluate the impact of the normalization algorithms
with deep neural networks (DNN) for the classification of the human activities. The impact of the data
normalization was counterintuitive, resulting in a degradation of performance. Namely, when using
the accelerometer data, the accuracy dropped from about 79% to only 53% for the best normalization
approach. Similarly, for the gyroscope data, the accuracy without normalization was about 81.5%,
whereas with the best normalization, it was only 60%. It can be concluded that data normalization
techniques are not helpful in classification problems with homogeneous data.

Keywords: human activities; data normalization; data classification; sensors; mobile devices;
data processing

1. Introduction

Nowadays, mobile devices in all everyday tasks are increasing, and their usage allows users to
stay connected and communicate with ease [1,2]. The current pandemic situation discourages social
interaction and personal contacts, enhancing the role of technology in promoting social distancing
while being connected [3,4] and active, avoiding sedentary positions [5,6]. Several studies use mobile
devices to identify human activities and create a personal agenda to track people [7–10]. This is
especially important for people with special needs, including older adults or people with chronic
diseases [11–13]. The constant contact with professional healthcare will benefit people’s quality of
life [14–16].

Sensors are vital for data acquisition related to human activities [17–19] and, lately, even for
diagnostic purposes [20,21]. Mobile devices include a large variety of sensors, including accelerometer,
magnetometer, gyroscope, acoustic, location, contacts, and other types of sensors [22,23].
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The development of monitoring solutions is recurrent in the literature, and the advances in this
type of device promoted the creation of intelligence solutions [24–30].

The data acquired by sensors depends on the mobile devices’ positioning, and their processing
is sometimes difficult [31,32]. The data normalization may be powerful in the data processing
stage without a large increase in memory and power processing needs [33]. There are different
data normalization methods that may be implemented, but the focus of this study was related to
the implementation of MaxAbsScaler [34], MinMaxScaler [35], RobustScaler [36], and Z-Score [33]
normalizers. Finally, for the data processing, several types of machine learning methods may be
implemented, including support vector machine (SVM) [37], decision tree [38], AdaBoost [39,40],
artificial neural networks (ANN) [41], k-nearest neighbor (kNN) [42], combined nomenclature (CN2)
rule inducer [43], and stochastic gradient descent (SGD) [44]. However, this paper’s remainder
proposes studying the parameters related to deep neural networks (DNN) [36].

This study aims to explore the use of the “Heterogeneity Activity Recognition Data Set” [2]
for the implementation of four data normalization techniques, for further implementation of data
classification techniques for the automatic recognition of human activities. Furthermore, what this
study aims to achieve is to find out if the used normalization technique influences the human activity
recognition performance. The implemented method was based on deep neural networks (DNN) to
classify the different data included in the dataset. Furthermore, the data classification results are related
to the data normalization methods implemented and compared with the previous studies with other
datasets [45–47].

There are many research studies related to the recognition of human activities. Still, it is not possible
to say which artificial intelligence method is reliable in general, for any given dataset. This study’s
scope consists of using data acquired from inertial sensors embedded in a mobile device, including
smartphones, smartwatches, and tablets, to implement data normalization and data classification
techniques to identify human activities. One lack of previous studies was related to the data acquisition,
in that the data were always acquired with the same device, i.e., a BQ Aquaris 5.7 smartphone [48,49].

Previous studies were performed with accelerometer, magnetometer, and gyroscope sensors with
the same classification technique implemented in this study [46,50,51]. The normalization technique
previously implemented was the mean and standard deviation, like the Z-Score normalizer application.
The previously used dataset is available at [52].

The previously used dataset has one more human activity than the dataset used in this
study. The previous studies used data fusion techniques to merge the accelerometer, magnetometer,
and gyroscope sensors’ data.

The Introduction section is finished with this paragraph. This paper’s remainder is structured as
follows: Section 2 proposes the methodology of this study, presenting the dataset, data normalization,
peak detection algorithm, feature extraction, data classification, and statistical analysis stages.
The different data normalization techniques results are presented in Section 3. This study is concluded
in Section 4 with the main conclusions and discussion of the results of this study.

2. Methods

Similarly to the previously implemented and published method with artificial intelligence for
automatic identification of daily activities [45–47], the data were acquired from off-the-shelf mobile
devices. This research implements deep neural networks (DNN), to prove its reliability on the used
dataset. The following sections present the details about the dataset used in this research (Section 2.1),
and the following sections present the structure proposed at [50]. Section 2.2 continues with the
presentation of different data normalization techniques. As in the previous study, this study performed
the experimentation of the normalization of the dataset with different normalization techniques.
The peak detection algorithm was refined and improved to calculate the features for applying artificial
intelligence methods, and it is presented in Section 2.3. Next, the different features extracted are
explained in Section 2.4. Next, the data classification methods are applied and presented in Section 2.5.
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Section 2.6 finalizes this study with a comparison of the results. Figure 1 presents the sequence of
activities performed for the recognition of human activities.

Figure 1. Schema of the data analysis and classification.

2.1. Dataset

The dataset used in this research is named the “Heterogeneity Activity Recognition Data
Set” [2]. This dataset was acquired from smartphones and smartwatches related to four human
activities, including walking upstairs, walking downstairs, standing, and walking. The authors of
the dataset reported that it was created to apply machine learning methods for automatic activity
recognition. The data acquisition was performed with different mobile devices, including smartwatches,
i.e., LG G and Samsung Galaxy Gear, smartphones, i.e., Apple iPhone 6, Samsung Galaxy Pocket+,
Samsung Galaxy S3 mini, LG Nexus 4, Samsung Galaxy S3, Samsung Galaxy Nexus, Samsung Galaxy S+,
LG Optimus 2X, HTC Desire, and HTC Nexus One, and tablets, i.e., Samsung Galaxy Tab 10.1.
The devices used have different frequencies for data acquisition between 25 and 200 Hz. The recordings
were performed by 9 different users from the accelerometer and gyroscope sensors at the
highest frequency.

2.2. Data Normalization

The data of the dataset were normalized to improve the results on activity recognition with
machine learning methods. Four data normalization techniques were applied. Firstly, MaxAbsScaler
scales and translates each feature individually by the maximum absolute value in the dataset [34].
Secondly, MinMaxScaler scales and translates each feature individually by the given range on the
training set [35]. Thirdly, the RobustScaler removes the median and scales the data according to
the quantile range [36]. The interquartile range (IQR) [53] is the range between the 1st quartile
(25th quantile) and the 3rd quartile (75th quantile). Finally, Z-Score normalization is a normalizing
strategy that avoids the outlier issue [33].

2.3. Peak Detection

The detection of the sensors’ signal variations and maximum values, commonly named peaks,
is important for discretizing the different activities because activities with high intensity have more
peaks with high values and low intensities have fewer peaks with low values [54].

The detection of peaks may be performed with different methods. This study used a sequential
method, smoothing the sensors’ signal and saving only the values where the next and previous values
are lower. The process must be executed several times until the iteration where the value of peaks is
the minimum, but it retains at least five peaks.

2.4. Feature Extraction

The definition of the correct and most reliable features for recognizing human activities is
important for the obtention of highly accurate results for the method of the automatic recognition of
them. Based on the previous knowledge [46,51,55], and the characteristics of the dataset used in this
study, the features extracted from the sensors are as follows:

• Accelerometer: mean, standard deviation, variance, and median values of the measured maximum
peaks, and mean, standard deviation, variance, median, maximum, and minimum values of the
raw signal;
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• Gyroscope: mean, standard deviation, variance, and median values of the measured maximum
peaks, and mean, standard deviation, variance, median, maximum, and minimum values of the
raw signal.

After the feature extraction, the data classification techniques may be applied to establish the
relations between the features and the human activities.

2.5. Data Classification

This stage includes applying the artificial intelligence method to identify the human activities
available in the dataset. For this purpose, the deep neural networks (DNN) method was applied
similarly to [46,51].

For the training stage, we used a Sigmoid activation function, a learning rate of 0.1, a maximum
of 4 × 106 training iterations, 3 hidden layers, the weight function called Xavier, the implementation of
backpropagation, and the use of the L2 regularization method [56].

The cross-validation technique was implemented in the testing stage to measure the validity
parameters of the implemented method. The results were statistically analyzed, as explained in
Section 2.6.

2.6. Statistical Analysis

For evaluating the results obtained with the cross-validation technique implemented,
the classification performance scores were measured, such as precision, specificity, accuracy, recall,
and F1-Score.

Finally, these results are compared with the results obtained with a previously published
dataset [51]. Most of the activities included in the dataset used for comparison were also included
in the dataset analyzed in this paper, except that captures were performed with other smartphones.
Comparing the frequencies of data acquisition, the two datasets may be compared with measuring this
dataset’s reliability and implementation.

3. Results

This research uses an unbalanced dataset to recognize four human activities, including walking
upstairs, walking downstairs, standing, and walking. The following section will present the confusion
matrixes and other related parameters, such as accuracy, precision, recall, and F1-Score. True positives
are cases where the activity was detected accurately. False positives are the cases where the activity
was correctly not detected (another activity was present and detected). False positives are cases where
the activity was falsely detected, and false negatives are the cases where the activity was detected but
other activities should have been detected. Firstly, accuracy is defined as

Accuracy =
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives

Secondly, precision is defined as

Precision =
True Positives

True Positives + False Positives

Thirdly, recall is defined as

Recall =
True Positives

True Positives + False Negatives
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Finally, F1-Score is defined as

Fl_Score =
True Positives

True Positives + 0.5(False Positives + False Negatives)

The analysis was performed with data acquired by the accelerometer and gyroscope sensors.

3.1. Normalized Data with MaxAbsScaler

Initially, MaxAbsScaler was used to normalize the data acquired from the accelerometer data
related to the analyzed human activities, in particular, walking upstairs, walking downstairs, standing,
and walking. Table 1 presents the confusion matrix related to the experiments performed with the
accelerometer sensor included in the dataset used. It was verified that the most correctly identified
activities are walking upstairs, walking downstairs, and walking.

Table 1. Confusion matrix for normalized accelerometer data with MaxAbsScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 75 116 5 5

walking downstairs 53 141 2 6

standing 8 11 7 12

walking 0 4 3 32

Next, the classification results of the data acquired from the accelerometer sensor after the
application of MaxAbsScaler were analyzed, verifying that the DNN method implemented reported
an accuracy of 53.12%, a precision of 51.59%, a recall value of 51.90%, and an F1-Score of 51.74%.

In continuation, MaxAbsScaler was used to normalize the data acquired from the gyroscope
data related to the different human activities. Table 2 presents the confusion matrix related to the
experiments performed with the gyroscope sensor included in the dataset used. It was also verified
that the most correctly identified activities are walking upstairs, walking downstairs, and walking.

Table 2. Confusion matrix for normalized gyroscope data with MaxAbsScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 95 46 0 3

walking downstairs 52 81 0 11

standing 5 1 7 15

walking 2 4 0 23

Besides, the classification results of the data acquired from the gyroscope sensor after the
application of MaxAbsScaler were analyzed, verifying that the DNN method implemented reported
an accuracy of 59.71%, a precision of 66.82%, a recall value of 56.63%, and an F1-Score of 61.31%.

3.2. Normalized Data with MinMaxScaler

The second data normalization algorithm that was evaluated on the same accelerometry data was
MinMaxScaler. Table 3 presents the confusion matrix related to the experiments performed with the
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accelerometer sensor included in the dataset used. It was verified that the most correctly identified
activities are walking downstairs and standing.

Table 3. Confusion matrix for normalized accelerometer data with MinMaxScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 42 153 2 4

walking downstairs 50 139 12 1

standing 2 8 22 6

walking 2 4 14 19

Next, the classification results of the data acquired from the accelerometer sensor after the
application of MinMaxScaler were analyzed, verifying that the DNN method implemented reported
an accuracy of 46.25%, a precision of 49.20%, a recall value of 49.08%, and an F1-Score of 49.14%.

MinMaxScaler was also used to normalize the data acquired from the gyroscope data related
to the different human activities. Table 4 presents the confusion matrix related to the experiments
performed with the gyroscope sensor included in the dataset used. It was also verified that the most
correctly identified activities are walking upstairs and walking.

Table 4. Confusion matrix for normalized gyroscope data with MinMaxScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 107 33 4 0

walking downstairs 89 47 8 0

standing 7 3 6 12

walking 1 2 4 22

Further, the classification results of the data acquired from the gyroscope sensor after the
application of MinMaxScaler were analyzed, verifying that the DNN method implemented reported
an accuracy of 52.75%, a precision of 49.93%, a recall value of 51.06%, and an F1-Score of 50.49%.

3.3. Normalized Data with RobustScaler

Thirdly, RobustScaler was also used to normalize the data acquired from the accelerometer. Table 5
presents the confusion matrix related to the experiments performed with the accelerometer sensor
included in the dataset used. It was verified that the most correctly identified activities are walking
upstairs and standing.
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Table 5. Confusion matrix for normalized accelerometer data with RobustScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 115 76 9 1

walking downstairs 104 77 20 1

standing 4 0 28 6

walking 0 0 20 19

Next, the classification results of the data acquired from the accelerometer sensor after the
application of RobustScaler were analyzed, verifying that the DNN method implemented reported an
accuracy of 49.79%, a precision of 52.16%, a recall value of 54.43%, and an F1-Score of 53.27%.

RobustScaler was used to normalize the data acquired from the gyroscope data related to the
different human activities. Table 6 presents the confusion matrix related to the experiments performed
with the gyroscope sensor included in the dataset used. It was also verified that the most correctly
identified activity is walking upstairs.

Table 6. Confusion matrix for normalized gyroscope data with RobustScaler.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 123 12 1 8

walking downstairs 97 40 0 7

standing 15 1 5 7

walking 15 1 5 7

Further, the classification results of the data acquired from the gyroscope sensor after the
application of RobustScaler were analyzed, verifying that the DNN method implemented reported an
accuracy of 50.87%, a precision of 48.22%, a recall value of 39.01%, and an F1-Score of 43.13%.

3.4. Normalized Data with Z-Score

The last data normalization approach that was evaluated was the Z-Score normalizer. Table 7
presents the confusion matrix related to the experiments performed with the accelerometer sensor
included in the dataset used. It was verified that the most correctly identified activities are walking
upstairs and walking.

Next, the classification results of the data acquired from the accelerometer sensor after the
application of the Z-Score normalizer were analyzed, verifying that the DNN method implemented
reported an accuracy of 52.71%, a precision of 59.04%, a recall value of 48.07%, and an F1-Score
of 52.99%.
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Table 7. Confusion matrix for normalized accelerometer data with Z-Score.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 167 33 1 0

walking downstairs 141 54 2 5

standing 12 13 6 7

walking 4 9 0 26

In continuation, the Z-Score normalizer was used to normalize the data acquired from the
gyroscope data related to the different human activities. Table 8 presents the confusion matrix related
to the experiments performed with the gyroscope sensor included in the dataset used. It was also
verified that the most correctly identified activities are walking upstairs, standing, and walking.

Table 8. Confusion matrix for normalized gyroscope data with Z-Score.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 117 16 1 0

walking downstairs 89 52 0 3

standing 3 10 15 0

walking 1 9 7 12

Besides, the classification results of the data acquired from the gyroscope sensor after the
application of the Z-Score normalizer were analyzed, verifying that the DNN method implemented
reported an accuracy of 56.81%, a precision of 63.63%, a recall value of 53.08%, and an F1-Score
of 57.88%.

3.5. Non-Normalized Data

Finally, we evaluated the non-normalized data acquired from the accelerometer data related to
the four human activities. Table 9 presents the confusion matrix related to the experiments performed
with the accelerometer sensor included in the dataset used. It was verified that the most correctly
identified activities are walking upstairs, walking downstairs, and walking.

Next, the classification results of the non-normalized data acquired from the accelerometer
sensor were analyzed, verifying that the DNN method implemented reported an accuracy of 79.11%,
a precision of 78.52%, a recall value of 67.62%, and an F1-Score of 72.66%.

In continuation, the non-normalized data acquired from the gyroscope data related to the different
human activities were analyzed. Table 10 presents the confusion matrix related to the experiments
performed with the gyroscope sensor included in the dataset used. It was also verified that the most
correctly identified activities are walking upstairs, walking downstairs, and walking.
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Table 9. Confusion matrix for non-normalized accelerometer data.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 293 51 2 1

walking downstairs 54 293 0 0

standing 9 54 3 0

walking 0 2 0 66

Table 10. Confusion matrix for non-normalized gyroscope data.

Predicted Class

Walking
Upstairs

Walking
Downstairs Standing Walking

Actual Class

walking upstairs 230 21 2 0

walking downstairs 45 202 6 0

standing 24 12 12 0

walking 0 2 0 48

The classification results of the non-normalized data acquired from the gyroscope sensor were
analyzed, verifying that the DNN method implemented reported an accuracy of 81.46%, a precision of
80.54%, a recall value of 72.94%, and an F1-Score of 76.55%.

3.6. Overall Results

Based on the results obtained with this study, the best results were achieved with the gyroscope
data without applying normalization techniques. It was expected that the use of normalized data
would report the best results, but it was not verified, as presented in Figure 2.

Figure 2. Results on the data classification with accelerometer and gyroscope sensors.

Analyzing the accelerometer data, the best accuracy was reported with non-normalized data
(79.11%), and the application of normalization techniques decreased the accuracy. Firstly, the application
of Z-Score normalization decreased the results by 26.4%. Secondly, the application of RobustScaler
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decreased the results by 29.32%. Thirdly, the application of MinMaxScaler decreased the results by
32.86%. Finally, the application of MaxAbsScaler decreased the results by 25.99%.

The gyroscope data analysis revealed that the best accuracy reported was also with non-normalized
data (81.46%), and the application of normalization techniques also decreased the accuracy. Firstly,
the application of Z-Score normalization decreased the results by 24.65%. Secondly, the application of
RobustScaler decreased the results by 30.59%. Thirdly, the application of MinMaxScaler decreased the
results by 28.71%. Finally, the application of MaxAbsScaler decreased the results by 21.75%.

4. Discussion and Conclusions

The “Heterogeneity Activity Recognition Data Set” [2] was acquired with different mobile devices,
including smartphones, tablets, and smartwatches. Different devices have different frequencies of
data acquisition. We experimented with four normalization techniques: MaxAbsScaler, MinMaxScaler,
RobustScaler, and Z-Score. Furthermore, the DNN method was implemented for the classification of
the different human activities.

This study analyzed the difference between non-normalized and normalized data, verifying
that the dataset used in this study revealed the best results with the non-normalized data.
However, the previously used dataset revealed the best results with normalized data.

The results showed that the best accuracy (81.46%) was reported with non-normalized gyroscope
data to recognize three human activities. Furthermore, 79.11% accuracy was obtained with the use
of accelerometer data to recognize three human activities, also with non-normalized data. On the
contrary, the previously used dataset revealed the best accuracy with normalized data with or without
data fusion techniques.

Based on the comparison of the previous results presented in Table 11, non-normalized data
reported better accuracy with the dataset analyzed in this study than the previously used dataset.
However, normalization techniques reported bad accuracy with this dataset compared to the previously
used dataset which reported the correct recognition of five human activities. This dataset only reported
a maximum of three human activities correctly.

As future work, the impact of different techniques for data classification, data imputation,
and data normalization should be explored, as well as their impact when processing multi-modal
data collected by various sensors. Furthermore, other data normalization techniques should be
evaluated, as well as how the subsequently used machine learning algorithms benefit from the
normalization. As this research shows, deep learning algorithms can overcome bias in the data
without normalization. Furthermore, when processing homogeneous data collected by mobile devices,
with completely identical data collection frequencies and different ranges of data, this research shows
that data normalization impairs the classification accuracy. Other studies [56,57] show that more
classical algorithms, such as SVMs, decision trees, and tree ensembles, considerably benefit from
data normalization. These algorithms need to be further evaluated with the proposed approaches.
In the future, the impact of the presented data normalization and imputation methods should also
be evaluated on other datasets. In particular, when using other sensors in collecting multi-modal
data from various sensors, such as microphones [58], pressure sensors, infrared sensors, proximity
sensors, and oximeters, we expect the impact of the proposed data normalization algorithms to be
even more emphasized.
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Table 11. Comparison of results obtained with a previous study.

Dataset Sensor(s) Normalizer Number of Activities Detected Accuracy

[2] Accelerometer MaxAbsScaler 3 53.12%

[2] Gyroscope MaxAbsScaler 3 59.71%

[2] Accelerometer MinMaxScaler 2 46.25%,

[2] Gyroscope MinMaxScaler 2 52.75%

[2] Accelerometer RobustScaler 2 49.79%

[2] Gyroscope RobustScaler 1 50.87%

[2] Accelerometer Z-Score 2 52.71%

[2] Gyroscope Z-Score 3 56.81%

[2] Accelerometer None 3 79.11%

[2] Gyroscope None 3 81.46%

[50] Accelerometer None 1 22.90%

[50] Accelerometer
Mean and

Standard Deviation
(similar to Z-Score)

5 85.89%

[49] Accelerometer and
Magnetometer None 2 40.69%

[49] Accelerometer and
Magnetometer

Mean and
Standard Deviation
(similar to Z-Score)

5 86.49%

[49]
Accelerometer,

Magnetometer, and
Gyroscope

None 4 74.46%

[49]
Accelerometer,

Magnetometer, and
Gyroscope

Mean and
Standard Deviation
(similar to Z-Score)

5 89.52%

In conclusion, the benefits of the implementation of data normalization techniques depend on the
dataset. It is unclear if normalization would improve the data classification because the number of
samples used was smaller than the previously used dataset. As the dataset is unbalanced, it may also
influence the implementation of artificial intelligence methods for activity recognition.
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